
 
 

Bank regulation and bank lending in selected sub-Saharan 

African countries 

 

by 

 

RETSELISITSOE I. THAMAE 

 

submitted in accordance with the requirements 
for the degree of 

 
 

DOCTOR OF PHILOSOPHY 
 
 

in the subject 

 
 

ECONOMICS 
 
 

at the 

 
 

UNIVERSITY OF SOUTH AFRICA 

 
 

SUPERVISOR: PROF. N.M. ODHIAMBO 

 
 
 
 
 
 

July 2023



ii 
 

DECLARATION 

Name:   Retselisitsoe I. Thamae 

Student Number: 64071324 

Degree:  DOCTOR OF PHILOSOPHY IN ECONOMICS 

Title:   Bank regulation and bank lending in selected 

sub-Saharan African countries 

 

I declare that the above thesis is my own work and that all the sources that I have 

used or quoted have been indicated and acknowledged by means of complete 

references. 

I further declare that I submitted the thesis to originality checking software and that it 

falls within the accepted requirements for originality.  

I further declare that I have not previously submitted this work, or part of it, for 

examination at Unisa for another qualification or at any other higher education 

institution. 

 

 

       07 July 2023 
___________________      ___________________ 

SIGNATURE        DATE 



iii 
 

ABSTRACT 

Most countries, including the ones in sub-Saharan Africa (SSA), have been facing 

pressure to increase the stringency of bank regulation since the aftermath of the 

2007-2008 global financial crisis. Therefore, this study analyses the relationship 

between bank regulation and bank lending in selected SSA countries and/or their 

low-income and middle-income groups from 1995 to 2017. First, the empirical results 

from the linear panel autoregressive distributed lag (ARDL) model estimated through 

the dynamic common correlated effects (CCE) method showed that bank entry 

barriers impacted bank lending negatively in the long run in all selected SSA 

economies and low-income SSA countries, while macroprudential policies had a 

negative long-run impact on bank credit in middle-income SSA economies, but 

supervisory power mitigated these effects. Alternatively, the findings from the 

nonlinear panel ARDL model indicated that various shocks to bank regulatory 

measures affected bank lending differently. Second, the dynamic panel threshold 

regression model results estimated through the generalised method of moments 

approach revealed that the threshold values for the stringency of bank entry barriers 

and capital regulations in the case of all selected SSA economies were 62.8% and 

76.5%, respectively. The effect of bank entry barriers stringency on bank credit was 

found to be positive below its threshold value but negative above it, while that of 

capital regulation stringency was insignificant either below or above its threshold 

level. Lastly, the empirical findings from the panel error correction-based Granger 

causality models generally highlighted that long-run causality existed between bank 

regulatory measures and bank lending in the context of selected SSA countries and 

their income groups, while various shocks to bank regulatory measures and bank 

credit had different causal effects. Thus, the study recommends that policymakers 

should not introduce bank regulatory and supervisory reforms for their own sake, 

since regulations that are too stringent could hamper bank credit. Furthermore, 

regulatory authorities should take into consideration the existence of nonlinear and 

threshold effects in the relationship between bank regulation and bank lending as not 

doing so could lead to biased estimates and result in wrong policy conclusions. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background of the Study 

Attaining and maintaining financial stability through bank regulation has been one of 

the fundamental policies for fostering financial development and economic growth. 

Consequently, different countries worldwide have carried out reforms in bank 

regulation following the introduction of the Basel accord in the late 1980s, and after 

the 2007-2008 global financial crisis (Anginer, Bertay, Cull, Demirgüç-Kunt & Mare, 

2019; Enoch, Mathieu, Mecagni & Kriljenko, 2015; Barth, Caprio & Levine, 2001, 

2008, 2013). Some of these reforms have been introduced to minimise financial risks 

borne by banking institutions and promote bank development. These reforms include 

measures on banking entry barriers, mixing of banking and commerce restrictions, 

banking activity restrictions and capital regulatory requirements. The majority of 

countries have also adopted macroprudential policies, both borrower-targeted and 

lender-targeted measures, with the central purpose of managing the build-up of 

systemic risk arising from the financial sector (Cerutti, Claessens & Laeven, 2017; 

Hanson, Kashyap & Stein, 2011). All these reforms have raised questions about the 

impact of bank regulatory measures on bank lending as well as the causal 

relationship between the two. 

  

Past theoretical and empirical studies analysing how the stringency of bank 

regulatory measures affect bank credit1 offer conflicting views, with the empirical 

evidence mainly emanating from studies focusing on linear and short-run 

adjustments. First, the theory of market structure contends that barriers to entry into 

the banking sector limit competition. These entry barriers can either improve the 

market power and profitability of banking institutions and enhance prudent lending 

(Keeley, 1990) or lead to market inefficiencies that can encourage banks to increase 

their banking service costs and result in a fall in demand for credit (Claessens & 

Klingebiel, 2001). Even though the evidence emanating from the empirical studies 

indicates that increasing the stringency of banking entry barriers restricts bank credit 

 
1 Bank credit and bank lending are used interchangeably in this study. 
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(Merrouche & Nier, 2017), the obtained effect at times became positive (Amidu, 

2014) or insignificant (Barth, Caprio & Levine, 2004). 

 

Second, the asymmetric information theory views restrictions imposed on the mixing 

of banking and commerce and on banking activities to prevent problems brought by 

conflict of interests as well as moral hazard. This can curtail banks’ incentives to 

assume excessive risks, thereby promoting prudence in lending (Boyd, Chang & 

Smith, 1998). On the contrary, the theory of economies of scale and scope considers 

mixing of banking and commerce restrictions as well as banking activity restrictions to 

be obstacles aimed at restricting banks’ ability to offer more lending (Claessens & 

Klingebiel, 2001). Although there is some empirical evidence in support of the 

hypothesis that these restrictions limit bank credit (Barth et al., 2004), other research 

evidence shows that they encourage the provision of lending (Amidu, 2014) or do not 

impact it at all (Merrouche & Nier, 2017). 

 

Third, the risk-absorption theory postulates that capital regulatory requirements can 

enhance prudent lending by improving the risk-bearing capacity of banks, whereas 

the financial fragility-crowding out hypothesis contends that capital regulatory 

requirements can hinder prudence in lending by making banks put more reliance on 

equity than deposits and generally capital investors as the providers of equity are 

reluctant to lend (Kim & Sohn, 2017). The empirical findings on how higher capital 

requirements could affect lending are inconclusive as they are established to either 

hamper bank credit (Amidu, 2014; Bridges et al., 2014) or have no impact on it 

(Fratzscher, König & Lambert, 2016; Bridges et al., 2014; Barth et al., 2004). 

 

Fourth, the nature of macroprudential policy instruments shows that their effect on 

bank lending should be countercyclical (Cerutti et al., 2017; IMF, 2013). But Lim et al. 

(2011) specify possible scenarios that, if not taken into consideration when designing 

macroprudential policies, could lead to unintended results. For example, multiple 

tools are preferred over choosing a single instrument, while discretionary 

macroprudential policies are more preferred than difficult rules-based policies. 

Moreover, targeted tools addressing specific risks could be more effective than 

broad-based instruments, while time-varying tools applied to different stages of a 
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financial cycle could perform better than fixed ones. Proper coordination of 

macroprudential tools with other policies is also necessary for their effectiveness as 

they can jointly reinforce a similar objective. Although the empirical evidence shows 

that many macroprudential instruments are found to be effective in curbing bank 

credit (Gómez, Murcia, Lizarazo & Mendoza, 2020; Kim & Oh, 2020; Revelo, 

Lucotte & Pradines-Jobet, 2020), the effect of some is revealed to be inconclusive 

(Carreras, Davis & Piggott, 2018; Greenwood-Nimmo & Tarassow, 2016) or 

insignificant (Zhang & Zoli, 2016). 

 

The economic literature also asserts that bidirectional causality can exist between 

institutions and economic performance measures (Law, Lim & Ismail, 2013). This is 

because institutions shape the way societies interact and that affects economic 

performance (North, 1981, 1990). But economic development is also required before 

laws and regulations can be properly instituted (Rosenberg & Birdzel, 1986). Given 

that bank regulation forms part of formal institutions, while bank credit is an important 

component of financial development, bank regulation is not only expected to 

influence bank lending, but the reverse causality can exist whereby developments in 

bank credit are expected to shape the direction of bank regulation (Deli & Hasan 

2017; Fratzscher et al. 2016; Kim, Park & Suh 2014). In line with Patrick (1966), bank 

regulation can cause bank lending at the early stages of financial development, but at 

the later stages, bank regulation can follow developments in bank credit. 

Nevertheless, the limited empirical studies, which have centred on bank capital and 

used symmetric causality approaches to modelling, obtained either unidirectional 

causal flow from bank capital to the growth of bank credit (Aiyar, Calomiris & 

Wieladek, 2016) or no causality between the two (Oyebowale, 2020). 

 

Although there are possible various channels on how bank regulatory measures and 

bank lending can influence each other, the empirical evidence on sub-Saharan Africa 

(SSA) is not well-documented. For example, the few studies that have used the 

context of African countries, including the ones in the SSA region, analysed the short-

run linear effects of certain bank regulatory reforms on bank lending (Adesina, 2019; 

Osei-Assibey & Asenso, 2015; Amidu, 2014). On the other hand, another study only 

assessed the causal relationship between growth in bank capital and growth in 
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aggregate bank loans and advances (Oyebowale, 2020). Nonetheless, these studies 

did not investigate how various bank regulatory measures influenced bank lending 

both in the long and short run, and whether the bank supervisory environment 

mitigated or enhanced the effects of bank regulatory measures on bank credit. In 

addition, the studies did not determine the threshold effects of bank regulatory 

measures on bank lending. Lastly, these studies did not account for the possible 

asymmetric responses between bank regulatory measures and bank credit. 

Therefore, this warrants further empirical investigation to provide sound and 

appropriate policy recommendations that can promote bank development and result 

in sustainable economic growth within the SSA region. 

 

The SSA context also presents an interesting case study for examining the nexus 

between bank regulation and bank lending for various reasons. First, the majority of 

SSA countries have undergone major reforms in bank regulation since the 1990s, in 

line with the Basel accord (Anginer et al., 2019; Nyantakyi & Sy, 2015). Over time, 

the level of bank credit to the private sector and that of financial development, in 

general, have been increasing in SSA economies despite being relatively low when 

compared to other regions (IMF, 2019; Amidu, 2014). Hence, it is essential to 

determine the role played by bank regulatory reforms in shaping the direction of bank 

lending, and whether the trends in bank credit had any causal effect on the observed 

developments in bank regulation. Second, the banking sector in the SSA region 

provides the majority of financing since capital markets are underdeveloped 

(Nyantakyi & Sy, 2015). Given that the flow of funds from surplus to deficit units 

mostly happens through the banking sector, poor bank regulatory reforms could 

interrupt the allocation of credit and, ultimately, affect the performance of the 

economy. Lastly, income levels vary in SSA countries, and economies with relatively 

high-income levels normally have larger credit markets with higher degrees of 

financial deepening as a result of enjoying economies of scale in the network of the 

supporting institutions (Yi, Liu & Wu, 2022; Djankov, Mcliesh & Shleifer, 2007; 

Cottarelli, Dell’Ariccia & Vladkova-Hollar, 2005). Therefore, a comparison can be 

made, where possible, between low-income and middle-income SSA economies to 

determine whether their levels of bank credit respond differently to the stringency of 

bank regulatory measures or vice versa. 
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1.2 Statement of the Problem 

The theoretical literature generally shows that bank regulation has both costs (such 

as market inefficiencies, limited economies of scale and scope, crowding out of 

deposits and countercyclicality) as well as benefits (such as increased market power, 

reduced information asymmetry, improved risk-bearing capacity and enhanced 

financial stability) (see Kim & Sohn, 2017; Lim et al., 2011; Claessens & Klingebiel, 

2001; Boyd et al., 1998; Keeley, 1990). As a result, the effect of bank regulation on 

bank lending is anticipated to be ambiguous. This is supported by inconclusive 

evidence from the empirical studies that assessed how various bank regulatory 

measures influence bank credit (see Gómez et al., 2020; Carreras et al., 2018; 

Merrouche & Nier, 2017; Fratzscher et al., 2016; Greenwood-Nimmo & Tarassow, 

2016; Zhang & Zoli, 2016; Bridges et al., 2014; Amidu, 2014; Barth et al., 2004). 

Furthermore, economic theory postulates that bank regulation, as part of formal 

institutions, can be influenced by the trends in bank credit. This implies that bi-

directional causality is expected to exist between bank regulation and bank lending 

(Deli & Hasan 2017; Fratzscher et al. 2016; Kim, Park & Suh, 2014; Patrick, 1966). 

However, the empirical literature, though limited, provided mixed findings regarding 

the causal linkage between bank regulation and bank credit (see Oyebowale,  2020; 

Aiyar et al., 2016). 

 

Although the empirical evidence pointed to different outcomes depending on various 

measures of bank regulation that countries chose to adopt, it was also influenced by 

how the relationship between bank regulation and bank lending was modelled. For 

instance, the majority of these studies focused on linear and short-run adjustments. 

But it remains paramount to analyse empirically how bank regulatory reforms 

influence bank credit, particularly in the long run, because banks, most of the time, 

undertake early preparation to comply with the planned banking regulations. There 

is also a belief that bank lending may only decline in the short run when banks start to 

abide by the implemented reforms. However, this negative effect may disappear in 

the long run when banks identify strategies that could help them cope with new 

reforms (Admati, DeMarzo, Hellwig & Pfleiderer, 2014; Buch & Prieto, 2014; 

Kashyap, Stein & Hanson, 2010). Moreover, the stringency of bank supervisory 

environment could either mitigate or enhance the long-run and/or short-run effects of 
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bank regulatory measures on bank lending. This is because bank supervisors with 

more power could have greater ability to enforce regulations and discipline banks, 

which might minimise moral hazard problems ex-ante, lower monitoring costs and 

motivate banks to engage in prudent lending (Merrouche & Nier, 2017). But strong 

supervisory power might also limit prudent behaviour in credit delivery if supervisors 

abuse their power and fail to enforce regulations (Barth et al., 2004). 

 

Furthermore, in line with Shin, Yu and Greenwood-Nimmo (2014), positive and 

negative shocks to bank regulatory measures might yield different effects on bank 

lending, and the same could be said with the possible reverse causality from bank 

credit to bank regulation. However, the considered empirical studies did not fully 

account for these asymmetric effects brought by the likely differential impacts of 

positive and negative variations in bank regulation and bank credit. Again, the 

literature shows that changes in bank regulation do not only bring benefits but also 

involve costs of either imposing too much or too little regulation (Adesina, 2019; 

Barth et al., 2004). As a result, the effect of changes in bank regulation on bank 

credit could be nonlinear, depending on whether the benefits derived from 

implementing higher bank regulatory standards outweighed their inherent costs (Li, 

Liu & Veld, 2019; Neyapti & Dincer, 2014), occurring either below or above some 

threshold level. However, none of these empirical studies has given attention to the 

existence of threshold effects in the relationship between bank regulation and bank 

lending within a nonlinear framework. 

 

The identified gaps from the literature also coincide with the period when most of the 

SSA countries were facing pressure to migrate not only to Basel II but also to the 

Basel III accord, with the latter being implemented in the aftermath of the 2007-2008 

global financial crisis to address the observed weaknesses of the Basel II accord. 

Even though the adoption of higher standards of bank regulation could promote the 

resilience and safety of the banking system, a trade-off between obtaining such 

benefits and promoting financing via increased bank lending exists, which could be 

restricted by intensifying the stringency of bank regulation (Adesina, 2019). 

Therefore, this study adds to the literature on the relationship between bank 

regulation and bank lending by investigating, firstly, the linear and nonlinear impacts 
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of bank regulatory measures on bank lending within the dynamic panel autoregressive 

distributed lag (ARDL) cointegration framework and whether the bank supervisory 

environment mitigates or enhances these effects. Secondly, it determines the 

existence of threshold effects of measures of bank regulation on bank credit using the 

dynamic panel threshold regression (PTR) model. Finally, the symmetric and 

asymmetric causal linkages between bank regulation and bank lending are assessed 

by employing the error correction-based panel Granger-causality models. 

 

1.3 Research Questions 

The main question that forms the basis of this study is, what is the relationship 

between bank regulation and bank lending? Specifically, the study aims to address 

the following research questions: 

 

i) How do bank regulatory measures affect bank credit in selected SSA 

countries2 and their low-income and middle-income groups? 

 

ii) How does the bank supervisory environment mitigate or enhance the impact of 

bank regulatory measures on bank credit in the study countries? 

 
iii) What effect does the existence of threshold have on the relationship between 

bank regulatory measures and bank lending in selected SSA economies? 

 
iv) What is the direction of causality between bank regulation and bank credit in 

the study countries? 

 

1.4 Objectives and Hypotheses of the Study 

1.4.1 Objectives of the Study 

The main objective of this study is to analyse the relationship between bank 

regulation and bank lending in selected SSA countries and/or their low-income and 

 
2 Other countries were not selected owing to unavailability of data during the proposed study period, 
especially on bank regulatory measures. 
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middle-income groups from 1995 to 20173. Specifically, the following objectives are 

determined: 

 

i) To examine the linear and nonlinear impacts of bank regulatory measures on 

bank credit in selected SSA economies and their low-income and middle-

income groups. 

 

ii) To investigate whether the bank supervisory environment mitigates or 

enhances the effects of bank regulatory measures on bank credit in the study 

countries. 

 
iii) To assess the existence and effects of threshold in the relationship between 

bank regulatory measures and bank lending in selected SSA economies. 

 

iv) To determine the direction of symmetric and asymmetric causality between 

bank regulatory measures and bank credit in the study countries. 

 

1.4.2 Hypotheses of the Study 

The study tests whether the following hypotheses hold in the context of selected SSA 

economies and/or their low-income and middle-income groups: 

 

i) Measures of bank regulation have negative effects on bank credit. 

 

ii) The bank supervisory environment mitigates the impact of bank regulatory 

measures on bank lending. 

 
iii) Threshold effects exist in the nexus between bank regulatory measures and 

bank credit. 

 
iv) There is bidirectional causality between measures of bank regulation and bank 

lending. 

 
3 The chosen period is informed by the availability of data on five waves of the World Bank’s Bank 
Regulation and Supervision Surveys (BRSS), including the last one administered in 2017. These 
surveys were completed in 1999, 2003, 2007, 2011 and 2019 by Barth et al. (2001, 2004, 2008), 
Cihak et al. (2013) and Anginer et al. (2019), respectively.  
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1.5 Significance of the Study 

Although there is a significant body of empirical research analysing the nexus 

between bank regulation and bank lending, this study contributes to the literature 

through several approaches that have not been applied before in the context of SSA 

countries, at least to the best of my knowledge. First, it considers bank regulation to 

be a multifaceted phenomenon, and uses its different measures, namely, banking 

entry barrier, mixing of banking and commerce restriction, banking activity restriction, 

capital regulation stringency and macroprudential indices, to analyse its relationship 

with bank lending. The first four indices come from the updated databases of the 

World Bank’s Bank Regulation and Supervision Surveys (BRSS), while the last index 

is derived from individual central bank or country laws and/or regulations following the 

approach by Cerutti et al. (2017). 

 

Second, the study uses the dynamic common correlated effects (CCE) method of 

Chudik and Pesaran (2015) to estimate the symmetric and asymmetric panel ARDL 

models when determining the impacts of bank regulatory measures on bank credit and 

whether the supervisory environment enhances or mitigates such impact. This 

estimation technique is preferred over others since it allows for country-specific 

heterogeneity and controls for endogeneity and cross-sectional dependence using the 

lagged cross-sectional averages of the dependent and independent variables. 

 

Third, the study employs the dynamic PTR model proposed by Kremer, Bick and 

Nautz (2013) to examine the existence of threshold effects of bank regulatory 

measures on bank lending. This approach is more appropriate than others as it uses 

the method of future orthogonal deviations transformation in eliminating individual 

effects and avoiding the serial correlation problem, which arises from the undertaking 

of first differences. It further incorporates the generalised method of moments 

(GMM)-type estimators and employs the lags of the dependent variable as 

instruments to circumvent the endogeneity problem. 

 

Fourth, unlike most previous studies, this study uses the symmetric and asymmetric 

error correction-based panel Granger-causality models to investigate the direction of 

causality between measures of bank regulation and bank lending. These models are 
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capable of testing for both long-run and short-run causal relationships between bank 

regulation and bank credit. 

 

Lastly, the study, where possible, compares the estimated results from the low-

income and middle-income SSA countries. These classifications are based on the 

World Bank Atlas method that divides countries according to their GNI per capita4. 

These groupings enable the study to determine whether the relationship between 

measures of bank regulation and bank credit varies with the level of income. 

 

The empirical results from this study should be a source of information for future 

research agendas as they shed some light on the nature of the nexus between bank 

regulation and bank lending. Additionally, the results allow bank regulators to 

understand the implications of bank regulatory reforms and how they are shaped by 

the developments in bank lending. This helps policymakers to exercise caution when 

implementing such reforms to ensure that they are well-targeted and well-designed 

so that they do not yield unintended effects on bank lending. Therefore, by offering 

policy recommendations on issues related to bank regulatory reforms and bank credit 

in SSA countries, the study contributes to the body of knowledge in the field of 

economics in various ways identified as it complements similar studies. 

 

1.6 Organisation of the Study 

The study is organised into six chapters. Chapter 1 provided an overview of the 

nexus between bank regulation and bank credit. Chapter 2 discusses the dynamics 

of bank regulation, as well as the trends in bank regulatory and bank lending 

measures in SSA countries, while Chapter 3 reviews both the theoretical and 

empirical literature on the relationship between bank regulation and bank credit. The 

estimation techniques and data sources of variables used in this study are discussed 

in Chapter 4. Chapter 5 offers the results of the study and their analysis, while 

Chapter 6 concludes the study. 

 
4 For 2017, the income groups comprised the following: High-income = more than $12,235; Upper 
middle-income = $3,956 - $12,235; Lower middle-income = $1,006 - $3,955; and Low-income = less 
than $1,006.  
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CHAPTER 2 

BANK REGULATION AND BANK LENDING IN SSA COUNTRIES 

2.1 Introduction 

This chapter focuses on the dynamics of bank regulation and bank lending as well as 

their trends in SSA countries and their income groups. The chapter is divided into six 

sections. Following the introduction, Section 2.2 provides the dynamics of bank 

regulation and bank credit over time. Section 2.3 discusses the trends in bank 

regulatory measures in the selected low-income and middle-income SSA economies 

over the period 1995-2017 and undertakes a comparison of bank regulation between 

these income groups of countries. Section 2.4 presents the trends in bank lending in 

the selected low-income and middle-income SSA economies from 1995 to 2017 and 

offers a comparison of bank lending between these groups of countries. Section 2.5 

discusses the co-movements between bank regulation and bank lending in the 

selected SSA countries and their income groups. Lastly, Section 2.6 concludes the 

chapter. 

 

2.2 Dynamics of Bank Regulation and Bank Lending in SSA Countries 

This section discusses the dynamics of bank regulation and bank lending in the SSA 

region. Before the 1990s, bank regulation in the majority of SSA countries was 

inadequate. Le Gall, Daumont and Leroux (2004) present various factors that 

contributed to such deficiency. First, central banks were not given enough authority to 

supervise banks under the outdated legislation that was used to regulate the financial 

sector. In addition, both the government and the central bank shared the 

responsibility of banking supervision, with the former limiting enforcement of 

prudential requirements in favour of government-related projects or businesses. 

Second, the central banks could not adequately monitor and supervise banks, and 

they often relied on insufficient information owing to the lack of data and irregular 

prudential reports. Lastly, the existing bank regulations were not well-defined when it 

came to issues of minimum capital requirements, exposures to risk and prudential 

limits on bank lending. 
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The observed weaknesses in bank regulation in the SSA region led to multiple 

occurrences of banking crises. For example, the region experienced about 39 

systemic banking crises between the 1970s and mid-1990s, compared with 51 that 

occurred in the rest of the world (Laeven & Valencia, 2013). As a result, many SSA 

countries introduced financial sector reforms in the late 1980s that included major 

adjustments in the banking regulatory and supervisory frameworks (Nyantakyi & Sy 

2015). According to Enoch et al. (2015), Mecagni, Marchettini and Maino (2015) as 

well as Mlachila et al. (2016), almost all the countries in SSA implemented the Basel I 

accord (developed in 1988 and launched in 1992), which imposed the minimum 

capital adequacy ratio of 8% (as a share of the risk-weighted assets) to minimise 

credit risk. Other countries later adopted higher standards of the Basel II (launched in 

2004) and Basel III (launched in 2010), with Angola, Botswana, Malawi and 

Mozambique implementing the Basel II or parts of it, while Ghana, Kenya, Mauritius, 

Nigeria, Rwanda, Tanzania, West African Economic and Monetary Union (WAEMU)5 

and South Africa adopting the Basel II and III or parts thereof. The Basel II accord 

incorporated operational risk when determining the minimum capital required ratio, 

enhanced risk monitoring, and promoted transparency, while the Basel III accord 

strengthened Basel II’s capital requirements and introduced the macroprudential 

perspective to limit systemic risk. 

 

Furthermore, most of the SSA countries have aligned themselves with the 

international financial reporting standards, while a few, such as Angola, Comoros, 

Democratic Republic of Congo, Guinea, Madagascar and South Sudan, are still 

following their own national financial reporting standards. When it comes to deposit 

insurance schemes, these have only been implemented by the Economic and 

Monetary Community of Central Africa (CEMAC)6, Ghana, Kenya, Namibia, Nigeria, 

Uganda, Tanzania and Zimbabwe. Table 2.1 summarises the banking sector 

regulatory and supervisory standards in the SSA region. 

 

 

 

 
5 WAEMU comprises the following countries: Benin, Burkina Faso, Côte d’Ivoire, Guinea-Bissau, Mali, 
Niger, Senegal and Togo. 
6 CEMAC includes the following countries: Gabon, Cameroon, the Central African Republic, Chad, the 
Republic of the Congo and Equatorial Guinea. 
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Table 2.1 Banking sector regulatory and supervisory standards in SSA countries 

Country 
Capital adequacy 

standard 
Accounting 

standard 
Deposit 

insurance 

Angola Parts of Basel II IFRS No 

Botswana Basel II IFRS No 

Burundi Basel II in progress IFRS Plan No 

Cabo Verde Basel II in progress IFRS No 

CEMAC No Basel II yet IFRS Plan Implemented 

Comoros Basel II in progress National No 

Democratic 
Republic of Congo 

No Basel II yet National No 

Eritrea N/A N/A No 

Eswatini No Basel II yet IFRS No 

Ethiopia No Basel II yet IFRS Plan No 

Gambia No Basel II yet IFRS Plan No 

Ghana Parts of Basel II/III IFRS Implemented 

Guinea No Basel II yet National No 

Kenya Parts of Basel II/III IFRS Implemented 

Lesotho No Basel II yet IFRS No 

Liberia Basel II in progress IFRS No 

Madagascar No Basel II yet National No 

Malawi Basel II IFRS No 

Mauritius 
Basel II/Parts of 

Basel III 
IFRS No 

Mozambique Basel II IFRS No 

Namibia Parts of Basel II IFRS Implemented 

Nigeria Parts of Basel II/III IFRS Implemented 

Rwanda Parts of Basel II/III IFRS No 

São Tomé and 
Príncipe 

Basel II in progress IFRS Plan No 

Seychelles No Basel II yet IFRS Plan No 

Sierra Leone No Basel II yet IFRS No 

South Africa Basel III IFRS No 

South Sudan No Basel II yet National N/A 

Uganda No Basel II yet IFRS Implemented 

Tanzania Parts of Basel II/III IFRS Implemented 

WAEMU Parts of Basel II/III IFRS No 

Zambia Basel II in progress IFRS No 

Zimbabwe Basel II in progress IFRS Implemented 

Sources: Updated from Enoch et al. (2015), Mecagni et al. (2015), and Mlachila et al. (2016), with 
new information drawn from Bank of Mauritius (2014), Republic of Zambia (2014), Bank of Botswana 
(2015), Mambo (2015), Republic of Ghana (2016), Republic of Namibia (2018), Global Economic 
Governance (2019) and The IFRS Foundation (2019). 

Notes: CEMAC=Economic and Monetary Community of Central Africa (Gabon, Cameroon, the 
Central African Republic, Chad, the Republic of the Congo and Equatorial Guinea); 
IFRS=International Financial Reporting Standards; N/A=Not Available; WAEMU=West African 
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Economic and Monetary Union (Benin, Burkina Faso, Côte d’Ivoire, Guinea-Bissau, Mali, Niger, 
Senegal and Togo). 

 

The banking sector reforms, coupled with other financial reforms, were expected to 

promote financial stability and development by enhancing sustainable bank lending to 

the domestic private sector since banks played a dominant role in the allocation of 

credit in the SSA region (Nyantakyi & Sy, 2015). However, despite the increasing 

level of bank credit to the private sector and that of financial development, in general, 

in SSA economies, these levels remained relatively low when compared to other 

regions (IMF, 2019; Amidu, 2014). According to Nyantakyi and Sy (2015), financial 

depth remained shallow in SSA when compared to other regions because some 

banks in SSA faced difficulties in assessing customers’ ability and willingness to pay 

back loans owing to a lack of legal support for creditors’ rights. Moreover, other 

communities, especially in low-income SSA countries, had a limited degree of 

financial inclusion, which constrained their ability to access financial services, 

including credit from the banking sector. Lastly, even though banks in SSA 

economies appeared to be well-regulated with standards that were on a par with 

those of other regions, Adesina (2019) argued that the stringency of bank regulatory 

reforms within the SSA region could impose a trade-off between obtaining financial 

stability and promoting financing via increased bank lending. 

 

2.3 Trends in Bank Regulation in the Selected Low-income and Middle-

income SSA Countries 

Section 2.3 discusses the trends in bank regulation captured by banking entry barrier, 

mixing of banking and commerce restriction, banking activity restriction, capital 

regulation stringency and macroprudential indices for the selected low-income and 

middle-income SSA countries7. The banking entry barrier index measures the 

stringency of restrictions on the licensing and foreign ownership of banks, while the 

mixing of banking and commerce restriction index captures the degree of ownership 

and control between banks, non-financial firms and non-bank financial firms. 

Moreover, the banking activity restriction index measures the stringency of 

restrictions on the participation of banks in activities related to securities, insurance 

 
7 The selection was based on countries that had data from at least three out of five surveys, including 
the last one completed in 2019, from the World Bank’s BRSS. 
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and real estate, whereas the capital regulation stringency index captures the degree 

of bank regulatory requirements regarding capital. Finally, the macroprudential index 

measures the extent of macroprudential regulation using a simple sum of scores on 

relevant macroprudential policies. Table 2.2 shows the sub-components, qualification 

criteria and range for each index. 
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Table 2.2 Measurement of bank regulatory indices 

Index Sub-components Qualification Range 

Banking entry 
barrier index 

Limitations on foreign 
bank ownership of 
domestic banks 

Are foreign entities prohibited from entering through: a) Acquisition? b) Subsidiary? c) 
Branch? d) Joint Venture? [Yes=1; No=0; for each] 

0-4 

Entry into banking 
requirements 

Are the following legal submissions required to obtain a banking licence: a) Draft bylaws? b) 
Intended organisation chart? c) Financial projections? d) Financial information on main 
potential shareholders? e) Background/experience of future directors? f) 
Background/experience of future managers? g) Sources of funds to be disbursed in the 
capitalisation of a new bank? h) Market differentiation intended for a new bank? [Yes=1; 
No=0; for each] 

0-8 

Mixing of banking 
and commerce 
restriction index 

Bank ownership of non-
financial firms 

To what extent can banks own and control non-financial firms? [Unrestricted: 1=a bank may 
own 100 percent of the equity in any nonfinancial firm; Permitted: 2=a bank may own 100 
percent of the equity of a nonfinancial firm, but ownership is limited based on a bank's 
equity capital; Restricted: 3=a bank can only acquire less than 100 percent of the equity in a 
nonfinancial firm; and Prohibited: 4=a bank may not acquire any equity investment in a 
nonfinancial firm whatsoever]  

1-4 

Non-financial firm 
ownership of banks 

To what extent can non-financial firms own and control banks? [Unrestricted: 1=a 
nonfinancial firm may own 100 percent of the equity in a bank; Permitted: 2=unrestricted 
with prior authorization or approval; Restricted: 3=limits are placed on ownership, such as a 
maximum percentage of a bank's capital or shares; and Prohibited: 4=no equity investment 
in a bank] 

1-4 

Non-bank financial firms 
owning banks 

The extent to which non-bank financial firms may own and control banks? [Unrestricted: 
1=a nonbank financial firm may own 100 percent of the equity in a bank; Permitted: 
2=unrestricted with prior authorization or approval; Restricted: 3=limits are placed on 
ownership, such as a maximum percentage of a bank's capital or shares; and Prohibited: 
4=no equity investment in a bank] 

1-4 

Banking activity 
restriction index 

Securities activities To what extent can banks engage in the following activities: a) Securities? b) Insurance? c) 

Real estate?  [Unrestricted: 1=full range of activities can be conducted directly in the bank; 
Permitted: 2=full range of activities can be conducted, but some or all must be conducted in 
subsidiaries; Restricted: 3=less than the full range of activities can be conducted in the 
bank or subsidiaries; and Prohibited: 4=the activity cannot be conducted in either the bank 
or subsidiaries; for each] 

1-4 

Insurance activities 1-4 

Real estate activities 1-4 
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Index Sub-components Qualification Range 

Capital regulation 
stringency index 

Overall capital stringency 

Overall capital requirement questions: a) Is it risk-weighted in line with Basle guidelines? b) 
Does the ratio vary with a bank's credit risk? c) Does the ratio vary with market risk? d) 
Before minimum capital adequacy is determined, which items are deducted from capital: i) 
Market value of loan losses? ii) Unrealised securities losses? iii) Unrealised foreign 
exchange losses? [Yes=1; No=0; for each] 

0-6 

 

Initial capital stringency 
Questions: a) Are the sources of funds to be used as capital verified by authorities? [Yes=1; 
No=0] b) Can assets other than cash/government securities be used to increase capital? c) 
Can borrowed funds be used? [Yes=0; No=1; for b) and c)] 

0-3 

 

Macroprudential 
index 

- 

Does the following macroprudential policy exist: a) Debt-to-Income Ratio [Constrains 
household indebtedness by enforcing or encouraging a limit]? b) Time-Varying/Dynamic 
Loan-Loss Provisioning [Requires banks to hold more loan-loss provisions during upturns]? 
c) General Countercyclical Capital Buffer/Requirement [Requires banks to hold more capital 
during upturns]? d) Leverage Ratio [Limits banks from exceeding a fixed minimum leverage 
ratio]? e) Capital Surcharges on Systemically Important Financial Institutions (SIFIs) 
[Requires SIFIs to hold a higher capital level than other financial institutions]? f) Limits on 
Interbank Exposures [Limits the fraction of liabilities held by the banking sector or by 
individual banks]? g) Concentration Limits [Limits the fraction of assets held by a limited 
number of borrowers]? h) Limits on Foreign Currency Loans [Limits banks' foreign currency 
loans, as a way to reduce vulnerability to foreign-currency risks]? i) Limits on Domestic 
Currency Loans [Limits credit growth directly]? j) Levy/Tax on Financial Institutions [Taxes 
revenues of financial institutions]? k) Loan-to-Value Ratio (LTV) Caps [Limits to LTV used 
as a strictly enforced cap on new loans, as opposed to a supervisory guideline or merely a 
determinant of risk weights]? l) Foreign Exchange (FX) and/or Countercyclical Reserve 
Requirements (RR) [Limits to RR which i) imposes a wedge of on foreign currency deposits, 
or ii) is adjusted countercyclically]?  [Yes = 1; No = 0; for each] 

0-12 

Sources: Barth et al. (2001, 2004, 2008, 2013), Cihak, Demirgüç-Kunt, Martinez Peria and Mohseni-Cheraghlo (2013), Anginer et al. (2019) and Cerutti et al. 

(2017). 
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In the case of banking entry barrier, mixing of banking and commerce restriction, 

banking activity restriction and capital regulation stringency indices, Table 2.3 

presents their available surveys from the BRSS for each of the selected SSA 

countries. Time series figures for the periods 1995-1999, 2000-2003, 2004-2007, 

2008-2011 and 2012-2017 are given by the indices from Survey I to V, respectively. 

For instances where data is unavailable on one of the surveys, the previous or 

subsequent available survey data is used. 
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Table 2.3 World Bank’s bank regulation surveys for the selected SSA countries 

Country name Country code Survey I (1999) Survey II (2003) Survey III (2007) Survey IV (2011) Survey V (2019) 

Low- income countries 

1. Benin BEN - ✓ ✓ ✓ ✓ 

2. Burkina Faso BFA - ✓ ✓ ✓ ✓ 

3. Burundi BDI ✓ ✓ ✓ ✓ ✓ 

4. Guinea-Bissau GNB - ✓ ✓ - ✓ 

5. Madagascar  MDG - ✓ - ✓ ✓ 

6. Malawi MWI ✓ - ✓ ✓ ✓ 

7. Mali MLI - ✓ ✓ ✓ ✓ 

8. Niger NER - ✓ ✓ ✓ ✓ 

9. Senegal SEN - ✓ ✓ - ✓ 

10. Tanzania TZA - - ✓ ✓ ✓ 

11. Togo TGO - ✓ ✓ ✓ ✓ 

12. Uganda UGA - - ✓ ✓ ✓ 

Middle- income countries 

1. Angola AGO - - ✓ ✓ ✓ 

2. Botswana BWA ✓ ✓ ✓ ✓ ✓ 

3. Cote d’Ivoire CIV - ✓ ✓ ✓ ✓ 

4. Eswatini SWZ - ✓ - ✓ ✓ 

5. Ghana GHA - ✓ ✓ ✓ ✓ 

6. Kenya KEN ✓ ✓ ✓ ✓ ✓ 

7. Lesotho LSO ✓ ✓ ✓ ✓ ✓ 

8. Mauritius MUS ✓ ✓ ✓ ✓ ✓ 

9. Namibia NAM ✓ ✓ - ✓ ✓ 

10. Nigeria NGA ✓ ✓ ✓ ✓ ✓ 

11. South Africa ZAF ✓ ✓ ✓ ✓ ✓ 

Source: Own computation using data from Barth et al. (2001, 2004, 2008, 2013), Cihak et al. (2013) and Anginer et al. (2019). 

Notes: The parenthesis gives the year of completion of the survey; A tick (✓ ) shows that the data is available; A dash (-) shows that the data is unavailable, 

and the previous or subsequent available survey data is used instead. 
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When it comes to the macroprudential index, the time series data for each of the 

selected SSA countries, covering the period 2000-2017, is derived from individual 

central bank or country laws and/or regulations following the approach by Cerutti et 

al. (2017). But owing to the unavailability of banking acts in many of the selected SSA 

countries during the period before 2000, the state of the macroprudential policies 

observed in 2000 is assumed to have prevailed from 1995. 

 

2.3.1 Trends in Bank Regulation in the Selected Low-income SSA Countries 

Section 2.3.1 begins by discussing the trends in bank regulation in the selected low-

income SSA countries during the period 1995-2017. This group is composed of the 

economies of Benin, Burkina Faso, Burundi, Guinea-Bissau, Madagascar, Malawi, 

Mali, Niger, Senegal, Tanzania, Togo and Uganda. Despite reductions in bank 

activity restrictions and capital regulatory requirements, the bank regulatory 

environment became more stringent in these low-income SSA countries during the 

review period, driven by increased restrictions on bank entry and mixing of banking 

and commerce, as well as the introduction of macroprudential policies. 

 

Starting with the banking entry barrier index, it generally increased over time in most 

of the low-income SSA countries (Benin, Burkina Faso, Burundi, Guinea-Bissau, 

Madagascar, Mali, Niger, Senegal and Togo). While the index only increased 

between 2008 and 2010 in Tanzania, it remained the same over time in Uganda, and 

it had a slight decline in Malawi between 2008 and 2010. Overall, the banking entry 

barrier index recorded the group’s average score of 0.61 in the period 2008-2017, 

compared to that of 0.56 during the period 1995-2007. Over the entire period, only 

three countries registered the banking entry barrier mean scores that were above the 

group’s average score of 0.58, namely, Tanzania (0.64), Uganda (0.63) and Malawi 

(0.61). However, the index experienced little variation relative to other bank 

regulatory indices during the period under consideration. 

 

When it came to the mixing of banking and commerce restriction index, it increased 

over time in Burundi, Malawi, Tanzania and Uganda, while it only increased between 

2008 and 2010 in Benin, Burkina Faso, Guinea-Bissau, Malawi, Niger, Senegal and 

Togo, while it declined in Madagascar in 2008. The index group’s average score rose 
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from 0.60 to 0.67 between the periods 1995-2007 and 2008-2017, respectively. From 

1995 to 2017, all the selected low-income SSA countries recorded the group’s mean 

score of 0.63 in the mixing of banking and commerce restriction index, with Tanzania, 

Burundi and Uganda being the only countries with above-average mean scores, 

namely, 0.74, 0.73 and 0.71, respectively. In comparison with other bank regulatory 

measures, the index exhibited moderate variation over time. 

 

Furthermore, the banking activity restriction index experienced a downward trend 

over time in Burundi and Malawi, but an upward trend in Burkina Faso before falling 

to the 2003 levels in 2008. In Benin, Guinea Bissau, Mali, Niger, Senegal and Togo, 

the index only increased between 2004 and 2007. Additionally, it increased in 

Madagascar and Uganda in 2008 and declined sharply in 2012, while it fell in 

Tanzania in 2008 but increased sharply in 2012. In general, the group’s mean score 

of the banking activity restriction index fell from 0.66 in the period 1995-2007 to 0.61 

during the period 2008-2017. Uganda (0.84), Malawi (0.77) and Burundi (0.66) are 

the only economies with mean scores that were higher than the group’s average of 

0.64 over the entire period. Thus, the index exhibited a relatively higher variation in 

relation to other bank regulatory indices. 

 

On the contrary, the capital regulation stringency index generally increased before 

2011 in almost all the low-income SSA countries but fell sharply thereafter, except in 

Tanzania, where it increased in 2008 and remained the same afterwards. The 

group’s mean score of the index declined from 0.68 in the period 1995-2007 to 0.60 

during the period 2008-2017. Between 1995 and 2017, all the selected low-income 

SSA countries recorded a capital regulation stringency mean score of 0.65, and the 

countries that recorded the above-average mean scores were Uganda (0.80), Malawi 

(0.67) and Guinea-Bissau (0.66). Hence, the variation of the index over time was 

relatively high when compared to other bank regulatory measures. 

 

Lastly, the macroprudential index remained the same over time in the majority of low-

income SSA economies (Benin, Burkina Faso, Burundi, Madagascar, Mali, Niger, 

Senegal and Togo). However, the index trended upwards in Malawi, which, on top of 

the already existing limits on foreign currency loans, introduced concentration limits in 
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2006 and capital surcharges on Systemically Important Financial Institutions (SIFIs) 

in 2016. It also trended upwards in Uganda, which adopted limits to interbank 

exposures, limits on foreign currency loans, leverage ratios and capital surcharges on 

SIFIs in 2004, 2010, 2013 and 2016, respectively. Other countries where the 

macroprudential index trended upwards included Guinea-Bissau, which implemented 

concentration limits in 2017, and Tanzania, which introduced concentration limits, 

time-varying or dynamic loan-loss provisions and limits on foreign currency loans in 

2014 as well as loan-to-value ratio caps in 2015. 

 

The average score of the macroprudential index for all the selected low-income SSA 

countries increased from 0.03 in the period 1995-2007 to 0.07 during the period 

2008-2017. Overall, the index registered the group’s mean score of 0.05 from 1995 

to 2017, with Burundi, Uganda, Malawi and Tanzania recording above-average mean 

scores of 0.25, 0.15, 0.13 and 0.05, respectively. The former already had time-

varying or dynamic loan-loss provisions, concentration limits as well as foreign 

exchange and/or countercyclical reserve requirements from the beginning of the 

period under review. In comparison with other indices, the degree of the 

macroprudential index was very low, and the index experienced very little variation 

over time. Figure 2.1 presents the trends in the bank regulatory indices for the 

selected low-income SSA countries over the period 1995 to 2017, while Table 2.4 

provides the averages of such indices. 
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Figure 2.1 Trends in bank regulatory indices in the selected low-income SSA countries
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Figure 2.1 Trends in bank regulatory indices in the selected low-income SSA countries (continuation) 

 
 

 

 
 

 

 
 

 
Source: Own graphs using data from Barth et al. (2001, 2004, 2008, 2013), Cihak et al. (2013), Anginer et al. (2019) and individual central bank or country 
laws and/or regulations following the approach by Cerutti et al. (2017). 

Notes: All indices are normalised to one; Benin=BEN; Burkina Faso=BFA; Burundi=BDI; Guinea-Bissau=GNB; Madagascar=MDG; Malawi=MWI; Mali=MLI; 
Niger=NER; Senegal=SEN; Tanzania=TZA; Togo=TGO; Uganda=UGA.
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Table 2.4 Bank regulatory indices in the selected low-income SSA countries 

Countries 

Entry barrier 
Mixing banking and 

commerce 
Activity restriction Capital regulation Macroprudential 

1995-
2007 

2008-
2017 

1995-
2017 

1995-
2007 

2008-
2017 

1995-
2017 

1995-
2007 

2008-
2017 

1995-
2017 

1995-
2007 

2008-
2017 

1995-
2017 

1995-
2007 

2008-
2017 

1995-
2017 

Benin 0.54 0.63 0.58 0.58 0.65 0.61 0.61 0.58 0.60 0.70 0.56 0.64 0.00 0.00 0.00 

Burkina Faso 0.54 0.63 0.58 0.58 0.65 0.61 0.58 0.58 0.58 0.70 0.56 0.64 0.00 0.00 0.00 

Burundi 0.45 0.46 0.46 0.72 0.75 0.73 0.76 0.53 0.66 0.53 0.64 0.58 0.25 0.25 0.25 

Guinea-Bissau 0.54 0.63 0.58 0.58 0.65 0.61 0.61 0.58 0.60 0.73 0.56 0.66 0.00 0.01 0.00 

Madagascar 0.58 0.55 0.57 0.58 0.50 0.55 0.67 0.60 0.64 0.70 0.54 0.63 0.00 0.00 0.00 

Malawi 0.63 0.60 0.61 0.53 0.68 0.59 0.89 0.62 0.77 0.59 0.76 0.67 0.10 0.18 0.13 

Mali 0.54 0.63 0.58 0.58 0.65 0.61 0.61 0.58 0.60 0.70 0.56 0.64 0.00 0.00 0.00 

Niger 0.54 0.63 0.58 0.58 0.65 0.61 0.61 0.58 0.60 0.70 0.56 0.64 0.00 0.00 0.00 

Senegal 0.54 0.63 0.58 0.58 0.65 0.61 0.61 0.58 0.60 0.70 0.56 0.64 0.00 0.00 0.00 

Tanzania 0.63 0.65 0.64 0.67 0.83 0.74 0.58 0.62 0.60 0.50 0.70 0.59 0.00 0.15 0.07 

Togo 0.54 0.63 0.58 0.58 0.65 0.61 0.61 0.58 0.60 0.70 0.56 0.64 0.00 0.00 0.00 

Uganda 0.63 0.63 0.63 0.67 0.77 0.71 0.83 0.85 0.84 0.90 0.66 0.80 0.04 0.29 0.15 

Average 0.56 0.61 0.58 0.60 0.67 0.63 0.66 0.61 0.64 0.68 0.60 0.65 0.03 0.07 0.05 

Source: Own calculations using data from Barth et al. (2001, 2004, 2008, 2013), Cihak et al. (2013), Anginer et al. (2019) and individual central bank or 
country laws and/or regulations following the approach by Cerutti et al. (2017). 

Note: All indices are normalised to one. 
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2.3.2 Trends in Bank Regulation in the Selected Middle-income SSA Countries 

This section presents the trends in bank regulation in the selected middle-income 

SSA countries over the period 1995-2017, namely, Angola, Botswana, Côte d’Ivoire, 

Eswatini, Ghana, Kenya, Lesotho, Mauritius, Namibia, Nigeria and South Africa. 

Although the restrictions on bank activities fell over time while the entry barriers 

remained relatively the same, the bank regulatory environment in these middle-

income SSA countries became more stringent during the period under consideration, 

driven by increased restrictions on mixing of banking and commerce and capital 

regulatory requirements, as well as the adoption of macroprudential policies. 

 

To begin with, the banking entry barrier index did not change over time in Angola, 

Lesotho, Namibia and Nigeria, while it temporarily declined in Botswana, between 

2008 and 2011, and in Kenya and Mauritius, between 2001 and 2003 as well as in 

2012. However, the index increased in Côte d’Ivoire (in 2004), Ghana (in 2008), and 

Eswatini (between 2004 and 2011), but it trended downwards in South Africa. 

Furthermore, the index group’s average score remained the same at 0.54 during the 

periods 1995-2007, 2008-2017 and 1995-2017. The countries that registered mean 

scores that were above the group’s average over the entire period (1995-2017) were 

Ghana (0.68), Nigeria (0.63), Botswana (0.61) and Côte d’Ivoire (0.58). 

Consequently, the index exhibited little variation over time relative to other bank 

regulatory measures. 

 

In the case of the mixing of banking and commerce restriction index, it trended 

upwards in most of the middle-income SSA economies (Angola, Botswana, Ghana, 

Kenya, Lesotho, Nigeria and South Africa), while it experienced a downward trend in 

Eswatini and Namibia and a flat trend in Côte d’Ivoire. The index group’s average 

score increased from 0.59 to 0.65 during the periods 1995-2007 and 2008-2017, 

respectively. Between 1995 and 2017, all the selected middle-income SSA countries 

recorded the group’s mean score of 0.62 in the mixing of banking and commerce 

restriction index, with Eswatini, Lesotho, Kenya and Côte d’Ivoire being the 

economies having above-average mean scores, namely, 0.78, 0.73, 0.67 and 0.63, 

respectively. In relation to other bank regulatory indices, the index experienced a 

higher variation over time. 
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When it came to the banking activity restriction index, it experienced a downward 

trend in many of the middle-income SSA economies (Angola, Eswatini, Ghana, 

Lesotho, Mauritius and South Africa) but an upward trend in Botswana, Kenya, and 

Nigeria. However, it trended upwards in Botswana, Kenya and Nigeria and exhibited 

a flat trend in Côte d’Ivoire (but with an increase between 2004 and 2007) and 

Namibia (but with a fall between 2008 and 2011). Overall, the group’s mean score of 

the activity restriction index fell from 0.72 to 0.64 between the periods 1995-2007 and 

2008-2017, respectively. The economies that recorded mean scores higher than the 

group’s average score of 0.68 over the entire period (1995-2017) were Mauritius 

(0.82), Eswatini (0.76), Lesotho (0.75), Ghana (0.74), Botswana (0.72), Kenya (0.71) 

and Angola (0.69). Nevertheless, the index displayed a relatively moderate variation 

over time when compared to other bank regulatory measures. 

 

Additionally, the capital regulation stringency index experienced an upward trend in 

Angola, Botswana and Eswatini, while it remained relatively high in Kenya (between 

2001 and 2011), Nigeria (between 2008 and 2011), and South Africa (between 2004 

and 2007). Nonetheless, the index trended downwards in Côte d’Ivoire, Lesotho, 

Mauritius and Namibia, but declined in Ghana between 2001 and 2007. The group 

mean score of the capital regulation stringency index increased from 0.67 in the 

period 1995-2007 to 0.68 during the period 2008-2017. Between 1995 and 2017, all 

the selected middle-income SSA countries registered a capital regulation stringency 

mean score of 0.67, with the economies of Botswana (0.86), Ghana (0.77), Mauritius 

(0.77), Nigeria (0.77), South Africa (0.77) and Kenya (0.69) recording above-average 

mean scores. Thus, the index exhibited a relatively high variation over time in 

comparison with other bank regulatory indices. 

 

Finally, the macroprudential index increased over time in the majority of middle-

income SSA economies, while it remained the same in Ghana. However, the index 

experienced an upward trend in various countries, namely, 

• Angola, which introduced concentration limits in 2007 and limits on foreign 

currency loans in 2011 

• Botswana, which, on top of the existing concentration limits, implemented 

limits to interbank exposures in 2016 
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• Côte d’Ivoire, which adopted concentration limits in 2013 

• Eswatini, which introduced concentration limits as well as limits to foreign 

currency loans in 2001 

• Kenya, which implemented debt-to-income ratios in 2007 

• Lesotho, which adopted limits to interbank exposures in 2012 over the 

prevailing concentration limits and restrictions on domestic currency loans 

• Mauritius, which introduced debt-to-income ratios and capital surcharges on 

SIFIs in 2014 and 2016, respectively, over the existing concentration limits and 

loan-to-value ratios 

• Namibia, which implemented concentration limits, leverage ratios and loan-to-

value ratios in 2003, 2009, and 2017, respectively 

• Nigeria, which adopted concentration limits in 2004, limits to foreign currency 

loans in 2014, and capital surcharges on SIFIs in 2015 

• South Africa, which introduced concentration limits, leverage ratios and capital 

surcharges on SIFIs in 2008, 2013, and 2016, respectively. 

 

The mean score of the macroprudential index for all the selected middle-income SSA 

countries rose from 0.06 during the period 1995-2007 to 0.14 in the period 2008-

2017. Overall, the index recorded the group’s average score of 0.09 from 1995 to 

2017. The countries that registered the above-average mean scores over the entire 

period (1995-2017) were Lesotho (0.19), Ghana (0.17) (which already had 

concentration limits and levy or tax on financial institutions from the beginning of the 

review period), Eswatini (0.12), Mauritius (0.12) and Namibia (0.9). When compared 

to other bank regulatory measures, the macroprudential index was relatively low and 

experienced little variation over time. The trends in all the bank regulatory indices for 

the selected middle-income SSA countries over the period 1995 to 2017 are depicted 

in Figure 2.2, while Table 2.5 gives the averages of such indices. 
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Figure 2.2 Trends in bank regulatory indices in the selected middle-income SSA countries
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Figure 2.2 Trends in bank regulatory indices in the selected middle-income SSA countries (continuation)

 
 

 

 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Source: Own graphs using data from Barth et al. (2001, 2004, 2008, 2013), Cihak et al. (2013), Anginer et al. (2019) and individual central bank or country 
laws and/or regulations following the approach by Cerutti et al. (2017). 

Notes: All indices are normalised to one; Angola=AGO; Botswana=BWA; Côte d’Ivoire=CIV; Eswatini=SWZ; Ghana=GHA; Kenya KEN; Lesotho=LSO; 
Mauritius=MUS; Namibia=NAM; Nigeria=NGA; South Africa=ZAF.  
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Table 2.5 Bank regulatory indices in the selected middle-income SSA countries 

Countries 

Entry barrier 
Mixing banking and 

commerce 
Activity restriction Capital regulation Macroprudential 

1995-
2007 

2008-
2017 

1995-
2017 

1995-
2007 

2008-
2017 

1995-
2017 

1995-
2007 

2008-
2017 

1995-
2017 

1995-
2007 

2008-
2017 

1995-
2017 

1995-
2007 

2008-
2017 

1995-
2017 

Angola 0.50 0.50 0.50 0.50 0.67 0.57 0.83 0.50 0.69 0.40 0.60 0.49 0.01 0.14 0.07 

Botswana 0.63 0.60 0.61 0.49 0.77 0.61 0.69 0.75 0.72 0.80 0.94 0.86 0.08 0.10 0.09 

Côte d’Ivoire 0.54 0.63 0.58 0.62 0.65 0.63 0.61 0.58 0.60 0.70 0.56 0.64 0.00 0.04 0.02 

Eswatini 0.46 0.46 0.46 0.83 0.72 0.78 0.83 0.67 0.76 0.40 0.58 0.48 0.09 0.17 0.12 

Ghana 0.63 0.75 0.68 0.44 0.52 0.47 0.76 0.72 0.74 0.74 0.80 0.77 0.17 0.17 0.17 

Kenya 0.48 0.46 0.47 0.65 0.70 0.67 0.72 0.68 0.71 0.69 0.68 0.69 0.01 0.08 0.04 

Lesotho 0.50 0.50 0.50 0.75 0.70 0.73 0.78 0.70 0.75 0.72 0.58 0.66 0.17 0.22 0.19 

Mauritius 0.48 0.46 0.47 0.67 0.57 0.62 0.81 0.83 0.82 0.80 0.74 0.77 0.08 0.17 0.12 

Namibia 0.50 0.50 0.50 0.62 0.63 0.62 0.58 0.55 0.57 0.50 0.48 0.49 0.03 0.18 0.09 

Nigeria 0.63 0.63 0.63 0.52 0.58 0.55 0.65 0.58 0.62 0.77 0.78 0.77 0.03 0.14 0.08 

South Africa 0.59 0.44 0.52 0.44 0.65 0.53 0.58 0.45 0.53 0.83 0.70 0.77 0.00 0.14 0.06 

Average 0.54 0.54 0.54 0.59 0.65 0.62 0.72 0.64 0.68 0.67 0.68 0.67 0.06 0.14 0.09 

Source: Own calculations using data from Barth et al. (2001, 2004, 2008, 2013), Cihak et al. (2013), Anginer et al. (2019), and individual central bank or 
country laws and/or regulations following the approach by Cerutti et al. (2017). 

Note: All indices are normalised to one. 
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2.3.3 Comparison of Bank regulation in the Selected Low-income and Middle-

income SSA Countries 

This section compares the average measures of bank regulation in the selected low-

income and middle-income SSA countries and further ranks these countries 

according to the sum of averages of bank regulatory measures as a proxy for the 

overall bank regulatory environment. Firstly, the average level of the banking entry 

barrier index was higher in low-income than in middle-income SSA countries over the 

period 1995 to 2017. The difference in the average levels of the index between these 

income groups of countries became even larger in the period 2008-2017 than during 

the period 1995-2007 owing to a considerably higher degree of the entry barrier 

index recorded in the selected low-income SSA economies. 

 

When it came to the average level of the mixing of banking and commerce restriction 

index, it was higher in the low-income than in the middle-income SSA countries 

between 1995 and 2017. Although the index increased in both income groups of 

countries during the period 2008-2017 when compared to the period 1995-2007, the 

low-income SSA economies still registered a higher increment than the middle-

income SSA countries, which widened the gap between the average levels of the 

index in these groups of countries. 

 

On the contrary, the middle-income SSA countries experienced a higher average 

degree of the banking activity restriction index than the low-income SSA economies 

from 1995 to 2017. Nevertheless, the index declined in both income groups of 

countries between the periods 1995-2007 and 2008-2017, with the gap between their 

average levels narrowing because of a steeper decline in the average index of the 

middle-income SSA countries than that of the low-income SSA economies.   

 

Similarly, the average degree of the capital regulation stringency index in the middle-

income SSA countries was higher than that of the low-income SSA economies during 

the period 1995 to 2017. While the index significantly declined in the low-income SSA 

countries between the periods 1995-2007 and 2008-2017, it increased slightly in the 

middle-income SSA economies, thereby widening the gap between the average 

levels of the index between these income groups of countries. 
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Lastly, the average level of the macroprudential index was higher in the middle-

income than in the low-income SSA countries over the period 1995-2017. The 

difference in the average levels of the index between these income groups of 

countries was even larger during the period 2008-2017 than in the period 1995-2007 

owing to a considerably higher degree of the macroprudential index recorded in the 

selected middle-income SSA economies. The comparison of all the average 

measures of bank regulation in the selected low-income and middle-income SSA 

countries is provided in Figure 2.3. 
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Figure 2.3 Average bank regulatory measures in the selected low-income and middle-income SSA countries
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Figure 2.3 Average bank regulatory measures in the selected low-income and middle-income SSA countries (continuation)

 

 
 
 
 

Source: Own graphs using data from Barth et al. (2001, 2004, 2008, 2013), Cihak et al. (2013), Anginer et al. (2019) and individual central bank or country 
laws and/or regulations following the approach by Cerutti et al. (2017). 

Notes: All indices are normalised to one and are in averages over the specified time periods; LIC=Low-income countries; MIC=Middle-income countries.
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The study further ranks the selected low-income and middle-income SSA countries 

according to their cumulative averages of bank regulatory measures as a proxy for 

the overall bank regulatory environment. Between 1995 and 2007, the degree of 

overall bank regulation in nine out of 23 SSA countries was above the group’s 

average. Six of them are middle-income countries (Lesotho, Mauritius, Ghana, 

Botswana, Nigeria, and Kenya), while the other three are low-income economies 

(Uganda, Malawi, and Burundi). Out of 14 countries that had below-average levels of 

overall bank regulation, five are middle-income countries (Eswatini, Côte d’Ivoire, 

South Africa, Angola, and Namibia), while nine are low-income economies 

(Madagascar, Guinea-Bissau, Benin, Mali, Niger, Senegal, Togo, Burkina Faso, and 

Tanzania). Thus, the bank regulatory environment was slightly stricter in the middle-

income SSA countries than in the low-income SSA economies over the period 1995-

2007. 

 

Considering the period from 2008 to 2017, 10 out of 23 SSA countries recorded 

overall bank regulation levels that were above the group’s average, with six of them 

being middle-income economies (Botswana, Ghana, Mauritius, Nigeria, Lesotho, and 

Kenya), while the other four are low-income countries (Uganda, Tanzania, Malawi, 

and Burundi). Five out of 13 SSA countries with levels of bank regulation that were 

below the group’s average are middle-income economies (Côte d’Ivoire, Eswatini, 

Angola, South Africa, and Namibia), while the remaining eight are low-income 

countries (Guinea-Bissau, Benin, Burkina Faso, Mali, Niger, Senegal, Togo, and 

Madagascar). Despite having fewer middle-income economies registering the above-

average degree of overall bank regulation during the period 2008-2017 than in the 

period 1995-2007, the stringency of bank regulation was still higher in the middle-

income SSA economies than in the low-income SSA countries.   

 

Finally, 10 out of 23 SSA countries exhibited above-average levels of overall bank 

regulation over the entire period (1995-2017), with six of them (Botswana, Lesotho, 

Ghana, Mauritius, Nigeria, and Kenya) coming from the middle-income group, while 

the other four (Uganda, Malawi, Burundi, and Tanzania) are part of the low-income 

group. Five of the 13 SSA countries that recorded levels of overall bank regulation 

that were below the group’s average are middle-income economies (Eswatini, Côte 
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d’Ivoire, South Africa, Angola, and Namibia), while the other eight are low-income 

SSA countries (Guinea-Bissau, Benin, Mali, Niger, Senegal, Togo, Burkina Faso, and 

Madagascar). Therefore, the bank regulatory environment was a little more stringent 

in the middle-income SSA countries than in the low-income SSA economies during 

the period 1995-2017. The rankings of the selected low-income and middle-income 

SSA countries according to their cumulative averages of bank regulatory indices are 

given in Figure 2.4 and Figure 2.5.    
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Figure 2.4 Cumulative averages of bank regulatory measures in the selected SSA 
countries 

 

 

 
Source: Own graphs using data from Barth et al. (2001, 2004, 2008, 2013), Cihak et al. (2013), 
Anginer et al. (2019) and individual central bank or country laws and/or regulations following the 
approach by Cerutti et al. (2017). 

Notes: All indices are normalised to one and are in averages over the specified time periods; 
LIC=Low-income country; MIC=Middle-income country. 
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Figure 2.5  Cumulative averages of bank regulatory measures in the selected low-
income and middle-income SSA countries 

 

 
Source: Own graphs using data from Barth et al. (2001, 2004, 2008, 2013), Cihak et al. (2013), 
Anginer et al. (2019) and individual central bank or country laws and/or regulations following the 
approach by Cerutti et al. (2017). 

Notes: All indices are normalised to one and are in averages over the specified time periods; 
LIC=Low-income countries; MIC=Middle-income countries.  
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2.4 Trends in Bank Lending in Low-income and Middle-income SSA 

Countries 

2.4.1 Trends in Bank Lending in the Selected Low-income SSA Countries 

This section presents the trends in bank lending, captured by domestic private credit 

by deposit money banks as a ratio of deposits and as a share of GDP, in the selected 

low-income SSA countries from 1995 to 2017. Both measures of bank lending have 

generally increased over time in low-income SSA economies. 

 

Starting with bank lending to the private sector as a share of deposits, it experienced 

an upward trend over time in the majority of low-income SSA economies (Benin, 

Burkina Faso, Guinea-Bissau, Madagascar, Malawi, Mali, Niger, Tanzania, and 

Uganda), while it trended downwards in Burundi, Senegal, and Togo. Overall, bank 

credit to deposits in the selected low-income SSA economies increased from 73.1% 

to 80.1% between the periods 1995-2007 and 2008-2017, with an overall group 

average of 76.1% over the entire period (1995-2017). The low-income countries that 

recorded above-average mean percentages in bank lending to deposits between 

1995 and 2017 are Mali (99.5%), Burundi (99.2%), Senegal (92.1%), Niger (92.0%), 

Burkina Faso (88.7%), and Togo (87.1%). 

 

When expressed as a ratio GDP, bank private credit also increased over time in all 

the selected low-income SSA countries (Benin, Burkina Faso, Burundi, Guinea-

Bissau, Madagascar, Malawi, Mali, Niger, Senegal, Tanzania, Togo, and Uganda). 

As a group, these economies registered a bank credit mean of 16.8% in the period 

2008-2017, from 9.6% recorded during the period 1995-2007. They also had a group 

mean score of 12.7% between 1995 and 2017, with the following countries 

registering above-average mean percentages during that period: Senegal (22.1%), 

Togo (21.6%), Burkina Faso (16.1%), Mali (15.3%), Burundi (15.1%), and Benin 

(15.0%). Nevertheless, bank private lending to GDP experienced fewer fluctuations 

than bank private lending to deposits over the considered time period. The trends in 

these variables are depicted in Figure 2.6, while their averages are presented in 

Table 2.6. 
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Figure 2.6 Trends in private credit by deposit money banks in the selected low-income SSA countries
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Figure 2.6 Trends in private credit by deposit money banks in the selected low-income SSA countries (continuation) 

 
 

 

 
 

 

 
 

 
Source: Own graphs using data from the World Bank Financial Development and Structure and the World Bank Global Financial Development databases. 

Notes: Benin=BEN; Burkina Faso=BFA; Burundi=BDI; Guinea-Bissau=GNB; Madagascar=MDG; Malawi=MWI; Mali=MLI; Niger=NER; Senegal=SEN; 
Tanzania=TZA; Togo=TGO; Uganda=UGA. 
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Table 2.6 Private credit by deposit money banks in the selected low-income SSA 
countries 

Countries 

Private credit/deposits (%) Private credit/GDP (%) 

1995-
2007 

2008-
2017 

1995-
2017 

1995-
2007 

2008-
2017 

1995-
2017 

Benin 66.9 81.0 73.0 10.2 21.2 15.0 

Burkina Faso 89.5 87.6 88.7 11.8 21.8 16.1 

Burundi 109.5 85.7 99.2 14.4 16.1 15.1 

Guinea-Bissau 44.5 61.2 51.7 2.4 8.9 5.3 

Madagascar 64.1 68.7 66.1 8.9 11.5 10.0 

Malawi 40.6 59.9 49.0 3.0 10.4 6.2 

Mali 101.2 97.2 99.5 13.0 18.4 15.3 

Niger 80.6 106.8 92.0 5.5 12.8 8.7 

Senegal 92.9 90.9 92.1 17.5 28.0 22.1 

Tanzania 38.6 67.2 51.0 5.5 12.1 8.4 

Togo 93.9 78.2 87.1 16.5 28.1 21.6 

Uganda 54.5 77.1 64.3 6.0 11.9 8.6 

Average 73.1 80.1 76.1 9.6 16.8 12.7 

Source: Own calculations using data from the World Bank Financial Development and Structure and 
the World Bank Global Financial Development databases. 

 

2.4.2 Trends in Bank Lending in the Selected Middle-income SSA Countries 

The trends in bank lending, still measured as domestic private credit by deposit 

money banks as a share of deposits and as a ratio of GDP, in the selected middle-

income SSA countries are discussed in this section. These measures of bank credit 

have largely increased during the period 1995 to 2017 in the middle-income SSA 

economies. 

 

Beginning with bank credit to the private sector as a ratio of deposits, it trended 

upwards over time in many of the selected middle-income SSA countries (Angola, 

Botswana, Eswatini, Ghana, Kenya, and Mauritius). But it exhibited a downward 

trend in Côte d’Ivoire, Lesotho, Namibia, Nigeria, and South Africa. Bank lending to 

deposits in all the selected middle-income SSA countries rose from 79.0% in the 

period 1995-2007 to 81.0% during the period 2008-2017, with an overall group mean 

of 79.9% over the period 1995-2017. The middle-income SSA countries with the 

above-average mean percentages in bank credit to deposits during the entire period 
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are South Africa (115.1%), Namibia (108.5%), Côte d’Ivoire (92.4%), Mauritius 

(85.8%), and Eswatini (82.5%). 

 

When measured as a ratio of GDP, bank private lending increased over time in all the 

selected middle-income SSA economies (Angola, Botswana, Côte d’Ivoire, Eswatini, 

Ghana, Kenya, Lesotho, Mauritius, Namibia, Nigeria, and South Africa). In addition, 

bank credit to GDP in all the selected middle-income SSA countries registered a 

group’s mean score of 33.2% between 2008 and 2017, from 23.1% recorded in the 

period 1995-2007. These economies had a group average score of 27.5% during the 

period 1995-2017, with the following countries registering above-average mean 

percentages that were relatively high compared to those of other countries over that 

period: Mauritius (72.1%), South Africa (64.5%), and Namibia (45.4%). Nonetheless, 

bank private credit to GDP experienced fewer variations than bank private credit to 

deposits over the period under discussion. The trends in these variables are provided 

in Figure 2.7, while their averages are given in Table 2.7. 
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Figure 2.7 Trends in private credit by deposit money banks in the selected middle-income SSA countries
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Figure 2.7 Trends in private credit by deposit money banks in the selected middle-income SSA countries (continuation)

 
 

 

 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Source: Own graphs using data from the World Bank Financial Development and Structure and the World Bank Global Financial Development databases. 

Notes: Angola=AGO; Botswana=BWA; Côte d’Ivoire=CIV; Eswatini=SWZ; Ghana=GHA; Kenya KEN; Lesotho=LSO; Mauritius=MUS; Namibia=NAM; 
Nigeria=NGA; South Africa=ZAF. 
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Table 2.7 Private credit by deposit money banks in the selected middle-income SSA 
countries 

Countries 

Private credit/deposits (%) Private credit/GDP (%) 

1995-
2007 

2008-
2017 

1995-
2017 

1995-
2007 

2008-
2017 

1995-
2017 

Angola 31.5 62.4 44.9 3.3 19.4 10.3 

Botswana 60.1 68.6 63.8 15.1 28.3 20.8 

Côte d’Ivoire 100.9 81.4 92.4 14.7 18.0 16.1 

Eswatini 78.8 87.4 82.5 12.4 20.1 15.8 

Ghana 60.1 67.7 63.4 6.6 15.0 10.2 

Kenya 77.0 82.6 79.4 21.1 28.0 24.1 

Lesotho 47.0 49.5 48.1 11.1 13.8 12.3 

Mauritius 75.7 99.0 85.8 56.6 92.3 72.1 

Namibia 119.9 93.7 108.5 43.8 47.6 45.4 

Nigeria 92.7 83.3 88.6 7.9 14.6 10.8 

South Africa 125.5 115.1 121.0 61.5 67.8 64.3 

Average 79.0 81.0 79.9 23.1 33.2 27.5 

Source: Own calculations using data from the World Bank Financial Development and Structure and 
the World Bank Global Financial Development databases. 

 

2.4.3 Comparison of Bank Lending in the Selected Low-income and Middle-

income SSA Countries 

This section compares the trends in bank lending between the low-income and 

middle-income SSA economies during the period 1995-2017. The middle-income 

SSA countries have experienced a higher level of bank lending than the low-income 

SSA economies over the period under review. 

 

Considering the average level of bank credit to deposits, it was higher in the middle-

income than in the low-income SSA countries during the period 1995 to 2017. 

However, the difference in the average levels of bank lending to deposits between 

the two groups of countries became smaller in the period 2008-2017 than during the 

period 1995-2007 owing to a substantial increase in bank credit to deposits recorded 

in the selected low-income SSA economies. 

 

Regarding bank lending as a ratio of GDP, it was still higher in the middle-income 

than in the low-income SSA countries between 1995 and 2017. Even though bank 
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credit to GDP increased in both income groups of countries during the period 2008-

2017 when compared to the period 1995-2007, the middle-income SSA economies 

still registered a higher increment than the low-income SSA countries, which widened 

the gap between the average levels of bank lending to GDP in these groups of 

countries. The comparison of average measures of bank lending in the selected low-

income and middle-income SSA countries is given in Figure 2.8. 
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Figure 2.8 Average bank lending measures in the selected low-income and middle-income SSA countries

  
Source: Own graphs using data from the World Bank Financial Development and Structure and the World Bank Global Financial Development databases. 

Notes: All measures are in averages over the specified time periods; LIC=Low-income countries; MIC=Middle-income countries.
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The study further ranks all the selected low-income and middle-income SSA 

countries according to their average bank lending to deposits. Between 1995 and 

2007, bank lending to deposits in 12 out of 23 SSA countries was above the group’s 

average. Half of these countries (South Africa, Namibia, Côte d’Ivoire, Nigeria, 

Eswatini, and Kenya) comes from the middle-income group, while the other half 

(Burundi, Mali, Togo, Senegal, Burkina Faso, and Niger) is part of the low-income 

group. Out of 11 countries that had below-average levels of bank credit to deposits, 

five are middle-income countries (Mauritius, Ghana, Botswana, Lesotho, and 

Angola), while six are low-income economies (Benin, Madagascar, Uganda, Guinea-

Bissau, Malawi, and Tanzania). 

 

During the period from 2008 to 2017, bank lending to deposits in 13 out of 23 SSA 

countries was above the group’s average, with seven of them being middle-income 

economies (South Africa, Mauritius, Namibia, Eswatini, Nigeria, Kenya, and Côte 

d’Ivoire), while the other six being low-income countries (Niger, Mali, Senegal, 

Burkina Faso, Burundi, and Benin). Four out of 10 SSA countries with levels of bank 

credit to deposits that were below the group’s average are middle-income economies 

(Botswana, Ghana, Angola, and Lesotho), while the remaining six are low-income 

countries (Togo, Uganda, Madagascar, Tanzania, Guinea-Bissau, and Malawi).   

 

When it came to the entire review period (1995-2017), 13 out of 23 SSA countries 

exhibited above-average levels of bank lending to deposits, with seven of them 

(South Africa, Namibia, Côte d’Ivoire, Nigeria, Mauritius, Eswatini, and Kenya) 

coming from the middle-income group, while the other six (Mali, Burundi, Senegal, 

Niger, Burkina Faso, and Togo) are part of the low-income group. Four of the 10 SSA 

countries that recorded levels of bank credit to deposits that were below the group’s 

average are middle-income economies (Botswana, Ghana, Lesotho, and Angola), 

while the other six are low-income SSA countries (Benin, Madagascar, Uganda, 

Guinea-Bissau, Tanzania, and Malawi). Figure 2.9 presents the rankings of the 

average measures of bank lending to deposits in the selected low-income and 

middle-income SSA countries. 
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Figure 2.9 Average bank lending to deposits in the selected low-income and middle-
income SSA countries 

 

 

 
Source: Own graphs using data from the World Bank Financial Development and Structure and the 
World Bank Global Financial Development databases. 

Notes: All measures are in averages over the specified time periods; LIC=Low-income countries; 
MIC=Middle-income countries.   
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Alternatively, the study ranks the selected low-income and middle-income SSA 

economies with respect to bank credit as a share of GDP. Only six out of 23 SSA 

countries recorded levels of bank lending to GDP that were above the group’s 

average during the period 1995-2007. Four of them (South Africa, Mauritius, 

Namibia, and Kenya) belong to the middle-income group, while the other two 

(Senegal and Togo) are members of the low-income group. Out of 17 countries that 

had below-average levels of bank credit to GDP, seven are middle-income 

economies (Botswana, Côte d’Ivoire, Eswatini, Lesotho, Nigeria, Ghana, and 

Angola), while 10 are low-income countries (Burundi, Mali, Burkina Faso, Benin, 

Madagascar, Uganda, Tanzania, Niger, Malawi, and Guinea-Bissau). 

 

Concerning the period from 2008 to 2017, bank lending to GDP in seven out of 23 

SSA countries was above the group’s average, with five of them being middle-income 

economies (Mauritius, South Africa, Namibia, Botswana, and Kenya), while the other 

two being low-income countries (Togo and Senegal). Six out of 16 SSA countries 

with levels of bank credit to GDP that were below the group’s average are middle-

income economies (Eswatini, Angola, Côte d’Ivoire, Ghana, Nigeria, and Lesotho), 

while the remaining 10 are low-income countries (Burkina Faso, Benin, Mali, Burundi, 

Niger, Tanzania, Uganda, Madagascar, Malawi, and Guinea-Bissau). 

 

Lastly, seven out of 23 SSA countries exhibited above-average levels of bank lending 

to GDP over the entire period (1995-2017), with five of them (Mauritius, South Africa, 

Namibia, Kenya, and Botswana) belonging to the middle-income group, while the 

other two (Senegal and Togo) are part of the low-income group. Six of the 16 SSA 

economies that registered the levels of bank credit to GDP that were below the 

group’s average are middle-income countries (Côte d’Ivoire, Eswatini, Lesotho, 

Nigeria, Angola, and Ghana), while the other 10 are low-income SSA economies 

(Burkina Faso, Mali, Burundi, Benin, Madagascar, Niger, Uganda, Tanzania, Malawi, 

and Guinea-Bissau). Figure 2.10 offers the rankings of the selected low-income and 

middle-income SSA countries with respect to bank credit as a share of GDP. 
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Figure 2.10 Average bank lending to GDP in the selected low-income and middle-
income SSA countries 

 

 

 
Source: Own graphs using data from the World Bank Financial Development and Structure and the 
World Bank Global Financial Development databases. 

Notes: All measures are in averages over the specified time periods; LIC=Low-income countries; 
MIC=Middle-income countries. 
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2.5 Co-movement Between Bank Regulation and Bank Lending in the 

Selected SSA Countries 

This section presents the co-movements between bank regulatory and bank lending 

measures in the selected SSA countries and their income groups over the period 

1995-2017. It aims to characterize how these variables move together over the study 

period. The relationship between these measures varies from negative to positive, 

while it is almost non-existent in some cases. 

 

Starting with the case of all selected SSA countries, there existed a negative 

association between bank credit to deposits and banking entry barrier, mixing of 

banking and commerce restriction, banking activity restriction and macroprudential 

indices during the period under consideration. But the relationship between bank 

lending to deposits and the latter two indices was relatively weak. On the contrary, 

there was almost no association between bank credit to deposits and the capital 

regulation index. When it came to bank lending to GDP, it had a negative association 

with banking entry barrier as well as mixing of banking and commerce restriction 

indices, albeit the relationship being relatively weak in the case of the latter. In 

contrast, the relationship between bank credit to GDP and the capital regulation 

index was positive, while the one between bank credit to GDP and banking activity 

restriction and macroprudential indices was almost non-existent. Figure 2.11 shows 

the scatterplots for the bank regulatory indices and bank credit variables in all the 

SSA economies over the period 1995 to 2017. 
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Figure 2.11 Bank regulation and bank lending in all selected SSA countries (averages from 1995 to 2017)
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Figure 2.11 Bank regulation and bank lending in all selected SSA countries (averages from 1995 to 2017) (continuation)

 
 

 

 
 

 

 
 

Source: Own graphs using data from Barth et al. (2001, 2004, 2008, 2013); Cihak et al. (2013); Anginer et al. (2019); Individual central bank or country laws 
and/or regulations following the approach by Cerutti et al. (2017); World Bank Financial Development and Structure; and World Bank Global Financial 
Development. 
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Notes: Bank regulatory indices are normalised to one; AGO=Angola; BEN=Benin; BWA=Botswana; BFA=Burkina Faso; BDI=Burundi; CIV=Côte d’Ivoire; 
SWZ=Eswatini; GHA=Ghana; GNB=Guinea-Bissau; KEN=Kenya; LSO=Lesotho; MDG=Madagascar; MWI=Malawi; MLI=Mali; MUS=Mauritius; 
NAM=Namibia; NER=Niger; NGA=Nigeria; SEN=Senegal; ZAF=South Africa; TZA=Tanzania; TGO=Togo; UGA=Uganda. 
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Furthermore, the study separated the SSA countries into low-income and middle-

income economies. In the case of the former, there was a negative association 

between bank credit to deposits and banking entry barrier, banking activity restriction 

and capital regulation stringency indices during the review period. However, the 

relationship between bank lending to deposits and mixing of banking and commerce 

restriction and macroprudential indices was nearly non-existent. But when bank credit 

was measured as a share of GDP, it had a negative association with all bank 

regulatory indices, although the relationship with the mixing of banking and 

commerce restriction and macroprudential indices was relatively weak. Figure 2.12 

presents the scatterplots for the bank regulatory indices and bank lending variables 

in the low-income SSA countries during the period 1995 to 2017. 
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Figure 2.12 Bank regulation and bank lending in the selected low-income SSA countries (averages from 1995 to 2017)
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Figure 2.12 Bank regulation and bank lending in the selected low-income SSA countries (averages from 1995 to 2017) (continuation)

 
 

 

 
 

 

 
 

Source: Own graphs using data from Barth et al. (2001, 2004, 2008, 2013); Cihak et al. (2013); Anginer et al. (2019); Individual central bank or country laws 
and/or regulations following the approach by Cerutti et al. (2017); World Bank Financial Development and Structure; and World Bank Global Financial 
Development. 
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Notes: Bank regulatory indices are normalised to one; Benin=BEN; Burkina Faso=BFA; Burundi=BDI; Guinea-Bissau=GNB; Madagascar=MDG; 
Malawi=MWI; Mali=MLI; Niger=NER; Senegal=SEN; Tanzania=TZA; Togo=TGO; Uganda=UGA.  
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Finally, considering the case of the middle-income SSA economies, a negative 

relationship between bank lending to deposits and banking entry barrier, mixing of 

banking and commerce restriction, banking activity restriction and macroprudential 

indices existed during the period under discussion, while the relationship between 

bank credit to deposits and the capital regulation index was positive but relatively 

weak. Similarly, bank lending as a share of GDP had a negative association with 

banking entry barrier, mixing of banking and commerce restriction, banking activity 

restriction and macroprudential indices but a positive one with the capital regulation 

stringency index. Figure 2.13 depicts the scatterplots for the bank regulatory indices 

and bank lending variables in the middle-income SSA countries between 1995 and 

2017. 
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Figure 2.13 Bank regulation and bank lending in the selected middle-income SSA countries (averages from 1995 to 2017)
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Figure 2.13 Bank regulation and bank lending in the selected middle-income SSA countries (averages from 1995 to 2017) 
(continuation)

 
 

 

 
 

 

 
 

Source: Own graphs using data from Barth et al. (2001, 2004, 2008, 2013); Cihak et al. (2013); Anginer et al. (2019); individual central bank or country laws 
and/or regulations following the approach by Cerutti et al. (2017); World Bank Financial Development and Structure; and World Bank Global Financial 
Development. 
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Notes: Bank regulatory indices are normalised to one Angola=AGO; Botswana=BWA; Côte d’Ivoire=CIV; Eswatini=SWZ; Ghana=GHA; Kenya KEN; 
Lesotho=LSO; Mauritius=MUS; Namibia=NAM; Nigeria=NGA; South Africa=ZAF. 
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2.6 Conclusion 

This chapter has discussed the dynamics of bank regulation as well as trends in bank 

regulatory and bank lending measures in SSA countries and their income groups. As 

observed, bank regulation in the majority of SSA countries before the 1990s was 

inadequate and this led to multiple occurrences of banking crises. As a result, many 

countries introduced financial sector reforms in the late 1980s that included major 

adjustments in the banking regulatory and supervisory frameworks. Almost all 

countries in the SSA region implemented the Basel I accord, while others later 

adopted higher standards of Basel II and Basel III. Moreover, many of these 

economies have aligned themselves with international financial reporting standards, 

but a few have adopted deposit insurance schemes. 

 

In both low-income and middle-income SSA economies, the bank regulatory 

environment became more stringent over time during the period between 1995 and 

2017. In the case of the former, it was driven by increased restrictions on bank entry 

and mixing of banking and commerce, as well as the introduction of macroprudential 

policies, despite reductions in banking activity restrictions and capital regulatory 

requirements. But in the case of the latter, it was influenced by more restrictions on 

mixing of banking and commerce and capital regulatory requirements, as well as the 

adoption of macroprudential policies, even though the restrictions on bank activities 

fell over time while the entry barriers remained relatively the same. Nevertheless, the 

bank regulatory environment was slightly more stringent in middle-income than in 

low-income SSA economies over the period under review. 

 

Moreover, the majority of the selected SSA countries realised increases in the 

provision of bank lending to the private sector during the period 1995-2017, with the 

middle-income SSA economies enjoying a higher average level of bank lending than 

the low-income SSA countries. However, the co-movement between bank regulation 

and bank credit in the selected SSA economies was mixed, ranging from negative to 

positive, while being almost non-existent in some cases. Based on these 

developments, it is imperative to determine the nature of the nexus between bank 

regulation and bank lending over time. Therefore, the next chapter discusses both 
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the theoretical and empirical literature on the relationship between bank regulation 

and bank credit. 
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CHAPTER 3 

BANK REGULATION AND BANK LENDING: THEORETICAL AND 

EMPIRICAL LITERATURE REVIEW 

3.1 Introduction 

This chapter reviews both theoretical and empirical literature on the relationship 

between bank regulation and bank lending. Following the introduction overview, 

Section 3.2 discusses the theoretical literature on bank regulation and its nexus with 

bank credit, while Section 3.3 reviews the empirical literature on the relationship 

between bank regulation and bank lending. Section 3.4 presents a synthesis and 

critique of the existing literature on bank regulation and bank credit, with Section 3.5 

providing the concluding remarks. 

 

3.2 Theoretical Literature Review 

This section presents the theoretical literature review on bank regulation and bank 

lending. Section 3.2.1 provides the conceptual definition of bank regulation, and the 

theories of bank regulation are discussed in Section 3.2.2, followed by a review of 

approaches to bank regulation in Section 3.2.3. Section 3.2.4 describes measures of 

bank regulation, while Section 3.2.5 provides the theoretical link between bank 

regulatory measures and bank lending. 

 

3.2.1 Conceptual Definition of Bank Regulation 

It is necessary to differentiate between various types of government intervention that 

can change economic behaviour before explaining what bank regulation means. The 

first distinction is made between regulation and general legal standards. According to 

Loevinger (1966), regulation differs from general legal standards in terms of its 

nature, operational processes and institutional structure. For example, general legal 

standards are found in laws published through the legislature, and they apply to 

everyone who falls within the limitations and standards set in them. On the other 

hand, regulation normally involves the use of direct orders targeted towards specific 
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economic entities by a delegated administrative authority that has limited powers. 

Moreover, laws dictating general legal standards are usually less restrictive or 

detailed when compared to regulations. The latter, however, are often restrictive and 

detailed, whether they come in a form of directives, licenses, certificates or any other 

name. 

 

The second distinction is also made between other forms of government intervention 

and regulation (Loevinger, 1966). Such government intervention measures include 

the management of fiscal, monetary, competition, and structural policies. Although 

the implementation of these policies may be delegated to certain administrative 

agents, they are not necessarily regarded as regulation. This is because these other 

forms of government intervention usually involve the use of traditional legal methods 

in the enforcement of their general rules. But when it comes to regulation, the 

government exercises direct control over standard management decisions on 

important economic functions such as pricing, the quality and characteristics of 

goods and/or services provided, as well as the state of the market that is being 

served. 

 

Furthermore, Llewellyn (1999) makes another distinction between regulation, 

monitoring and supervision. While regulation involves the establishment of specific 

orders to control economic behaviour, monitoring and supervision are concerned with 

the observation of whether such orders are being obeyed and the general behaviour 

of the regulated agencies, respectively. Therefore, even if all these three 

interventions are centralised to take advantage of economies of scale, regulatory 

authorities can still be regarded as suppliers of distinctive services of regulation, 

monitoring and supervision to their different stakeholders such as regulated 

agencies, consumers and government. 

 

Based on these considerations regarding the observed differences between 

regulation and other types of government intervention, a conceptual definition of bank 

regulation is provided. In line with Schooner and Taylor (2010), Llewellyn (1999), as 

well as Loevinger (1966), bank regulation can be defined as specific laws, rules, or 

orders by government delegated authorities aimed at controlling the economic 
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behaviour of banks. Although bank regulation emanates from the legal standards 

promulgated by the legislative body, government agencies such as central banks are 

usually formed to implement these broad standards through binding regulations that 

force banks to align their management decisions and economic activities to specified 

rules or orders. Section 3.2.2 discusses the theoretical reasons behind government 

intervention in the banking sector through regulation. 

 

3.2.2 Theories of Bank Regulation 

This section provides the rationale for bank regulation, which is underpinned by two 

broad theories of economic regulation, namely, the public interest theory and the 

private interest theory. 

 

Public Interest Theory 

According to Hendrickson and Nichols (2001), the public interest theory asserts that 

economic regulation, including bank regulation, is necessary as it acts as a protection 

against market failures such as asymmetric information, externalities and 

monopolies. For example, a credit market is characterised by problems of adverse 

selection and moral hazard owing to the presence of information asymmetry (Stiglitz 

& Weiss, 1981). The former problem is similar to the one observed by Akerlof (1970) 

in the insurance industry, which occurs as a result of different repayment probabilities 

of borrowers that cannot be easily identified by lenders. Under this situation, banks, if 

they do not have appropriate screening mechanisms, are likely to give loans to high-

risk borrowers who are willing to pay high interest rates. This increases the overall 

riskiness of banks with the possibility of reducing their profits in cases of loan 

defaults. The other problem that could occur is that of moral hazard, which happens 

as borrowers change their behaviour in a manner that may adversely affect the 

repayment of loans. For instance, borrowers, especially when monitoring efforts are 

insufficient, may assume more risk by deviating from the contracts they have with 

banks and use borrowed funds to finance projects that have little chance of success 

but that could yield high returns if they became successful. 
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Given that banks accept liabilities in a form of deposits and transform them into loans 

to finance illiquid assets, the presence of asymmetric information also makes them 

vulnerable to bank runs as argued by Diamond and Dybvig (1983). This kind of 

financial instability happens if defaults by borrowers create panic and make 

depositors rush to the bank to withdraw their monies, at the same time, forcing the 

bank to liquidate its assets at a price lower than what they are worth. On the other 

hand, the competition that exists in the banking industry can also motivate banks to 

finance more risky projects with the aim of earning higher returns, further exposing 

them to the risk of financial instability. If the instability occurs, it can then be 

propagated to other banks through contagion as banks often hold claims of other 

banks in their interbank market, thereby resulting in a bigger financial crisis with 

severe consequences to the economy (Crockett, 1996). The crisis emanating from 

one country may even affect banks in other countries owing to the interlinkages of 

their financial systems. 

 

In line with Spong (2000) and Crockett (1996), the existence of market failures, 

therefore, supports the objectives of bank regulation from the public interest 

perspective, namely, the protection of depositors, the achievement of monetary and 

financial stability as well as the promotion of efficient and competitive financial 

systems. Firstly, a basic rationale for bank regulation is to protect depositors against 

losses that could be incurred as a result of risk-taking behaviour of banks. This is 

because by opening bank deposit accounts, businesses and individuals automatically 

become bank creditors, hence, they are linked with the performance of their banks. 

But only a fraction of their deposits is normally protected through the reserve 

requirement arrangement with the central banks, especially in the absence of deposit 

insurance schemes. Given the complexity and cost implications of monitoring banks 

accurately, which could be faced by depositors when they attempt to do so alone, 

public pressure also exists to provide bank regulation as protection of depositors’ 

funds. 

 

Secondly, bank regulation is meant to prevent fluctuations in bank business activities 

as well as problems they encounter that can disrupt the flow of transactions within 

the economy, thereby instilling confidence in the banking sector. This is plausible 
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since banks are likely to face liquidity shortages during economic downturns, which 

could lead to bank panics as the value of banks’ assets declines. This situation could 

have adverse effects on the economy and depositors’ confidence as the flow of 

financial transactions and lending activities become hampered. As a result, bank 

regulation aims to promote monetary and financial stability by encouraging banks to 

maintain adequate liquidity and avoid practices that could negatively affect depositors 

and interrupt the banking payment system. This will also limit systemic risk to avert 

the problem of contagion and protect governments as lenders of last resort against 

losses that could be incurred when bailing out too-big-to-fail banks. 

 

Lastly, bank regulation can help in channelling financial resources towards prudent 

investment projects, hence promoting bank development and economic growth. This, 

therefore, requires the creation of an efficient and competitive financial system. This 

is necessary because a competitive banking system uses its resources efficiently by 

providing banking services to customers at relatively lower prices than if banks could 

engage in anticompetitive behaviour such as collusion and restrict their services to 

benefit from increased prices. Furthermore, competition encourages innovation in the 

banking sector through the introduction of new good quality services and operations 

that are essential for bank development. Thus, bank regulation should take into 

consideration issues such as the concentration of banking sector resources, the 

possibilities of entry and expansion within the sector, as well as the scope of banking 

activities as these factors have a bearing on the level of efficiency and competition 

that is conducive for bank development. 

 

In line with Moosa (2015), several criticisms of the public interest theory have been 

raised. First, market mechanisms themselves, rather than regulation, can 

compensate for inefficiencies brought by market failures through measures such as 

brand names and extensive advertising, which signal quality and reduce information 

asymmetry. Second, regulators often lack enough information that will help them to 

correct market failures and act in the interest of the public. Third, the theory only 

presumes that regulation yields desirable results at relatively low implementation 

costs. Fourth, the theory does not provide a clear rationale for aiming at other 

objectives such as equity and redistribution at the cost of achieving economic 
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efficiency through regulation. Fifth, the theory does not show how a certain public 

interest view is considered when formulating legislative measures intended to 

promote economic welfare. Finally, regulators are regarded to be economic agents 

that may pursue their interests and, at times, at the expense of the interests of the 

public. This issue forms a basis for the private interest theory discussed in the next 

section. 

 

Private Interest Theory 

The private interest theory of (bank) regulation is often discussed from two 

perspectives, namely, the capture theory and the special interest groups theory 

(Moosa, 2015). Regarding the former perspective, regulatory agencies within the 

banking sector, which are established to protect the public, are captured if they 

pursue the commercial interests of the banks they are appointed to regulate. This 

occurs because the formation of certain bodies within the regulatory agencies, aimed 

at developing economic policies, may include members that have or had a 

relationship with the banking industry, or may aspire to join the industry in the future. 

As a result, they are likely to influence the regulatory process in a way that will 

maximise banks’ profits. In this case, the regulator becomes captured by the industry, 

which opens room for banks to behave in a manner that may be against the interests 

of the public. 

 

Nevertheless, this theory has faced various criticisms. First, just like the public 

interest theory, it assumes that the rationale for bank regulation is based on the 

notion of protecting the interests of the public, which makes it to be not significantly 

different from the public interest theory. Second, the reasons why the banking 

industry can capture the regulator, while it cannot influence the processes that 

established it, remains unclear. Third, banks may be against certain forms of bank 

regulation as they are normally deemed to deter their profit-making efforts. Fourth, it 

is not explained why customer groups are unable to prevent the banking industry 

from capturing the regulator. Lastly, bank regulation can at times advance the 

interests of certain groups of customers instead of serving the interests of banks, 

which is a scenario not explained by this theory. 
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These criticisms have led to the advocacy of the special interest groups theory. 

Unlike the capture theory, the special interest groups theory argues that various 

groups with special interests, such as banks, customers, regulators (or their staff 

members) and legislators, engage in an intensive competition geared towards 

controlling the activities of the regulator. The theory postulates that these pressure 

groups fight each other to influence the government to establish banking laws and 

regulations that will benefit their private interests. In this regard, bank regulation is 

perceived by special interest groups, not as a deterrence, but as an important 

strategy to preserve their influence and boost their gains. In the end, those who are 

not strong enough to prevent these laws and regulations, especially the unorganised 

members of the public, will bear the burden of such laws and regulations. 

 

Like other theories, the special interest groups theory is subject to criticism. First, 

similar to the capture theory, this theory does not indicate the cause of regulation but 

rather explains why and how regulators are captured by special interest groups. 

Second, although redistribution may appear to be a rationale for the supply of 

regulation under this theory, in practice, it is linked with deregulation. Third, the 

theory does not distinguish the group that is likely to succeed in influencing the 

government and enjoy the benefits of regulation. Finally, it does not adequately 

explain the complex interactions, motivations, and behaviours of all the involved 

parties in honouring the expectations of the special interest groups. Following these 

discussions on the theories of bank regulation, Section 3.2.3 presents various 

approaches to bank regulation. 

 

3.2.3 Approaches to Bank Regulation 

The approach to bank regulation can be distinguished between various main 

categories including discretionary versus institutional approach, quantitative versus 

qualitative approach as well as protective versus prudential approach. 

 

Discretionary versus Institutional Approach 

According to Baltensperger and Dermine (1986), the delivery of bank regulation can 

be differentiated between discretionary and institutional (or contractual) approaches. 
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The former includes bank regulatory measures that are provided at the discretion of 

government authorities. Such measures include a policy of a lender of last resort as 

well as public subsidies and guarantees. Hence, under this approach, interventions 

by regulatory authorities are not awarded with certainty, but circumstances that may 

warrant such interventions are subjected to scrutiny, which leaves room for incurring 

a certain degree of private risk. If interventions eventually occur, the regulatory 

authorities (for example, central banks on behalf of taxpayers) and the troubled 

banks themselves will have to share the burden of providing a financial rescue. 

 

Furthermore, Ayadi, Arbak, de Groen and Llewellyn (2012) show that although the 

discretionary approach may seem justified given that future conditions and 

circumstances of when banks will require bailouts are not known with certainty, valid 

arguments exist that oppose it. One argument is that this approach reduces the 

credibility of the intervention authorities as their actions in correcting distressed 

banks may be driven by unwarranted political influences. The other argument is that 

it can encourage regulators, especially those who are risk averse, to shun the 

responsibility of taking necessary measures to rescue troubled banks owing to a fear 

that these actions will be considered a regulatory failure. Thus, this increase in the 

probability of forbearance will imply higher costs in the future when the intervention is 

eventually made than if it had been executed much earlier. Nonetheless, 

Baltensperger and Dermine (1986) indicate that, with time, certain discretionary 

measures can be formalised (or institutionalised) by developing certain thresholds 

above which bailouts can be provided. 

 

Under the institutional approach, bank regulation is awarded, with certainty, in line 

with clearly defined rules that must be followed. Such bank regulatory measures 

include deposit insurance systems arranged to help distressed banks. Even though 

this approach is considered to induce moral hazard problems (see Baltensperger & 

Dermine, 1986), Ayadi et al. (2012) present reasons why it is preferred over the 

discretionary approach. First, it instils confidence in the regulatory processes since 

bank market participants know with certainty that necessary regulatory measures, 

which are free from unwarranted political interferences, will be implemented. Second, 

it encourages the authorities to focus more on avoiding long-term rather than short-
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term costs of regulatory intervention, thereby preventing them from adopting a ‘wait-

and-see’ or a ‘gambling for resurrection’ strategy. Third, it prevents banks as well as 

regulatory authorities from being carried away by a common euphoria, and instead, 

follow clear and well-defined rules aimed to avert bank failures. Lastly, this approach 

may create incentives for the prudent management of banks, thereby reducing the 

likelihood of insolvencies. 

 

Quantitative versus Qualitative Approach 

In line with Goldenweiser (1936) and Dunkman (1933), bank regulation can follow a 

quantitative or qualitative approach. In the case of the quantitative approach, much 

emphasis is based on the control of the volume of bank lending, either from the 

perspective of bank assets or that of bank deposits. Its main aim is to address the 

question of how much bank lending there should be in existence. This approach uses 

measures such as reserve requirements and credit ceilings to control the quantity of 

bank credit. On the other hand, the qualitative approach focuses on the quality of 

bank lending. It aims to answer the question of how sound should bank lending 

structure be; that is, does it include appropriate elements in the right proportions? 

Thus, measures under this approach, such as specific requirements on the different 

types of borrowers to be awarded loans, are intended to instil confidence in the 

lender-borrower relationship. 

 

Protective versus Prudential Approach 

The delivery of bank regulation can also be distinguished between protective and 

prudential (or preventive) approaches. In line with Baltensperger and Dermine (1986) 

and Niehans (1983), the protective approach to bank regulation is indirectly 

concerned with the banking system’s capacity to deal with bank runs and failures. As 

a result, it aims to shield bank customers or banks themselves against imminent or 

actual banking crises. This approach involves bank regulatory measures such as 

deposit insurance systems, facilities for the lender of last resort, as well as public 

subsidies and guarantees. Thus, under this approach, those who bear the burden of 

regulatory intervention are expected to earn the benefits too. 
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On the other hand, Baltensperger and Dermine (1986) indicate that the main 

objective of the prudential approach is to control the amount of risk that banks are 

willing to tolerate, thereby reducing the likelihood of bank failures. This approach 

includes regulatory measures such as banking entry barriers, restrictions on bank 

activities and on the mixing of banking and commerce, capital and liquidity regulatory 

requirements, as well as other asset diversification regulations. Nevertheless, both 

prudential and protective approaches to bank regulation are interrelated. For 

instance, while the latter aims to instil confidence in the banking sector, its benefits 

will affect the likelihood of bank runs and failures, which is related to the objective of 

the former. In addition, the protective approach can lead to moral hazard problems, 

with negative effects on the amount of risk assumed by banks. Hence, this approach 

will need to be accompanied by prudential (or preventive) regulatory instruments to 

limit the risk induced by protective regulatory measures. Section 3.2.4 describes the 

different measures of bank regulation found in the literature. 

 

3.2.4 Description of Bank Regulatory Measures 

This section gives an overview of various measures of bank regulation including 

minimum reserve requirements, lender of last resort policies, public subsidies and 

guarantees, deposit insurance systems, banking entry barriers, restrictions on the 

mixing of banking and commerce, banking activity restrictions, capital and liquidity 

regulatory requirements, as well as macroprudential policies. 

 

Minimum Reserve Requirements 

According to Spong (2000), minimum reserve requirements, which are calculated as 

a fraction of reserves to bank deposits, were initially imposed by the central banks as 

part of protection offered to bank customers and a measure of liquidity provision 

when banks were faced with a drawdown of deposits. However, these required 

reserves only provide a partial backup of the deposits and they are normally not 

available to the banks when they are faced with liquidity constraints. The availability 

of other measures such as lender of last resort policies and deposit insurance 

systems also weakens the original aim of the minimum reserve requirements. 
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Lender of Last Resort Policies and Public Subsidies and Guarantees 

Generally, the lender of last resort policies and public subsidies and guarantees are 

offered to banks that are facing temporary liquidity shortages. According to 

Baltensperger and Dermine (1986), these measures are different from the normal 

monetary operations that enable banks from meeting their seasonal fluctuations in 

the demand for liquidity. Instead, they are meant to offer emergency support to 

troubled banks, whether solvent or insolvent, especially if their liquidity problems 

endanger their survival or that of the entire banking or financial system. Therefore, 

these measures are justified particularly in the absence or limited coverage of deposit 

insurance systems. 

 

Deposit Insurance Systems 

The deposit insurance systems are considered to be an efficient way of reducing the 

risks of bank runs, while at the same time allowing funding for short-term deposits 

and their maturity transformation (Baltensperger & Dermine, 1986). They are meant 

to provide a solution to the problem of lack of or limited private facilities that can offer 

insurance to banks against multiple failures, which can come at high costs if such 

insurance is available. Thus, these types of insurance schemes can either 

complement or be substitutes for the lender of last resort policies as well as public 

subsidies and guarantees. 

 

Entry Barriers 

The main purpose of the control of entry into the banking sector, which is normally 

driven by the fear of ‘over-banking’, is to limit competition and influence the banking 

market structure by safeguarding the existing banks and their profitability 

(Baltensperger & Dermine, 1986). In line with Barth et al. (2004), these bank entry 

barriers may comprise the authorisation procedures and licensing practices including 

limitations placed on foreign bank entry or ownership, banking entry requirements as 

well as the proportion of (foreign or domestic) bank applications denied entry. 

 

Beginning with the limitations placed on foreign bank entry or ownership, they can 

include any prohibition against entry placed on foreign entities by limiting their 

ownership of domestic banks through acquisitions, subsidiaries, branches and joint 
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ventures. When it comes to bank entry requirements, these involve specific 

requirements for being awarded a banking licence such as legal submissions, 

namely, draft bylaws, intended organisation chart, financial information and/or 

background of potential shareholders, directors and managers, sources of funds to 

be used in the capitalisation of a new bank as well as market differentiation strategy. 

Finally, the proportion of (foreign or domestic) bank applications denied entry 

captures the degree to which new applications for the banking industry are denied. 

 

Mixing of Banking and Commerce Restrictions and Banking Activity 

Restrictions 

The restrictions on the mixing of banking and commerce as well as on banking 

activities are aimed at reducing the incentives for banks to assume more risk 

(Baltensperger & Dermine, 1986). According to Barth et al. (2004), limitations placed 

by regulatory authorities on the mixing of banking and commerce involve the extent 

to which banks are permitted to have ownership and control in non-financial firms or 

vice-versa or the extent to which non-bank financial firms are permitted to have 

ownership and control in banks. Furthermore, bank activity restrictions capture the 

degree to which banks can engage in underwriting, brokering and dealing with 

securities plus other related aspects, namely, underwriting and selling of insurance 

products as well as investment, development and management of real estate. 

 

Capital and Liquidity Regulatory Requirements 

Consistent with Baltensperger and Dermine (1986), the rationale behind capital 

regulatory requirements is to minimise the risk of bank failures by putting more capital 

at risk, thereby limiting the incentives for banks to engage in risk-taking behaviour. 

Barth et al. (2004) then characterise the capital regulatory requirements into two 

categories, namely, the initial capital requirements and the overall capital 

requirements. Initial capital requirements involve determining whether the sources of 

funds for bank capital are verified by the regulatory authorities and whether they can 

include other assets aside from cash or government securities as well as borrowed 

funds. Overall capital requirements measure the degree to which capital regulatory 

requirements must be adhered. This involves determining whether bank capital is 

risk-weighted according to the Basle guidelines, whether its ratio varies with credit 
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and market risks, and whether the market value of loan losses as well as unrealised 

securities and foreign exchange losses are deducted from the capital before 

calculating the minimum capital adequacy ratio. 

 

On the other hand, Clerc (2008) indicates that banks, through liquidity requirements, 

are expected to hold adequate liquid assets that will help them to withstand adverse 

shocks during periods of financial distress. These requirements include the liquidity 

coverage ratio and the net stable funding ratio, which have been introduced by the 

Basel Committee on Banking Supervision (2013, 2014) in the aftermath of the 2007-

2008 global financial crisis. The former requires banks to hold adequate high-quality 

liquid assets that will enable them to cope with pressing liquidity demands over a 

month, while the latter demands banks to have a stable funding profile between their 

assets and off-balance sheet activities. 

 

Macroprudential Policies 

Macroprudential policy instruments are aimed at achieving the stability, not of 

individual financial institutions, but that of the entire financial system by minimising 

systemic risk (Forbes, 2019; Hanson et al., 2011). Cerutti et al. (2017) indicate that 

this objective can be achieved through two broad categories of macroprudential 

policies, namely, the borrower-targeted and the lender-targeted instruments. The 

former includes restrictions imposed on borrowers such as loan-to-value and debt-to-

income ratios. For example, loan-to-value ratios place limits or regulatory risk weights 

on down payments for mortgages, while debt-to-income ratios impose limits on 

household indebtedness. On the other hand, the lender-targeted policies comprise 

instruments such as countercyclical capital and loan-loss provisioning requirements, 

capital surcharges on systematically important financial institutions, taxes, and other 

restrictions on the balance sheets of financial institutions and/or limits on credit 

growth. 

 

The countercyclical capital buffers and time-varying or dynamic loan-loss provisioning 

enforce banks to have more capital and loan-loss provisions, respectively, during 

periods of economic upturns, while capital surcharges impose a higher level of 

capital for systematically important financial institutions. Levies or taxes on financial 
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institutions are also imposed on financial institutions to limit credit growth, while other 

restrictions on the balance sheets of financial institutions and/or measures for 

reducing credit growth include leverage ratios, which place minimum required 

leverage ratios for banks; interbank exposure limits, which restrict the proportion of 

liabilities in the banking sector; concentration limits, which restrict the proportion of 

assets in the hands of a certain number of borrowers; reserve requirement ratios; 

foreign exchange and/or countercyclical reserve requirements and limits on loans 

denominated in domestic currency. 

 

3.2.5 Theoretical Link Between Bank Regulation and Bank Lending 

This section discusses the theoretical link between bank lending and bank regulatory 

measures including minimum reserve requirements, lender of last resort policies, 

public subsidies and guarantees, deposit insurance systems, banking entry barriers, 

restrictions on the mixing of banking and commerce, banking activity restrictions, 

capital and liquidity regulatory requirements as well as macroprudential policies. 

 

Beginning with the minimum reserve requirements, they are, by design, anticipated to 

have a negative impact on bank credit. The reason behind this is that banks usually 

do not have access to the required reserves and no interest is attached to them, 

consequently, they are expected to limit bank profitability and ability to lend (Spong, 

2000). On the other hand, other forms of bank regulation including lender of last 

resort policies, public subsidies and guarantees as well as deposit insurance systems 

are considered to be alternatives to the minimum reserve requirements in terms of 

protecting bank depositors. Nevertheless, these measures are regarded to induce 

moral hazard by tempting banks to be risk-takers and offer excessive lending (Barth 

et al., 2004; Baltensperger & Dermine, 1986). According to Crockett (1996), banks 

will, therefore, lack incentives to act prudently if they are guaranteed to be rescued 

when facing liquidity problems. 

 

In the case of banking entry barriers, the theory of market structure hypothesises that 

such barriers hinder competition. As asserted by Peltzman (1965), if a new bank is 

allowed to enter the banking industry, that is equivalent to the creation of new capital 

investment. This will force banks to accept more deposits and/or engage in higher 
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risk-taking behaviour through excessive or imprudent lending to earn returns on their 

assets, which can result in bank failures. But if entry barriers are imposed, banks are 

likely to acquire more market power through expansion or mergers and gain above-

normal industry profits (also see Keeley, 1985a). As that happens, Keeley (1990) and 

Keeley (1985b) argue that banks will obtain more franchise value, and their above-

normal profits will cushion them in times of financial or economic crisis. Thus, the 

incentive for banks to risk failure will be minimised, and prudence in lending will be 

achieved accordingly. 

 

Nevertheless, another part of the economic theory regards banking entry barriers to 

be detrimental to bank credit owing to their negative impact on competition (Barth et 

al., 2004; Baltensperger & Dermine, 1986). This is plausible since it is likely that 

banks will hike their costs of lending services when they are faced with less 

competition. This will reduce the demand for such services and result in low levels of 

lending. Furthermore, lack of competition is associated with other inefficiencies such 

as managerial slack and lack of innovation, which will negatively affect the 

performance of banks (Nickell, 1996). This will exert upward pressure on the costs of 

banking services, rendering lending expensive and lowering its demand. Additionally, 

in accordance with Claessens and Klingebiel (2001), imposing banking entry barriers 

on foreign banks can prevent domestic banks from gaining foreign expertise and 

enhancing their productivity and prudence in lending as a result of positive pressure 

brought by foreign banks. 

 

When it comes to restrictions on the mixing of banking and commerce and banking 

activities, they are justified through the asymmetric information theory, which views 

them as limits to banks’ risk-taking behaviour, thereby encouraging prudence in 

lending (Barth et al., 2004). First, restricting the mixing of banking and commerce and 

activities in which banks can engage, such as participating in the underwiring of 

securities and insurance as well as undertaking investment in real estate, can help to 

avert conflict of interests that may occur. For instance, these restrictions can prevent 

banks from gaining undue benefits out of uninformed investors with the aim of 

assisting their affiliated firms with overdue debts (also see John, John & Saunders, 

1994). 
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Second, imposing restrictions on the mixing of banking and commerce and on 

banking activities can protect banks against moral hazard problems. For example, 

Boyd et al. (1998) indicate that if banks are allowed to have control rights over other 

firms, they can influence these firms to assume excessive risk by misallocating 

borrowed funds so that banks can gain more returns even if such behaviour will not 

be beneficial to the firms themselves. Similarly, giving banks the liberty to participate 

in a wider range of activities will increase the incentives to extract surplus and 

thereby exacerbate the moral hazard problems. Third, limiting the mixing of banking 

and commerce and engagement in banking activities can restrict banks from being 

too complex and powerful, both economically and politically, thereby keeping them 

within manageable sizes that are easy to monitor and discipline. Lastly, restrictions 

on the mixing of banking and commerce and on banking activities can restrict banks 

from developing into huge financial conglomerates with excessive market power to 

prevent competition together with its efficiency benefits. 

 

Nonetheless, the theory of economies of scale and scope offers opposing arguments 

on the effects of restrictions on the mixing of banking and commerce and on banking 

activities (Barth et al., 2004; Claessens & Klingebiel, 2001). First, these controls are 

regarded to hamper economies of scale and scope that can enable banks to lower 

their operation and information access costs as well as enhance the provision of 

credit. Second, imposing limits on the mixing of banking and commerce and on 

banking activities can lower the franchise value of banks that could have been 

earned from the cross-selling of different products or services and incentify banks to 

exercise prudence in lending. Lastly, limiting the mixing of banking and commerce 

and engagement in banking activities can deny banks an opportunity to diversify their 

portfolio risk and income-generating mechanisms, which can assist them to remain 

resilient even in difficult periods of disintermediation. Thus, this can make banks 

more stable and enable them to maintain their ability to provide prudent lending. 

 

Varying arguments emanating from the theories of risk absorption and financial 

fragility-crowding out also exist concerning the effects of capital regulatory and 

liquidity requirements on bank credit. On the one hand, the risk-absorption theory 

regards capital regulatory requirements to offer enough buffers for banks when going 
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through periods of losses and help them to maintain prudence in lending by putting a 

considerable proportion of their capital at risk (Bahaj & Malherbe, 2020; Repullo & 

Suarez, 2013; Shaw, Chang & Chen, 2013; VanHoose, 2007; Barth et al., 2004; 

Santos, 2001; Berger, Herring & Szegö, 1995). For example, Rochet (2008b) 

highlights that banks facing undercapitalisation banks can be risk-takers when 

considering limited liability. Consequently, it may be warranted to impose minimum 

capital regulatory requirements to lower the banks’ appetite for opting to invest in 

high-risk portfolios, which will limit their risk of failure and enhance prudence in the 

provision of credit (Admati et al., 2014; Flannery, 2014; Thakor, 2014). 

 

On the one hand, the financial fragility-crowding out hypothesis considers capital 

regulatory requirements to encourage banks to be risk-takers. Under this hypothesis, 

increasing costs of compliance with the required limits on bank capital can force 

banks to prioritise equity more than deposits and cause them to reduce their 

screening and monitoring activities towards the provision of credit when equity 

becomes expensive (Kim & Sohn, 2017; Berger & Bouwman, 2009; Thakor, 1996; 

Sharpe, 1995). Additionally, Calem and Rob (1999) as well as Blum (1999) contend 

that stringent capital regulatory requirements can induce banks to be risk-takers by 

lowering their profits and causing them to have little to lose when facing insolvency. 

Furthermore, banks that experience low profits will not have the capacity to attract 

more equity, and this could make them resort to more risk-taking behaviour by 

providing excessive lending (Martynova, 2015). 

 

Liquidity requirements can also lead to higher costs of banking and increase the 

price of providing credit. Since banks participate in the liquidity transformation 

process, they are anticipated to reduce lending when faced with stringent liquidity 

regulatory requirements as the process will be more costly (Eichengreen, 2008). 

However, regulators still impose liquidity requirements with the aim of minimising 

systemic risk in the cases of bank runs (Ivashina & Scharfstein, 2010; Rochet, 

2008a), and this can enhance prudence in lending. 

 

Concerning macroprudential policies, the economic theory predicts that its effect on 

bank credit is countercyclical. This is because, by definition, macroprudential policies 
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are imposed to enhance financial stability by preventing the build-up of systemic risk 

and limiting excessive growth in lending (Cerutti et al., 2017; Freixas, Laeven & 

Peydró, 2015; Drehmann & Gambacorta, 2012; Hanson et al., 2011). According to 

IMF (2013), the macroprudential policy instruments are aimed at minimising three 

forms of systemic externalities or market failures. The first is linked to the occurrence 

of a credit crunch, which can hinder the provision of new credit and lead to a fire sale 

of illiquid assets as the costs of providing credit rise. The second concerns the build-

up of financial vulnerabilities as a result of price interactions with the credit and asset 

markets, particularly during the financial cycle upswing that is normally followed by a 

downward in asset prices. The third relates to the contagion risk that could emanate 

from the exposure of financial institutions to liquidity risks, which could lead to the 

failure of the whole financial system because of its interconnectedness. 

 

Although there are numerous macroprudential tools available for policymakers, Lim 

et al. (2011) specify possible scenarios that could result in the successful 

implementation of such policies and minimise their costs. First, multiple tools are 

preferred over choosing a single instrument since they could tackle various aspects 

arising from the same risk. Second, targeted tools that are addressing specific risks 

according to different types of transactions can be more effective than broad-based 

instruments. Third, time-varying tools can perform better than fixed ones as they will 

be able to address different stages of a financial cycle. Fourth, discretionary 

macroprudential policies are preferred over rules-based ones given the difficulties 

that can be encountered in designing some of the rules-based policies. Lastly, proper 

coordination of macroprudential tools with other monetary or fiscal policies is 

necessary for their effectiveness as they can jointly reinforce a similar objective. 

 

As much as these discussions have shown that bank regulation can affect 

developments in bank lending, the economic theory implies that a bi-directional 

causality can exist between institutions and economic performance measures. This is 

because institutions shape the way societies interact and that affects economic 

performance (North, 1981, 1990), whereas economic development is also required 

before laws and regulations can be properly instituted (Rosenberg & Birdzel, 1986). 

Given that bank regulation forms part of formal institutions, while bank lending is an 
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important component of financial development, bank regulation is not only expected 

to influence bank lending, but the reverse causality can exist whereby developments 

in bank lending are expected to shape the direction of bank regulation. In line with 

Patrick (1966), bank regulation can, therefore, cause bank lending at the early stages 

of financial development, but at later stages, bank regulation can follow 

developments in bank lending. 

 

3.3 Empirical Literature Review 

This section focuses on the empirical literature review regarding the relationship 

between bank regulation and bank credit. Section 3.3.1 discusses the empirical 

evidence from studies in support of the negative effect of bank regulation on bank 

lending, while Section 3.3.2 reviews empirical studies in support of the positive effect 

of bank regulation on bank credit. Section 3.3.3 analyses the empirical evidence from 

studies in support of the insignificant or inconclusive effect of bank regulation on 

bank lending. Lastly, Section 3.3.4 presents the empirical evidence on the causal 

relationship between bank regulation and bank credit, which is, however, very limited 

in terms of its availability. 

 

3.3.1 Empirical Studies in Support of the Negative Effect of Bank Regulation 

on Bank Lending 

Although there are many empirical studies attempting to investigate the effect of bank 

regulation on bank credit, their findings point to diverse directions. This section 

presents the empirical evidence in support of the negative effect of various bank 

regulatory measures on bank lending. 

 

Following the first World Bank’s survey on bank regulation and supervision across 

the world, Barth et al. (2004) examined the impact of bank regulation and supervision 

on bank lending, using a worldwide sample of 107 countries over the period 1997-

1999 and the estimation methods of ordinary least squares (OLS) and generalised 

method of moments (GMM). The results revealed that restrictions imposed on the 

mixing of banking and commerce, banking activities and banking entry or ownership 

by foreign banks had a negative impact on bank credit to the private sector as a 
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share of GDP. As a result, the study concluded that restricting banking activities and 

the mixing of banking and commerce as well as limiting foreign bank entry or 

ownership hindered bank development. 

 

Furthermore, Amidu (2014) found that capital regulations impacted negatively on 

bank lending in 24 SSA countries during the period 2000-2007, using the random 

effects estimation technique. Therefore, Amidu (2014) concluded that the regulatory 

initiative characterised by stringent capital requirements restricted the delivery of 

bank credit to the private sector. 

 

Similarly, Košak, Li, Lončarski and Marinč (2015) established that stringent bank 

capital regulations as well as higher bail-out probability impacted negatively on bank 

lending growth in a sample of various countries across the world between 2000 and 

2010, after employing the fixed effects and instrumental variable models. Thus, the 

findings from the study offered evidence for the view that banks reduced their lending 

if the stringency of capital regulations within a country was more noticeable or if there 

was a higher likelihood that they would receive public guarantees from the 

government. 

 

Likewise, Sum (2016) discovered that capital regulations related to credit and market 

risk impacted negatively on bank credit growth in 27 European Union (EU) 

economies over the period spanning 2005 to 2014, following the estimation of a 

cross-sectional model. Hence, the researcher obtained support for the hypothesis 

that credit risk-based capital regulations tended to limit bank lending because of their 

implied increasing costs of funding for banks. 

 

Interested in the role played by bank regulation in influencing the build-up of financial 

imbalances ahead of the 2007-2008 global financial crisis, that is, from 1999 to 2007, 

in 22 countries of the OECD, using the fixed and random effects models, Merrouche 

and Nier (2017) established that bank entry barriers impacted negatively on bank 

credit to the private sector as a ratio of bank deposits. As a result, the study obtained 

evidence favouring the hypothesis that banking entry barriers are linked with a 
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reduced level of leverage since they constrain competition and promote franchise 

value, thereby reducing the incentives for banks to assume more risk. 

Moreover, Ibrahim and Rizvi (2018) analysed the relationship between bank credit, 

deposits as well as risk-taking during times of crisis in 10 countries operating under 

the dual banking systems of Islamic and conventional banks during the period 2005-

2012, using the random effects model. Their results showed that banking activity 

restrictions and capital regulation stringency had a negative effect on bank credit 

growth but in the case of conventional banks only. Thus, Ibrahim and Rizvi (2018) 

concluded that limiting banking activities and imposing stringent bank capital 

regulations tended to depress the credit growth of conventional banks. 

 

Furthermore, Hu and Gong (2019), when using the fixed effects estimator and the 

data from 19 major economies, ranging from 2005 to 2011, to examine the 

relationship between prudential regulation and bank lending, discovered that the 

effect of banking activity restrictions and stringent bank capital regulations on the 

bank lending growth was negative. The researchers also revealed that these policies 

effectively moderated the impact of uncertainty on bank lending. 

 

Similarly, Hsieh and Lee (2020) established that stringent bank capital regulations 

impacted bank credit negatively in the context of 30 Asian and Latin American 

economies in the period between 1987 and 2013, using the instrumental variable 

model. Hence, the researchers indicated that higher capital requirements limited the 

ability or willingness of banks in extending credit. 

 

Likewise, Imbierowicz, Löffler and Vogel (2021), when analysing how developments 

in bank capital requirements were transmitted to bank credit in Germany during the 

period 2008 to 2018 using GMM, found that increasing bank capital requirements 

had an immediate negative impact on overall domestic bank lending as well as cross-

border bank credit. Nonetheless, the study recommended that for bank capital 

requirements to be effective, close coordination between their developments and 

those of other policies such as monetary policy was vital. 
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When it comes to the effect of macroprudential policies on bank credit, c studied 

macroprudential policy instruments and how they could be used in 49 countries 

during the period spanning from 2000 to 2010, using the GMM estimator and the 

data from the International Monetary Fund (IMF) surveys on financial stability and 

macroprudential policy. The study revealed that most macroprudential policy 

measures (countercyclical capital requirements, credit or credit growth ceilings, debt-

to-income ratio, loan-to-value ratio, reserve requirements, and time-varying or 

dynamic provisioning) managed to curb the growth of bank lending. Therefore, 

Ibrahim and Rizvi (2018) recommended that credit-related policies could be 

employed to reduce systemic risk generated by credit growth.  

 

Similarly, the study by IMF (2013), which analysed the key aspects of different 

macroprudential policies in a cross-country context, using the dynamic panel 

regressions, established that loan-to-value ratio, reserve requirements, and sectoral 

risk weights on capital, were significant in limiting credit growth. On the other hand, 

debt-to-income ratio and reserve requirements led to a slowdown in loan to deposit 

ratio. The study further established that the effect of these macroprudential measures 

was prolonged. 

 

Tillmann (2015), who estimated the impact of shocks arising from macroprudential 

policies in Korea during the period 2000-2012, using the qualitative vector 

autoregression (VAR) model, also discovered that loan-to-value ratios impacted 

negatively on credit growth. Thus, Tillmann (2015) concluded that the tightening of 

macroprudential policies was effective in mitigating the growth rate of real credit. 

 

When investigating the response of credit supply to time-varying bank minimum 

capital requirements by employing the fixed effects estimation technique on the 

dataset from the United Kingdom (UK) covering the period from 1998 to 2007, Aiyar 

et al. (2016) revealed that the effect of capital requirement ratio on bank credit was 

negative. As a result, Aiyar et al. (2016) resolved that the capital requirement policy 

was a stronger instrument for promoting financial stability through the supply of 

loans. 
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Furthermore, Zhang and Zoli (2016) examined the impact of macroprudential policies 

on the growth rate of bank lending using the dataset from 13 Asian economies and 

33 other economies, spanning from 2000 to 2013, and the GMM estimator. The 

researchers found that housing-related macroprudential policy index negatively 

affected credit growth. Hence, Zhang and Zoli (2016) suggested that these 

macroprudential tools could be of importance to policymakers during the expansion 

phase of the financial cycle since they could dampen the build-up of risks emanating 

from the financial sector. 

 

Interested in the usage and effectiveness of macroprudential policies around the 

world, Cerutti et al. (2017) employed the GMM technique to estimate the dataset 

from a panel of 119 economies during the period 2000-2013. Their results revealed 

that macroprudential policy index resulted in a slowdown in credit growth, especially 

household credit. Nevertheless, the study established that the effect of 

macroprudential policies was less pronounced in countries that were more developed 

and had open economies. 

 

After employing the GMM estimator to investigate the effectiveness of 

macroprudential policies in influencing credit cycles and capital flows in 18 emerging 

market economies from 2000 to 2013, Fendoğlu (2017) also established that 

borrower-based macroprudential policy index, domestic reserve requirements and 

macroprudential policy index with a domestic focus were effective in containing 

excessive credit cycles. As much as these macroprudential tools were effective in 

smoothing the cycles in credit, Fendoğlu (2017) recommended that it was important 

to adjust them in line with the necessary conditions called for by credit markets. 

 

Akinci and Olmstead-Rumsey (2018), who analysed how effective macroprudential 

policies were in 57 countries from the advanced and emerging market economies 

over the period 2000-2015, using the GMM estimation technique, obtained negative 

effects of housing and non-housing macroprudential policies on bank credit. Thus, 

the researchers concluded that the tightening of macroprudential policies was 

effective in restraining the growth of bank lending.  
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In the context of 19 OECD countries, with data spanning from 2000 to 2015, Carreras 

et al. (2018) examined the effectiveness of macroprudential policies in influencing 

household credit within the cointegration frameworks (panel vector error-correction, 

pooled fully-modified least squares and seemingly unrelated regressions). Their 

results indicated that debt-to-income ratio limits, general capital requirements, strict 

loan-to-value ratios and taxes on financial institutions were effective both in the short-

run and long-run in curbing credit growth. Nonetheless, Carreras et al. (2018) 

acknowledged that the effects of some macroprudential tools were more pronounced 

than others. 

 

Hu and Gong (2019) also established that macroprudential policy index impacted 

negatively on the growth rate of bank credit in 19 major economies over the period 

spanning 2005 to 2011, using the fixed effects estimator. The study further showed 

that these macroprudential policies effectively moderated the effect of uncertainty on 

the growth rate of bank lending. 

 

In addition, when evaluating the linkage between macroprudential policy, central 

banks’ role and financial stability in China during the period 2000-2015, using the 

structural VAR model, Klingelhöfer and Sun (2019) also discovered that 

macroprudential indices on housing policy, reserve requirements, supervision 

pressure and window guidance reduced bank credit. The study concluded that the 

effect of these macroprudential policies on bank lending was immediate and 

persistent. As a result, Klingelhöfer and Sun (2019) recommended that 

macroprudential policy could be adopted to maintain financial stability or manage the 

build-up of financial risks emanating from the easing of monetary policy. 

 

Furthermore, Richter, Schularick and Shim (2019), who examined the costs 

emanating from the adoption of macroprudential policy instruments in 56 countries 

from the advanced and emerging market economies during the period 1990 to 2012, 

using the local projection method, found that loan-to-value ratios impacted negatively 

on bank credit. The researchers obtained evidence that changes made on loan-to-

value ratios given their financial objectives had significant effects on credit market 

activities. Hence, Richter et al. (2019) proposed that these macroprudential tools 
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could be used especially by central banks in advanced countries to control financial 

booms without necessarily interfering with the objectives of monetary policy. 

 

Similarly, Gómez et al. (2020), when assessing the impact of macroprudential policy 

instruments on credit growth in Colombia over the period 2006-2009, using the fixed 

effects estimation techniques, established that countercyclical reserve requirements 

and dynamic-loss provisions, as well as the overall macroprudential index, had a 

negative effect on bank loans. Although the intensity of the effects of these measures 

varied with specific characteristics of banks and debtors, the study concluded that 

macroprudential policy was effective in stabilising cycles in bank credit and reducing 

risk-taking behaviour. 

 

Moreover, Kim and Oh (2020), who investigated how macroprudential policy 

instruments affected the Korean macroeconomy between the period ranging from 

2009 to 2019, using the structural VAR analysis, found that debt-to-income as well as 

loan-to-value ratios impacted negatively on the level of household bank loans. Their 

results further revealed that the effects of these measures were faster in reducing 

bank loans to households. Thus, Kim and Oh (2020) recommended that 

policymakers could tighten debt-to-income and loan-to-value ratios to restrain 

household indebtedness. 

 

Lastly, Revelo et al. (2020), when examining the impacts of macroprudential policy 

and its interaction with monetary policy on credit growth in 37 countries from the 

advanced and emerging economies over the period 2000-2014, using the system 

GMM estimator, obtained evidence suggesting that macroprudential policy 

instruments managed to curb the growth of bank credit. Given that the effectiveness 

of macroprudential policies was enhanced by tightening monetary policy, the 

researchers concluded that close coordination between the two policy measures was 

necessary.  

 

Table 3.1 presents a summary of the considered empirical studies in support of the 

negative effect of bank regulatory measures on bank lending.     
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Table 3.1 Empirical studies in support of the negative effect of bank regulation on bank lending 

Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

Barth et al. 

(2004) 

Bank regulation and 

supervision: What 

works best? 

107 countries 

(1997-1999) 

Ordinary least 

squares, 

Generalised 

method of 

moments 

Bank credit to 

the private 

sector as a 

share of GDP 

Activity restriction 

and mixing of 

banking and 

commerce 

restriction index 

Negative 

Limitations on 

foreign bank entry 

or ownership  

Negative  

Lim et al. 

(2011) 

Macroprudential policy: 

What instruments and 

how to use them? 

49 countries 

(2000-2010) 

Generalised 

method of 

moments 

Credit growth Countercyclical 

capital 

requirements 

Negative 

Credit or credit 

growth ceilings 

Negative 

Debt-to-income 

ratio 

Negative 

Loan-to-value 

ratio 

Negative 

Reserve 

Requirements 

Negative 

Time-varying or 

dynamic 

provisioning 

 

Negative 
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Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

IMF (2013) Key aspects of 

macroprudential policy 

Cross-country 

context 

Dynamic panel 

regressions 

Credit growth Loan-to-value 

limits 

Negative 

Reserve 

requirements 

Negative 

Sectoral risk 

weights 

Negative 

Loan to 

deposit ratio 

Debt-to-income 

limits 

Negative 

Reserve 

requirements 

Negative 

Amidu (2014) What influences banks' 

lending in sub-Saharan 

Africa? 

24 sub-Saharan 

African countries 

(2000-2007) 

Random effects Bank credit to 

the private 

sector 

Capital regulation 

index 

Negative 

Košak et al. 

(2015) 

Quality of bank capital 

and bank lending 

behavior during the 

global financial crisis 

Worldwide 

sample (2000-

2010) 

Fixed effects, 

Instrumental 

variables 

Growth rate of 

the logarithm 

of bank gross 

loans 

Bail-out 

probability 

Negative 

Capital regulation 

index 

Negative 

Tillmann 

(2015) 

Estimating the effects 

of macroprudential 

policy shocks: A qual 

VAR approach 

Korea (2000-

2012) 

Qualitative vector 

autoregression 

Credit growth Loan-to-value 

ratio 

Negative 
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Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

Aiyar et al. 

(2016) 

How does credit supply 

respond to monetary 

policy and bank 

minimum capital 

requirements? 

United Kingdom 

(1998-2007) 

Fixed effects Bank lending Capital 

requirement ratio 

Negative 

Zhang and 

Zoli (2016) 

Leaning against the 

wind: Macroprudential 

policy in Asia 

13 Asian 

economies and 

33 other 

economies (2000-

2013) 

Generalised 

method of 

moments 

Credit growth Housing related 

macroprudential 

policy index 

Negative 

Sum (2016) Banking regulation and 

bank lending in the EU 

27 EU countries 

(2005-2014) 

Cross-sectional 

model 

Growth rate of 

bank gross 

loans 

Credit risk capital 

regulation 

Negative 

Market risk capital 

regulation 

Negative 

Cerutti et al. 

(2017) 

The use and 

effectiveness of 

macroprudential 

policies: New evidence 

119 countries 

(2000-2013) 

Generalised 

method of 

moments 

Bank credit to 

private non-

financial 

sector, Credit 

to households 

and non-profit 

institutions 

serving 

households, 

Credit to non-

financial 

corporations 

Macroprudential 

policy index 

Negative 
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Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

Fendoğlu 

(2017) 

Credit cycles and 

capital flows: 

Effectiveness of the 

macroprudential policy 

framework in emerging 

market economies 

18 major 

emerging market 

economies (2000-

2013) 

Generalised 

method of 

moments 

 

Credit-to-GDP 

gap 

Borrower-based 

Macroprudential 

policy index 

Negative 

Domestic reserve 

requirements 

Negative 

Macroprudential 

policy index with 

a domestic focus 

Negative 

Merrouche 

and Nier 

(2017) 

Capital inflows, 

monetary policy, and 

financial imbalances 

22 OECD 

countries (1999-

2007) 

Fixed effects, 

Random effects 

Private credit 

by deposit 

money banks 

as a share of 

bank deposits 

Entry barrier 

index 

Negative 

Akinci and 

Olmstead-

Rumsey 

(2018) 

How effective are 

macroprudential 

policies? An empirical 

investigation 

57 advanced and 

emerging 

economies (2000-

2015) 

Generalised 

method of 

moments 

 

Domestic bank 

credit 

Housing related 

macroprudential 

policies 

Negative  

Non-housing 

related 

macroprudential 

policies 

Negative  

Carreras et 

al. (2018) 

Assessing 

macroprudential tools 

in OECD countries 

within a cointegration 

framework 

19 OECD 

countries (2000-

2015) 

Panel vector 

error-correction, 

Pooled fully-

modified ordinary 

least squares, 

Seemingly 

Real 

household 

credit 

Debt-to-income 

ratio limits 

Negative 

General capital 

requirements 

Negative 

Strict loan-to-

value ratios 

Negative 
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Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

unrelated 

regressions 
Taxes on 

financial 

institutions 

Negative 

Ibrahim and 

Rizvi (2018) 

Bank lending, deposits 

and risk-taking in times 

of crisis: A panel 

analysis of Islamic and 

conventional banks 

10 dual-banking 

countries (2005-

2012) 

Random effects Growth in 

gross loans by 

banks 

Activity restriction 

index  

Negative 

(for 

conventional 

banks) 

Capital regulation 

index 

Negative 

(for 

conventional 

banks) 

Hu and Gong 

(2019) 

Economic policy 

uncertainty, prudential 

regulation and bank 

lending 

19 major 

economies (2005-

2011) 

Fixed effects Growth rate of 

net loans by 

banks 

Activity restriction 

index 

Negative 

Capital regulation 

index 

Negative 

Macroprudential 

policy index 

Negative 

Klingelhöfer 

and Sun 

(2019) 

Macroprudential policy, 

central banks and 

financial stability: 

Evidence from China 

China (2000–

2015) 

Structural vector 

autoregression 

Total bank 

loans 

Housing policy 

index 

Negative 

Reserve 

requirements 

Negative 

Supervision 

pressure index 

Negative 

Window guidance 

index 

Negative 
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Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

Richter et al. 

(2019) 

The costs of 

macroprudential policy 

56 countries – 

both advanced 

and emerging 

market 

economies (1990-

2012) 

Local projection 

method 

Bank credit to 

households, 

Mortgage 

credit 

 

 

Loan-to-value 

ratio 

Negative 

Gómez et al. 

(2020) 

Evaluating the impact 

of macroprudential 

policies on credit 

growth in 

Colombia 

Colombia (2006-

2009) 

Fixed effects Bank loans Aggregate 

macroprudential 

policy 

Negative 

Countercyclical 

reserve 

requirement 

Negative 

Dynamic 

provisions 

Negative 

Hsieh and 

Lee (2020) 

Foreign bank lending 

during a crisis: The 

impact of financial 

regulations 

30 Asian and 

Latin American 

countries (1987-

2013) 

 

Instrumental 

variables 

Growth rate of 

bank loans 

Capital regulation 

index 

Negative 

Kim and Oh 

(2020) 

Macroeconomic effects 

of macroprudential 

policies: Evidence from 

LTV and 

DTI policies in Korea 

Korea (2003-

2019) 

Structural vector 

autoregression 

Household 

bank loans 

Debt-to-income 

ratio 

Negative 

Loan-to-value 

ratio 

Negative 
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Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

Revelo et al. 

(2020) 

Macroprudential and 

monetary policies: The 

need to dance the 

Tango in harmony 

37 advanced and 

emerging 

economies (2000-

2014) 

System general 

method of 

moments 

Total credit to 

the private 

non-financial 

sector from 

banks, Total 

credit to 

households 

and 

non-profit 

institutions 

serving 

households 

Macroprudential 

policy index 

Negative 

Imbierowicz, 

Löffler and 

Vogel (2021) 

The transmission 

of bank capital 

requirements and 

monetary policy to 

bank 

lending in Germany 

Denmark (2007–

2014) 

Generalised 

method of 

moments 

Bank lending Capital 

requirements 

Negative 

Source: Own compilation. 
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3.3.2 Empirical Studies in Support of the Positive Effect of Bank Regulation on 

Bank Lending 

This section focuses on empirical studies in support of the positive effect of different 

bank regulatory measures on bank lending. For instance, when investigating the 

impact of bank capital on bank loan growth in the United States (US) over the period 

1992-2009, using the fixed effects regression method, Berrospide and Edge (2010) 

discovered that total and tier 1 risk-based capital ratios had a positive effect on the 

growth rate of bank lending. As a result, the study concluded that banks that had 

higher capital ratios experienced a larger growth rate in lending than the ones with 

lower capital ratios. 

 

Moreover, Gambacorta and Marques-Ibanez (2011) adopted the GMM estimator to 

examine the factors behind the bank lending channel in 15 developed economies 

during the period ranging from 1999 to 2009. The study found that the impact of 

imposing more limitations on banking activities and raising tier 1 capital ratio on the 

growth rate of bank lending was positive. Thus, Gambacorta and Marques-Ibanez 

(2011) provided evidence to the notion that banks normally devoted more lending in 

countries where the regulatory authorities did not allow them to get involved in non-

traditional banking activities. Furthermore, their findings supported the Basel III 

initiatives of raising minimum capital requirements and strengthening the definition of 

bank capital. 

 

In the African context, Amidu (2014), who analysed the factors influencing bank 

lending in 24 SSA economies during the period 2000-2007, using the random effects 

model, found that banking activity restrictions and entry barriers had a positive effect 

on bank lending. Hence, the researcher concluded that restricting banks to focus 

mostly on their core business of banking and having stringent banking entry 

requirements, which enhanced the quality of new entrants, encouraged the provision 

of bank loans to the private sector in the SSA region. 

 

Using worldwide sample data from 2000 to 2010, Košak et al. (2015) employed the 

estimation method of instrumental variables to analyse the relationship between the 

quality of bank capital and bank credit during the period of the global financial crisis. 
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The study revealed that the impact of deposit insurance index and tier 1 capital ratio 

on the growth rate of bank credit was positive. It also found the impact of these 

measures to be more pronounced in non-Organisation for Economic Cooperation 

and Development (OECD) and BRIC (Brazil, Russia, India, and China) economies. 

Therefore, Košak et al. (2015) concluded that high-quality bank capital and deposit 

insurance coverage were crucial for bank lending growth during the period of the 

crisis, with high-quality bank capital seemingly being the banks’ competitive strategy 

during these times. 

 

Similarly, Osei-Assibey and Asenso (2015), in their study examining the effect of 

regulatory capital on bank credit growth in Ghana, using the GMM estimation 

technique on a sample data spanning from 2002-2012, established that net minimum 

capital ratio had a positive effect on the growth rate of bank credit. However, the 

study also discovered that high minimum capital requirements increased the risk-

taking behaviour of banks by increasing the level of non-performing loans, which 

indicated that obtaining the optimal level of capital requirements was crucial. 

 

In the case of European countries, Sum (2016), when assessing how bank regulation 

influenced bank lending in 27 economies within the EU from 2005 to 2014, using 

cross-sectional model techniques, found that banking activity restrictions impacted 

positively on the growth rate of bank gross loans. Thus, these findings could imply 

that imposing bank activity restrictions had increased specialisation or prevented 

bank lending from being subordinated to other activities, thereby leading to bank 

credit expansion. 

 

Interested in how the Basel III liquidity rules would influence the growth of bank credit 

in 38 African economies during the period spanning 2005 to 2015, using the two-step 

system GMM and quasi-maximum likelihood estimators, Adesina (2019) established 

a positive effect of liquidity coverage ratio as well as net stable funding ratio on the 

growth rate of bank loans. The results further highlighted that the net stable funding 

ratio reduced the negative effect of poor loan performance on the growth rate of bank 

loans. As a result, Adesina (2019) concluded that compliance with the Basel III 
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liquidity regulations could bring benefits to the African continent in terms of 

enhancing policies aimed at increasing bank lending. 

 

Hsieh and Lee (2020), who investigated the impact of financial regulations on bank 

lending in 30 Asian and Latin American economies, using the estimation method of 

instrumental variables on a sample data ranging from 1987 to 2013, discovered that 

banking activity restrictions had a positive effect on the growth rate of bank loans. 

Hence, the study indicated that banks appeared to lend more when facing more 

restrictions on their banking activities. 

 

In their study on the role of liquidity and capital in influencing bank credit in 21 

European countries during the period spanning from 2007 to 2017, using the 

unbalanced panel regressions with fixed effects, Thornton and Tommaso (2020) 

established that tier 1 capital ratio impacted positively on bank lending. This impact 

was found to occur after banks had retained enough liquidity. Therefore, the study 

concluded that policymakers should consider both capital and liquidity requirements if 

they wanted to change them to sustain bank lending growth since the two were 

complementary in the case of European banks. 

 

Likewise, Polizzi, Scannella and Suárez (2020), who adopted the two-stage least 

squares technique to examine the role of bank regulation in influencing bank credit in 

117 economies of developed and developing nations over the period ranging from 

2000 to 2016, found that the effect of tier 1 capital ratio, liquidity coverage ratio and 

net stable funding ratio on the growth of bank loans was positive. But the researchers 

revealed that their findings were not homogeneous over legal and institutional 

environments and recommended that policymakers should consider that when 

implementing bank regulations. 

 

Table 3.2 provides a summary of the reviewed empirical studies in support of the 

positive effect of bank regulatory measures on bank lending.     
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Table 3.2 Empirical studies in support of the positive effect of bank regulation on bank lending 

Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

Berrospide 

and Edge 

(2010) 

The effects of bank 

capital on lending what 

do we know, and what 

does it mean? 

United States 

(1992-2009) 

Fixed effects Bank loan 

growth 

Total risk-based 

capital ratio 

Positive 

Tier 1 risk-based 

capital ratio 

Positive 

Gambacorta 

and Marques-

Ibanez (2011) 

The bank lending 

channel: Lessons from 

the crisis 

15 developed 

countries (1999-

2009) 

Generalised 

method of 

moments 

Growth rate in 

nominal bank 

lending to 

residents 

Activity restriction 

index 

Positive 

Tier 1 capital ratio Positive 

Amidu (2014) What influences banks' 

lending in sub-Saharan 

Africa? 

24 sub-Saharan 

African countries 

(2000-2007) 

Random effects Bank credit to 

the private 

sector 

Activity restriction 

index 

Positive 

Entry barrier 

index 

Positive 

Košak et al. 

(2015) 

Quality of bank capital 

and bank lending 

behavior during the 

global financial crisis 

Worldwide 

sample (2000-

2010) 

Instrumental 

variables 

Growth rate of 

the logarithm 

of bank gross 

loans 

Deposit insurance 

index 

Positive 

Tier 1 capital ratio Positive 

Osei-Assibey 

and Asenso 

(2015) 

Regulatory capital and 

its effect on credit 

growth, non-performing 

loans and bank 

efficiency 

Ghana (2002-

2012) 

Generalised 

method of 

moments 

Bank credit 

growth 

Net minimum 

capital ratio 

Positive 

Sum (2016) Banking regulation and 

bank lending in the EU 

27 EU countries 

(2005-2014) 

Cross-sectional 

model 

Growth rate of 

bank gross 

loans 

Activity restriction 

index 

Positive 
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Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

Adesina 

(2019) 

Basel III liquidity rules: 

The implications for 

bank lending growth 

in Africa 

38 African 

countries (2005-

2015) 

Two-step system 

generalised 

method of 

moments, Quasi-

maximum 

likelihood 

Bank loan 

growth rate 

Liquidity 

coverage ratio 

Positive 

Net stable 

funding ratio 

Positive 

Hsieh and 

Lee (2020) 

Foreign bank lending 

during a crisis: The 

impact of financial 

regulations 

30 Asian and 

Latin American 

countries (1987-

2013). 

Instrumental 

variables 

Growth rate of 

bank loans 

Activity restriction 

index 

Positive 

Polizzi et al. 

(2020) 

The Role of Capital 

and Liquidity in Bank 

Lending: Are Banks 

Safer? 

117 developed 

and developing 

countries 

(2000-2016) 

Two-stage least 

squares 

Growth of bank 

net loans 

Liquidity 

coverage ratio 

Positive 

Net stable 

funding ratio 

Positive 

Tier 1 capital ratio Positive 

Thornton and 

Tommaso 

(2020) 

Liquidity and capital in 

bank lending: Evidence 

from European banks 

21 European 

countries (2007-

2017) 

Unbalanced panel 

regressions with 

fixed effects 

Real rate of 

growth of net 

loans and 

advances, 

Real rate of 

growth of net 

loans and 

advances plus 

unused credit 

commitments 

Tier 1 capital ratio Positive 

Source: Own compilation. 
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3.3.3 Empirical Studies in Support of the Insignificant or Inconclusive Effect of 

Bank Regulation on Bank Lending 

This section reviews the empirical studies in support of the insignificant or 

inconclusive effect of different bank regulatory measures on bank credit. When 

evaluating the impacts of bank regulation and supervision on bank credit in 107 

economies over the period 1997-1999, using the OLS and GMM estimation 

techniques, Barth et al. (2004) found that bank capital regulations and banking entry 

barriers had no significant effect on bank credit to the private sector as a share of 

GDP. The researchers indicated that these results remained the same even after 

controlling for various aspects of bank regulation and supervision or including their 

interaction terms. Regarding capital regulations, Barth et al. (2004) highlighted that 

their finding was in line with the literature that recommended caution to be exercised 

when assessing the independent impacts of capital regulation stringency. 

 

Likewise, Cottarelli et al. (2005) analysed the determinants of the growth of bank 

credit to the private sector in 24 economies from non-transition developing and 

industrialised nations of Central and Eastern Europe and in the Balkans during the 

period ranging from 1973 to 1996,  using the random effects panel regression. Their 

results highlighted that banking entry barriers had an insignificant effect on bank 

lending to GDP.  

 

Alternatively, Carlson, Shan and Warusawitharana (2013) employed the fixed effects 

method to investigate the relationship between capital ratios and bank lending on the 

dataset from the US covering the period from 2001 to 2011. Although the 

researchers found that the effect of bank capital ratios (risk-adjusted tier 1 and total 

risk-adjusted capital ratios) on bank credit was significant and positive over the 

period of the recent global financial crisis and immediately afterwards, it was not 

significant over other years before the crisis. The study also established that bank 

lending elasticity in relation to capital ratios became higher when capital ratios were 

relatively lower, which implied that the impact of capital ratios on bank lending was 

nonlinear. Therefore, Carlson et al. (2013) concluded that adjusting capital 
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requirements when the banking industry was facing financial distress could influence 

their ability to lend, but adjusting them during normal times might not affect their 

lending behaviour. 

 

Furthermore, Fratzscher et al. (2016) determined the role played by bank regulation 

in credit provision after the great global financial crisis using the difference-in-

difference method and the dataset from 50 economies of advanced and emerging 

market nations, ranging from 2003 to 2013. The study discovered that bank capital 

regulations did not affect the growth rate of bank lending. A similar finding was 

obtained by Sum (2016) regarding the impact of overall capital on the growth rate of 

bank credit in 27 EU economies over the period 2005-2014, using cross-sectional 

model techniques. 

 

Interested in the nexus between macroprudential and monetary policy shocks and 

financial stability, Greenwood-Nimmo and Tarassow (2016) estimated the sign 

restricted VAR model on the dataset from the US, from 1960 to 2007. The study 

determined that macroprudential policy shock impacted bank credit to GDP only in 

the short-run, but had no significant effect on the share of business loans to internal 

funds. Therefore, Greenwood-Nimmo and Tarassow (2016) concluded that the effect 

of the macroprudential policy on bank lending growth when considered alone was 

likely to be ambiguous. 

 

Zhang and Zoli (2016) also established that the effect of non-housing related 

macroprudential policies on bank lending growth was not significant in the context of 

13 Asian countries and 33 other countries during the period spanning 2000 to 2013, 

using the estimation method of GMM. Thus, the study highlighted that these 

macroprudential policy instruments were ineffective in controlling bank lending 

growth inside and outside of the Asian region. 

 

Alternatively, Deli and Hasan (2017) investigated the real impact of bank regulation 

on bank credit in 125 economies across the world during the period 1998-2011, using 

the GMM estimator. The study established that the stringency of capital regulations, 
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especially the components preventing the use of borrowed funds and other assets 

rather than cash or government securities as capital, resulted in a weak and negative 

effect on the growth rate of bank credit. However, that impact was no longer apparent 

when banks accumulated more capital as buffers. As a result, the researchers 

recommended that, within a policy mix, capital stringency could be increased but 

focusing on reducing risk-taking behaviour of banks while they were awarded more 

freedom in terms of using other assets as part of their capital. 

 

Moreover, Merrouche and Nier (2017) found that banking activity restrictions and 

bank capital regulations did not influence bank lending in 22 OECD countries 

between 1999 and 2007, using the fixed and random effects models. Concerning the 

finding on capital regulations, the study highlighted that it supported the notion that 

capital regulation in isolation could not prevent the increasing dependence on 

wholesale funding and its related liquidity risks during the period preceding the recent 

global financial crisis. Ibrahim and Rizvi (2018) also obtained comparable findings 

regarding the effect of banking activity restrictions and bank capital regulations on the 

growth rate of Islamic bank loans in 10 economies with dual banking systems of 

Islamic and conventional banks during the period from 2005 to 2012, using the 

random effects model. 

 

While Carreras et al. (2018) established that concentration, foreign currency lending 

and interbank exposure limits managed to curb bank lending to households in 19 

OECD countries, with data spanning 2000 to 2015, they found the effect of the same 

macroprudential policy instruments to be insignificant in some of the estimated 

cointegration equations. The same ambiguity was observed by Ibrahim (2019), but 

regarding the effect of bank capital regulations on bank credit growth in 13 

economies with both Islamic and conventional banking systems between 2000 and 

2014, using the GMM estimation technique. The study discovered that smaller banks 

cut back the provision of loans when facing tighter bank capital regulations, but this 

effect disappeared or was reversed in the case of larger banks. Thus, Ibrahim (2019) 

discouraged a blanket adoption of capital requirements for Islamic banks. 
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Finally, Kim and Katchova (2020), who examined how the introduction of the Basel III 

bank regulations affected bank credit towards the agricultural sector in the US 

between 2008 and 2017, found that although such regulations led to a decline in the 

growth rates of agricultural bank credit, they resulted in increased volumes of bank 

lending towards the agricultural sector. Therefore, the study recommended that 

policymakers should find ways to use regulation to motivate banks to be resilient so 

that they could maintain the provision of liquidity needed by farmers. 

 

Table 3.3 presents a summary of the discussed empirical studies in support of the 

insignificant or inconclusive effect of bank regulatory measures on bank lending. 



109 

 

 

 

 

Table 3.3 Empirical studies in support of the insignificant or inconclusive effect of bank regulation on bank lending 

Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

Barth et al. 

(2004) 

Bank regulation and 

supervision: What 

works best? 

107 countries 

(1997-1999) 

Ordinary least 

squares, 

Generalised 

method of 

moments 

Bank credit to 

the private 

sector as a 

share of GDP 

Capital regulatory 

index 

Insignificant 

Entry barrier 

index 

Insignificant 

Cottarelli et 

al. (2005) 

Early birds, late risers, 

and sleeping beauties: 

Bank credit growth to 

the private sector in 

Central and Eastern 

Europe and in the 

Balkans 

24 non-transition 

developing and 

industrialised 

countries (1973-

1996) 

Random effects Bank credit to 

the private 

sector as a 

share of GDP 

Entry barrier 

index 

Insignificant 

Carlson et al. 

(2013) 

Capital ratios and bank 

lending: A matched 

bank approach 

United States 

(2001-2011) 

Fixed effects Loan growth Risk-adjusted tier 

1 capital ratio 

Inconclusive 

 

Total risk-

adjusted capital 

ratio 

Inconclusive 

 

Fratzscher et 

al. (2016) 

Credit provision and 

banking stability after 

the Great Financial 

Crisis: The role of bank 

regulation and the 

quality of governance 

50 advanced and 

emerging market 

economies (2003-

2013) 

Difference-in-

difference 

Growth rate of 

domestic credit 

provided by 

banks to the 

private sector 

Capital regulation 

index 

Insignificant 
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Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

Greenwood-

Nimmo and 

Tarassow 

(2016) 

Monetary shocks, 

macroprudential 

shocks and financial 

stability 

United States 

(1960-2007) 

Sign restricted 

vector 

autoregression 

Credit to GDP, 

Real credit to 

non-financial 

corporate 

businesses 

Macroprudential 

shock 

Inconclusive 

Sum (2016) Banking regulation and 

bank lending in the EU 

27 EU countries 

(2005-2014) 

Cross-sectional 

model 

Growth rate of 

bank gross 

loans 

Overall capital 

regulatory index 

Insignificant 

Zhang and 

Zoli (2016) 

Leaning against the 

wind: Macroprudential 

policy in Asia 

13 Asian 

economies and 

33 other 

economies (2000-

2013) 

Generalised 

method of 

moments 

Credit growth Non-housing 

related 

macroprudential 

policy index 

Insignificant 

Deli and 

Hasan (2017) 

Real effects of bank 

capital regulations: 

Global evidence 

125 countries 

(1998-2011) 

Generalised 

method of 

moments 

Growth in 

gross loans by 

banks 

Capital regulation 

index 

Inconclusive 

Merrouche 

and Nier 

(2017) 

Capital inflows, 

monetary policy, and 

financial imbalances 

22 OECD 

countries (1999-

2007) 

Fixed effects, 

Random effects 

Private credit 

by deposit 

money banks 

as a share of 

bank deposits 

Activity restriction 

index 

Insignificant 

Capital regulation 

index 

Insignificant 

Carreras et 

al. (2018) 

Assessing 

macroprudential tools 

19 OECD 

countries (2000-

Panel vector 

error-correction, 

Real 

household 

Concentration 

limits 

Inconclusive 
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Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 

Dependent 

variable 

Measure(s) of 

bank regulation 
Effect 

in OECD countries 

within a cointegration 

framework 

2015) Pooled fully-

modified ordinary 

least squares, 

Seemingly 

unrelated 

regressions 

credit Limits on foreign 

currency lending 

Inconclusive 

Limits on 

interbank 

exposures 

Inconclusive 

Ibrahim and 

Rizvi (2018) 

Bank lending, deposits 

and risk-taking in times 

of crisis: A panel 

analysis of Islamic and 

conventional banks 

10 dual-banking 

countries (2005-

2012) 

Random effects Growth in 

gross loans by 

banks 

Activity restriction 

index  

Insignificant 

(for Islamic 

banks) 

Capital regulation 

index 

Insignificant 

(for Islamic 

banks) 

Ibrahim 

(2019) 

Capital regulation and 

Islamic banking 

performance: Panel 

evidences 

13 dual-banking 

countries (2000-

2014) 

Generalised 

method of 

moments 

Growth rate of 

gross loans by 

banks 

Capital regulation 

index 

Inconclusive 

Kim and 

Katchova 

(2020) 

Impact of the Basel III 

bank regulation on US 

agricultural lending 

United States 

(2008–2017) 

Ordinary least 

squares 

Agricultural 

loan growth 

and volume 

Post-Basel III 

regulation 

period 

Inconclusive 

Source: Own compilation. 
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3.3.4 Empirical Studies Modelling a Causal Relationship Between Bank 

Regulation and Bank Lending 

This section reviews the empirical evidence on the causal relationship between bank 

regulation and bank lending, which is very limited and has focused only on bank 

capital and its symmetric causal effect on bank credit. For example, the study by 

Aiyar et al. (2016) carried out further investigations to test for the possible existence 

of reverse causality from bank lending to bank regulation in the UK over the period 

from 1998 to 2007. The results from the estimated panel VAR model showed that 

while a positive shock to bank capital ratio impacted negatively on bank lending 

growth, the one to bank lending growth had no significant impact on bank capital 

ratio. As a result, the study concluded that there was no Granger causality running 

from bank lending growth to capital requirements, but only a unidirectional causality 

existed running from capital requirements to bank lending. 

 

Furthermore, Oyebowale (2020), when examining the factors influencing bank credit 

in Nigeria over the period 1961-2016, also analysed the existence of Granger 

causality between bank capital growth and the growth rate in aggregate bank loans 

and advances. The study found no evidence of Granger causality between the two 

measures from the Wald (1943) test results. Hence, Oyebowale (2020) concluded 

that the Nigerian banks seemed to accumulate more capital, not to enhance their 

lending ability, but just to adhere to the requirements of the regulator. 

 

Table 3.4 provides a summary of these empirical studies modelling the causal 

linkage between bank regulation and bank lending. 
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Table 3.4 Empirical Studies Modelling a Causal Relationship Between Bank Regulation and Bank Lending 

Author(s) Title of the study 
Region/countries 

(period) 

Method of 

analysis 
Direction of Causality 

Aiyar et al. 

(2016) 

How does credit supply respond 

to monetary policy and bank 

minimum capital requirements? 

United Kingdom 

(1998-2007) 

Panel vector 

autoregression 

Unidirectional causality from capital 

requirement ratio to bank lending 

Oyebowale 

(2020) 

Determinants of bank lending in 

Nigeria 

Nigeria (1961-

2016) 

Granger causality 

Wald test 

No causality between growth in bank 

capital and growth in aggregate bank 

loans and advances 

Source: Own compilation. 
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3.4 Critique of the Existing Literature on Bank Regulation and Bank Lending 

The reviewed theoretical and empirical literature on the relationship between bank 

regulation and bank credit is inconclusive. It shows that bank regulation can have a 

positive, negative or insignificant impact on bank lending. The existing empirical 

evidence also varies depending on the type of variables used to capture bank 

regulation as well as the sample datasets, methodologies, and control variables 

employed during the estimations of the model. 

 

Additionally, the empirical studies examining the existence of asymmetric and 

threshold effects of bank regulatory measures on bank lending are almost non-

existent8. Given that the reviewed theoretical literature indicated that bank regulation 

involved both benefits and costs, there is a possibility that its impact on bank credit 

could be asymmetric or nonlinear, depending on whether the benefits derived from 

the adoption of higher standards of bank regulation offset the costs. Therefore, it is 

imperative to determine empirically whether asymmetric and threshold effects of bank 

regulatory measures exist. 

 

Lastly, although the empirical studies assessing the direction of causality between 

bank regulation and bank credit are limited and point to different directions, they 

focus only on symmetric causal effects between bank credit and bank capital. Given 

that the economic literature predicts that a two-way interplay between bank 

regulation and bank lending could exist and that positive and negative shocks to 

bank regulation or lending are not anticipated to yield the same effect, more 

empirical studies are needed to establish whether the bidirectional symmetric and 

asymmetric causality between bank regulation and bank credit could be supported. 

 

 
8 Neyapti and Dincer (2014) tested the claim that too much regulation can hinder banking performance 
but proxied it by deposits, investments and nonperforming loans, while Li et al. (2019) studied the 
nonlinear effects of the stringency of bank regulation but on the seasoned equity offerings 
announcements. 
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3.5 Conclusion 

This chapter reviewed both the theoretical and empirical literature on the nexus 

between bank regulation and bank lending. It began by providing the conceptual 

definition of bank regulation, which in accordance with Loevinger (1966), Llewellyn 

(1999), as well as Schooner and Taylor (2010), is understood to mean specific laws, 

rules, or orders by government delegated authorities aimed at controlling the 

economic behaviour of banks. It further discussed the debates surrounding the broad 

theories of bank regulation, namely, the public interest theory and the private interest 

theory. For the public interest theory, bank regulation is provided as a protection 

against market failures brought by factors such as asymmetric information, 

externalities and monopolies (Hendrickson & Nichols, 2001). However, the private 

interest theory asserts that bank regulation tends to promote the interests of certain 

groups. This is either because the regulator has been captured by those who are 

supposed to be regulated or its establishment has been influenced by special interest 

groups who want to control its activities (Moosa, 2015). 

 

Moreover, the chapter highlighted that bank regulation can follow different 

approaches. It can either be awarded at the discretion of government authorities or 

with certainty based on clearly defined rules (Baltensperger & Dermine, 1986). 

Alternatively, it can be based on either the control of the volume of bank lending or its 

quality  (Goldenweiser, 1936; Dunkman, 1933). The delivery of bank regulation can 

be also concerned with either shielding the banking system against banking crises or 

controlling the amount of risk-taking assumed by banks (Niehans, 1983; 

Baltensperger & Dermine, 1986). In addition, the various measures of bank 

regulation were identified and described including minimum reserve requirements, 

lender of last resort policies, public subsidies and guarantees, deposit insurance 

systems, entry barriers, restrictions on the mixing of banking and commerce, banking 

activity restrictions, capital and liquidity regulatory requirements as well as 

macroprudential policies. 

 

Furthermore, the chapter discussed the theoretical link between bank regulation and 

bank lending as well as the related empirical evidence. On the one hand, the theory 
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generally shows that although bank regulation has both costs and benefits, its effect 

on bank credit is ambiguous. This was supported by the empirical studies that 

analysed the effect of various bank regulatory measures on bank lending. On the 

other hand, economic theory postulated that bank regulation, as part of formal 

institutions, can be influenced by the trends in bank credit. This implies that bi-

directional causality is expected to exist between bank regulation and bank lending 

(Patrick, 1966). The empirical literature, though limited, provided mixed findings 

regarding the causal linkage between bank regulation and bank credit. 

 

From the issues reviewed in this chapter, it can be concluded that there is no clear-

cut finding on the effect of bank regulatory measures on bank lending. It can range 

from positive to negative, and be insignificant at times, depending on the type of bank 

regulatory measures, sample datasets, methodologies, and control variables 

employed. Additionally, there is a lack of empirical studies analysing the asymmetric 

and threshold effects of bank regulatory measures on bank credit despite the 

theoretical literature highlighting that bank regulation involves both costs and 

benefits. Finally, there is a need for more empirical studies evaluating the symmetric 

and asymmetric causal effects between various bank regulatory measures and 

bank lending as the existing empirical evidence is scarce and points to different 

directions. Thus, the next chapter discusses the estimation techniques and data 

sources of variables used in this study to empirically examine the nature of the nexus 

between bank regulation and bank credit over time in the SSA region.  
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CHAPTER 4 

EMPIRICAL MODEL SPECIFICATION AND ESTIMATION 

TECHNIQUES 

4.1 Introduction 

The main aim of this chapter is to discuss empirical model specifications and 

econometric estimation techniques used in this study. The chapter is divided into 

seven sections. Following the introduction, Section 4.2 presents the analytical 

framework indicating channels through which bank regulation and bank lending can 

affect each other, and how other macroeconomic and institutional factors can 

influence this relationship. Section 4.3 provides the empirical models on which the 

impact of bank regulation (and its interaction with bank supervision) on bank lending 

is determined. It also presents the dynamic panel ADRL models for analysing the 

long-run and short-run symmetric as well as asymmetric effects of bank regulation on 

bank lending. These models are estimated through the dynamic CCE estimator, 

which accounts for endogeneity and error cross-sectional dependence. The section 

also discusses the dynamic PTR model that is estimated using the GMM technique to 

investigate the threshold effects of bank regulatory measures on bank credit. Section 

4.4 presents empirical models on the causal relationship between bank regulation 

and bank lending. It specifies the error correction-based panel Granger causality 

models used to determine the long-run and short-run symmetric as well as 

asymmetric causal relationship between bank regulation and bank lending. Section 

4.5 discusses other estimation techniques used in this study including cross-sectional 

dependence tests, followed by panel unit root tests, slope homogeneity tests, and 

then panel cointegration tests. Section 4.6 discusses the data sources and definitions 

of variables used in this study, while Section 4.7 concludes this chapter. 

 

4.2 Analytical Framework 

As discussed in Chapter 3, bank regulation can play a significant role within a credit 

market, which usually faces market failures such as asymmetric information, 
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externalities and monopolies (Hendrickson & Nichols, 2001; Diamond & Dybvig, 

1983; Stiglitz & Weiss, 1981). In line with Spong (2000) and Crockett (1996), bank 

regulation, firstly, can provide some measure of protection to depositors from losses 

they could incur owing to the excessive risk-taking behaviour of banks. Secondly, it 

can promote monetary and financial stability by encouraging banks to hold adequate 

liquidity and avert practices that could negatively affect depositors and disrupt the 

banking payment system. This could also help in limiting systemic risk to avoid the 

problem of contagion and shield governments against losses that could occur when 

bailing out banks that are too-big-to-fail. Lastly, bank regulation can facilitate the 

channelling of financial resources towards prudent investment projects, thereby 

enhancing bank development and economic growth. 

 

In the literature, several measures have been proposed to capture bank regulation. 

These measures include minimum reserve requirements, lender of last resort 

policies, public subsidies and guarantees, deposit insurance systems, entry barriers, 

restrictions on the mixing of banking and commerce, bank activity restrictions, capital 

and liquidity regulatory requirements and macroprudential policies (Cerutti et al., 

2017; Basel Committee on Banking Supervision, 2013, 2014; Barth et al., 2004; 

Spong, 2000; Baltensperger & Dermine, 1986; Clerc, 2008). 

 

When it comes to the relationship between the proposed bank regulatory measures 

and bank credit, the theoretical literature, as discussed in Section 3.2.5 of Chapter 3, 

showed that these measures came with costs and/or benefits when impacting bank 

lending. Furthermore, it indicated that the developments in bank lending could shape 

the direction of bank regulation. However, other macroeconomic factors (for example, 

interest rates, economic growth, inflation and capital flows) or institutional factors (for 

example, supervisory power, political factors and legal origin) could also influence the 

nexus between bank regulation and bank credit (see Merrouche & Nier, 2017; 

Djankov et al., 2007; Cottarelli et al., 2005; Barth et al., 2004). The channels through 

which these variables could affect each other are conceptualised as proposed in 

Figure 4.1. First, depending on whether the benefits of bank regulation outweigh the 

costs, its impact on bank lending could be modelled within a linear relationship. 
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Secondly, positive and negative shocks to bank regulation are not anticipated to yield 

the same effect on bank credit. Furthermore, increasing the stringency of bank 

regulation might at first promote bank lending, but if such stringency becomes too 

much, it could lead to a reduction in lending. On the other hand, when bank 

regulation is at first inadequate, bank lending could be discouraged, but when such 

regulation becomes adequate, bank lending could be promoted. Hence, the impact of 

bank regulation on bank credit could be nonlinear. Finally, as the developments in 

bank regulation and bank lending could influence each other, this relationship could 

be analysed within a causality framework. 

 

Figure 4.1 Analytical framework 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source: Own compilation. 

 

4.3 Model 1: Impact of Bank Regulation on Bank Lending 

This section provides the theoretical and empirical underpinnings of the models used 

to analyse the effect of bank regulation on bank lending. Section 4.3.1 discusses the 

general empirical specification of the first model to determine the impact of bank 

Bank 

regulation 

Bank 

lending 
Causality 

Macroeconomic 

factors: 

 

Interest rates 

Economic growth 

Inflation 

Capital flows 

etc. 

Institutional 

factors: 

 

Supervisory power 

Political factors 

Legal origin 

etc. 

 

Linear 

impact

Nonlinear 

impact



 

120 

 

 

 

 

regulation on bank credit. Section 4.3.2 presents the dynamic panel ARDL models 

employed to assess the symmetric and asymmetric long-run as well as short-run 

impact of bank regulation on bank lending, while Section 4.3.3 discusses the 

dynamic CCE technique used to estimate the panel ARDL models. Section 4.3.4 

presents the dynamic PTR model employed to analyse the threshold effects of bank 

regulatory measures on bank credit, while Section 4.3.5 discusses the associated 

linearity test and GMM estimation technique. 

 

4.3.1 General Empirical Specification of Model 1 

In the literature, bank credit is commonly proxied either by domestic bank credit to 

the private sector (see Revelo et al., 2020; Akinci & Olmstead-Rumsey, 2018; Cerutti 

et al., 2017; Merrouche & Nier, 2017; Fratzscher et al., 2016; Amidu, 2014; Cottarelli 

et al., 2005; Barth et al., 2004) or total bank loans (see Gómez et al., 2020; Hsieh & 

Lee, 2020; Klingelhöfer & Sun, 2019; Ibrahim & Rizvi, 2018; Sum, 2016; Košak et al., 

2015). Nevertheless, this study follows Barth et al. (2004), Cottarelli et al. (2005) as 

well as Merrouche and Nier (2017) by employing a more standard measure of bank 

credit given by bank lending to the private sector as a ratio of GDP, instead of bank 

lending to the private sector as a ratio of bank deposits or other measures. This 

chosen proxy effectively reflects the expansion of domestic private lending towards 

short-run and long-run investments as a share of individual country’s output. 

 

On the other hand, economic theory predicts that institutions affect economic 

performance measures since they shape the way societies interact (North, 1981, 

1990). As part of formal institutions, bank regulation is then expected to influence 

bank development through the provision of lending (Merrouche & Nier, 2017; Barth et 

al., 2004). In measuring bank regulation, the study employs the banking entry barrier, 

mixing of banking and commerce restriction, banking activity restriction and capital 

regulation stringency indices as proposed by Barth et al. (2004), as well as the 

macroprudential policy index as suggested by Cerutti et al. (2017). As highlighted in 

Chapter 3 Section 3.2.5, these bank regulatory measures are generally expected to 

either limit or promote bank credit. 
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Furthermore, the study incorporates institutional and macroeconomic control 

variables that are commonly found in the literature9 in its model specifications. Bank 

supervisory power is included as an institutional variable capturing the stringency of 

bank supervisory environment. Merrouche and Nier (2017) highlighted that bank 

supervisors with more power could have more ability to discipline banks, and this 

might minimise moral hazard problems ex-ante. Nonetheless, Barth et al. (2004) 

contended that, even though strong supervisory power could lower monitoring costs 

and motivate banks to engage in prudent lending, it might also limit prudent 

behaviour in credit delivery if supervisors could abuse their power and fail to enforce 

regulations. Therefore, bank supervisory power is anticipated to have an ambiguous 

impact on bank credit. Moreover, the strength of bank supervision might enhance or 

mitigate the effect of bank regulation on bank lending. 

 

The study also incorporates the log of real GDP, which is a proxy for economic 

growth, as one of the macroeconomic control variables. In line with Cottarelli et al. 

(2005), Djankov et al. (2007) as well as Yi et al. (2022), economies with relatively 

high-income levels normally have larger credit markets with higher degrees of 

financial deepening as a result of enjoying economies of scale in the organisation of 

the supporting institutions. Hence, a rise in real GDP (or economic growth) is 

expected to stimulate the demand for bank credit. 

 

Inflation is an additional macroeconomic control variable incorporated in the model 

specifications of this study as a proxy for macroeconomic stability. Higher rates of 

inflation are anticipated to prevent customers from obtaining new loans (Djankov et 

al., 2007). This could be expected since, during periods of high rates of inflation, 

banks are likely to hike interest rates, thereby resulting in a decline in the demand for 

bank lending (Adesina, 2019; Yi et al., 2022). However, according to Çatik and 

Karaçuka (2012), the way bank lending responds to developments in inflation may 

differ when the economy faces a low-inflation regime. For example, bank credit may 

rise even if inflation increases owing to the expectation that macroeconomic stability 

 
9 Other control variables are omitted due to patchy data availability in the selected SSA economies 
during the period under consideration. 
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would be maintained in a low-inflation environment. Thus, higher rates of inflation are 

expected to either have a negative or positive effect on bank credit. 

 

Lastly, current account balance as a share of GDP, which captures external 

imbalances or net capital flows, is included in the model estimations as one of the 

macroeconomic variables. In accordance with Merrouche and Nier (2017), increases 

in the current account deficits need to be met by net capital inflows, and this could 

improve the supply of domestic lending by banks. Therefore, current account balance 

as a share of GDP is expected to have a negative association with bank credit. 

 

Based on the preceding postulates, the relationship between bank lending and bank 

regulation (plus controls) is specified as Equation 4.1: 

 

𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝛽𝑖1𝑅𝑖,𝑡 + 𝛽𝑖2𝑆𝑖,𝑡 + 𝜷𝑖3
′ 𝑿𝑖,𝑡 + 𝜈𝑖,𝑡                                                                        (4.1) 

 

where 𝐿𝑖,𝑡 is a bank lending variable (bank credit to the private sector as a ratio of 

GDP) for a country 𝑖 at time period 𝑡; 𝑅𝑖,𝑡 a bank regulatory measure (banking entry 

barrier index, mixing of banking and commerce restriction index, banking activity 

restriction index, capital regulation stringency index or macroprudential index); 𝑆𝑖,𝑡 is 

bank supervisory power index; 𝑿𝑖,𝑡 is a vector of macroeconomic control variables 

(𝑌𝑖,𝑡 = real GDP, 𝜋𝑖,𝑡 = inflation, and 𝐶𝑖,𝑡 = current account balance as a share of 

GDP); 𝜇𝑖 represents country-specific fixed effects; 𝛺𝑡 is a time dummy; 𝛽𝑖1 and 𝛽𝑖2 

are scalars while 𝜷𝑖3 is a vector, reflecting coefficients (of the corresponding 

variables) to be estimated; 𝜈𝑖,𝑡 is an error term that is independently and normally 

distributed with mean zero and constant variance. 

 

To determine whether the bank supervisory environment enhances or mitigates the 

effect of bank regulation on bank credit, the study also modifies Equation 4.1 by 

incorporating the interaction term between each of the bank regulatory measures and 

bank supervisory power index (𝑅𝑖,𝑡 × 𝑆𝑖,𝑡) as: 
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𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝛽𝑖1𝑅𝑖,𝑡 + 𝛽𝑖2𝑆𝑖,𝑡 + 𝜷𝑖3
′ 𝑿𝑖,𝑡 + 𝛽𝑖4(𝑅𝑖,𝑡 × 𝑆𝑖,𝑡) + 𝜈𝑖,𝑡                                       (4.2) 

 

where 𝛽𝑖4 is the coefficient of the interaction term between bank regulatory measure 

and bank supervisory power index, and other variables are as specified before. The 

total effect of 𝑅𝑖,𝑡 on 𝐿𝑖,𝑡 comprising the direct and indirect effects can be derived as: 

 

𝜕𝐿𝑖,𝑡

𝜕𝑅𝑖,𝑡
|

𝑆𝑖,𝑡=�̅�𝑖,𝑡

= 𝛽𝑖1 + 𝛽𝑖4𝑆𝑖,𝑡                                                                                                               (4.3) 

 

where 𝑆�̅�,𝑡 is the mean value of 𝑆𝑖,𝑡, given by: 

 

𝑆�̅�,𝑡 = (𝑁𝑇)−1 ∑ ∑ 𝑆𝑖,𝑡

𝑁

𝑖=1

𝑇

𝑡=1

                                                                                                                   (4.4) 

 

Thus, the total effect of 𝑅𝑖,𝑡 on 𝐿𝑖,𝑡 is either directly captured through 𝛽𝑖1 or indirectly 

captured through 𝛽𝑖4𝑆�̅�,𝑡. Now, for 𝑆𝑖,𝑡 to mitigate or enhance the effect of 𝑅𝑖,𝑡 depends 

on 𝛽𝑖4 and the mean value of 𝑆𝑖,𝑡. For example, if 𝑆�̅�,𝑡 > 0 (as in Table 5.1) and 𝛽𝑖1 >

0, 𝑆𝑖,𝑡 will diminish the effect of 𝑅𝑖,𝑡 on 𝐿𝑖,𝑡 if 𝛽𝑖4 < 0 and enhance it, if 𝛽𝑖4 > 0. 

Similarly, if 𝑆�̅�,𝑡 > 0 and 𝛽𝑖1 < 0, 𝑆𝑖,𝑡 will aggravate the negative effect of 𝑅𝑖,𝑡 on 𝐿𝑖,𝑡, if 

𝛽𝑖4 < 0, and mitigate it, if 𝛽𝑖4 > 0. But the influence of 𝑆𝑖,𝑡 will be nil, if 𝛽𝑖4 = 0.  

Furthermore, the total effect of 𝑅𝑖,𝑡 on 𝐿𝑖,𝑡 will be positive, if i) 𝛽𝑖1 > 0 and 𝛽𝑖4 > 0, ii) 

|𝛽𝑖1| > |𝛽𝑖4𝑆�̅�,𝑡| and 𝛽𝑖1 > 0 and 𝛽𝑖4 < 0 or iii) |𝛽𝑖1| < |𝛽𝑖4𝑆�̅�,𝑡| and 𝛽𝑖1 < 0 and 𝛽𝑖4 > 0. 

On the other hand, the total effect of 𝑅𝑖,𝑡 on 𝐿𝑖,𝑡 will be negative, if i) 𝛽𝑖1 < 0 and 𝛽𝑖4 <

0, ii) |𝛽𝑖1| < |𝛽𝑖4𝑆�̅�,𝑡| and 𝛽𝑖1 > 0 and 𝛽𝑖4 < 0 or iii) |𝛽𝑖1| > |𝛽𝑖4𝑆�̅�,𝑡| and 𝛽𝑖1 < 0 and 

𝛽𝑖4 > 0. The same analogy applies on the effect of 𝑆𝑖,𝑡 on 𝐿𝑖,𝑡. 

 

4.3.2 Model 1(a): Panel Autoregressive Distributed Lag (ARDL) 

The study estimates both the linear (or symmetric) and nonlinear (or asymmetric) 

dynamic panel ARDL models to assess the effect of bank regulation and its 

interaction with bank supervision on bank lending in the long and short run. It first 



 

124 

 

 

 

 

specifies the symmetric dynamic panel ARDL models analysing the linear impact of 

bank regulation on bank credit. It then presents the asymmetric dynamic panel ARDL 

models to investigate the nonlinear response of bank lending to bank regulation. 

 

Linear (or Symmetric) Panel ARDL 

To determine the effect of bank regulation and its interaction with bank supervision 

on bank lending from Equations 4.1 and 4.2, the study first specifies the dynamic 

panel ARDL models based on Pesaran, Shin and Smith (1999) as Equations 4.5 and 

4.6, respectively: 

 

𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + ∑ 𝜋𝑖𝑗𝐿𝑖,𝑡−𝑗

𝑝

𝑗=1

+ ∑ 𝜚𝑖𝑗𝑅𝑖,𝑡−𝑗

𝑞

𝑗=0

+ ∑ 𝜓𝑖𝑗𝑆𝑖,𝑡−𝑗

𝑟

𝑗=0

+ ∑ 𝜻𝑖𝑗
′ 𝑿𝑖,𝑡−𝑗

𝑠

𝑗=0

+ 𝜀𝑖,𝑡             (4.5) 

 

𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + ∑ 𝜋𝑖𝑗𝐿𝑖,𝑡−𝑗

𝑝

𝑗=1

+ ∑ 𝜚𝑖𝑗𝑅𝑖,𝑡−𝑗

𝑞

𝑗=0

+ ∑ 𝜓𝑖𝑗𝑆𝑖,𝑡−𝑗

𝑟

𝑗=0

+ ∑ 𝜻𝑖𝑗
′ 𝑿𝑖,𝑡−𝑗

𝑠

𝑗=0

+ ∑ 𝜏𝑖𝑗(𝑅𝑖,𝑡−𝑗 × 𝑆𝑖,𝑡−𝑗)

𝑢

𝑗=0

+ 𝜀𝑖,𝑡                                                                              (4.6) 

 

where 𝜋𝑖𝑗, 𝜚𝑖𝑗, 𝜓𝑖𝑗, and 𝜏𝑖𝑗 are scalars capturing the coefficients of the lagged 

dependent variable, bank regulatory measure, bank supervisory power and the 

interaction term between bank regulatory measure and bank supervisory power, 

respectively; 𝜻𝑖𝑗 is a vector of coefficients for macroeconomic control variables; 𝜀𝑖,𝑡 is 

a white noise error term; 𝑝, 𝑞, 𝑟, 𝑠, and 𝑢 are the optimal lag lengths. All other 

variables are as specified before. 

 

The lag structures of Equations 4.5 and 4.6 are based on the most common choice of 

the optimal lags using the Schwarz (1978) information criterion (SIC) after estimating 

the unrestricted ARDL model for each cross-sectional unit. This technique is found to 

be as valid as the Akaike (1974) information criterion (AIC) for optimal model 

selection (Wang & Liu, 2006; Kuha, 2004). However, Pesaran et al. (1999) indicate 

that the common lag structure can still be imposed on the model when the dataset 
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has limited observations. Thus, this approach is followed when the most chosen lag 

order results in a significant loss of degrees of freedom given the relatively small 

sample size employed in this study. 

 

Furthermore, the reparameterisation of Equations 4.5 and 4.6, reflecting error 

correction in the presence of cointegration, are presented as Equations 4.7 and 4.8, 

respectively: 

 

∆𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝜙𝑖𝐸𝐶𝑇𝑖,𝑡−1 + ∑ 𝛼𝑖𝑗∆𝐿𝑖,𝑡−𝑗

𝑝−1

𝑗=1

+ ∑ 𝛿𝑖𝑗∆𝑅𝑖,𝑡−𝑗

𝑞−1

𝑗=0

+ ∑ 𝜑𝑖𝑗∆𝑆𝑖,𝑡−𝑗

𝑟−1

𝑗=0

+ ∑ 𝝀𝑖𝑗
′ ∆𝑿𝑖,𝑡−𝑗

𝑠−1

𝑗=0

+ 𝜀𝑖,𝑡                                                                                             (4.7) 

 

∆𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝜙𝑖𝐸𝐶𝑇𝑖,𝑡−1 + ∑ 𝛼𝑖𝑗∆𝐿𝑖,𝑡−𝑗

𝑝−1

𝑗=1

+ ∑ 𝛿𝑖𝑗∆𝑅𝑖,𝑡−𝑗

𝑞−1

𝑗=0

+ ∑ 𝜑𝑖𝑗∆𝑆𝑖,𝑡−𝑗

𝑟−1

𝑗=0

+ ∑ 𝝀𝑖𝑗
′ ∆𝑿𝑖,𝑡−𝑗

𝑠−1

𝑗=0

+ ∑ 𝜗𝑖𝑗∆(𝑅𝑖,𝑡−𝑗 × 𝑆𝑖,𝑡−𝑗)

𝑢−1

𝑗=0

+ 𝜀𝑖,𝑡                                        (4.8) 

 

where ∆ is a first difference operator; 𝛼𝑖𝑗, 𝛿𝑖𝑗, 𝜑𝑖𝑗 and 𝜗𝑖𝑗 are scalars capturing the 

coefficients of the lagged dependent variable, bank regulatory measure, bank 

supervisory power and the interaction term between bank regulatory measure and 

bank supervisory power, respectively; 𝝀𝑖𝑗 is a vector of coefficients for 

macroeconomic control variables; 𝜀𝑖,𝑡 is a white noise error term; 𝜙𝑖 captures the 

speed of adjustment towards a long-run equilibrium; and 𝐸𝐶𝑇𝑖,𝑡−1 represents the 

lagged error-correction term, indicating a long-run association between bank credit 

and bank regulation plus the control variables. All other variables are as specified 

before. Thus, the lagged error-correction term is specified as: 

 

𝐸𝐶𝑇𝑖,𝑡−1 = 𝐿𝑖,𝑡−1 − �̂�′𝓧𝑖,𝑡−1                                                                                                            (4.9) 
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where 𝓧𝑖,𝑡 is a vector of regressors in the long-run specification similar to Equations 

4.1 and 4.2, while �̂� is a vector of their corresponding estimated coefficients. 

 

Nonlinear (or Asymmetric) Panel ARDL 

The study further employs the nonlinear (or asymmetric) dynamic panel ARDL model 

that was first proposed by Shin et al. (2014) for time series analysis and later applied 

in panel data analysis (see Mawejje & Odhiambo, 2022; Salisu & Isah, 2017). This 

model caters for the asymmetric response of bank credit to bank regulation, that is, 

positive and negative shocks to bank regulation are not anticipated to yield the same 

effect on bank credit. As a result, the asymmetric representations of Equations 4.1, 

4.2, 4.7 and 4.8, respectively, are indicated as: 

 

𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝛽𝑖1
+𝑅𝑖,𝑡

+ + 𝛽𝑖1
−𝑅𝑖,𝑡

− + 𝛽𝑖2𝑆𝑖,𝑡 + 𝜷𝑖3
′ 𝑿𝑖,𝑡 + 𝜈𝑖,𝑡                                                    (4.10) 

 

𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝛽𝑖1
+𝑅𝑖,𝑡

+ + 𝛽𝑖1
−𝑅𝑖,𝑡

− + 𝛽𝑖2𝑆𝑖,𝑡 + 𝜷𝑖3
′ 𝑿𝑖,𝑡 + 𝛽𝑖4(𝑅𝑖,𝑡 × 𝑆𝑖,𝑡) + 𝜈𝑖,𝑡                   (4.11) 

 

∆𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝜙𝑖𝐸𝐶𝑇𝑖,𝑡−1 + ∑ 𝛼𝑖𝑗∆𝐿𝑖,𝑡−𝑗

𝑝−1

𝑗=1

+ ∑(𝛿𝑖𝑗
+∆𝑅𝑖,𝑡−𝑗

+ + 𝛿𝑖𝑗
−∆𝑅𝑖,𝑡−𝑗

− )

𝑞−1

𝑗=0

+ ∑ 𝜑𝑖𝑗∆𝑆𝑖,𝑡−𝑗

𝑟−1

𝑗=0

+ ∑ 𝝀𝑖𝑗
′ ∆𝑿𝑖,𝑡−𝑗

𝑠−1

𝑗=0

+ 𝜀𝑖,𝑡                                                            (4.12) 

 

∆𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝜙𝑖𝐸𝐶𝑇𝑖,𝑡−1 + ∑ 𝛼𝑖𝑗∆𝐿𝑖,𝑡−𝑗

𝑝−1

𝑗=1

+ ∑(𝛿𝑖𝑗
+∆𝑅𝑖,𝑡−𝑗

+ + 𝛿𝑖𝑗
−∆𝑅𝑖,𝑡−𝑗

− )

𝑞−1

𝑗=0

+ ∑ 𝜑𝑖𝑗∆𝑆𝑖,𝑡−𝑗

𝑟−1

𝑗=0

+ ∑ 𝝀𝑖𝑗
′ ∆𝑿𝑖,𝑡−𝑗

𝑠−1

𝑗=0

+ ∑ 𝜗𝑖𝑗∆(𝑅𝑖,𝑡−𝑗 × 𝑆𝑖,𝑡−𝑗)

𝑢−1

𝑗=0

+ 𝜀𝑖,𝑡          (4.13) 

 

where 𝛽𝑖1
+ and 𝛽𝑖1

− are the long-run coefficients for positive (𝑅𝑖,𝑡
+ ) and negative (𝑅𝑖,𝑡

− ) 

shocks of a bank regulatory measure, respectively, while 𝛿𝑖𝑗
+ and 𝛿𝑖𝑗

− are the 

corresponding short-run coefficients (and all other variables are as explained 
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before)10. These shocks are theoretically considered to be positive and negative 

partial sum decompositions of changes in bank regulation, and are defined as 

Equations 4.14 and 4.15: 

 

𝑅𝑖,𝑡
+ = ∑ ∆𝑅𝑖𝑘

+

𝑡

𝑘=1

= ∑ max(∆𝑅𝑖𝑘
+ , 0)

𝑡

𝑘=1

                                                                                            (4.14) 

 

𝑅𝑖,𝑡
− = ∑ ∆𝑅𝑖𝑘

−

𝑡

𝑘=1

= ∑ min(∆𝑅𝑖𝑘
− , 0)

𝑡

𝑘=1

                                                                                             (4.15) 

 

The study follows a popular choice of zero for the threshold value (see Tiwari, 

Apergis & Olayeni, 2015; Granger & Yoon, 2002), which makes negative shocks of 

regulation to carry the concept of deregulation, while positive shocks imply more 

regulation. 

 

4.3.3 Common Correlated Effects (CCE) Estimation Technique for Model 1(a) 

The study then uses the dynamic CCE method of Chudik and Pesaran (2015) to 

estimate the specified symmetric and asymmetric dynamic panel ARDL models. This 

method extends the CCE technique proposed by Pesaran (2006) to dynamic panel 

data models with weakly exogenous regressors. It controls for endogeneity and 

cross-sectional dependence by including cross-sectional averages as well as their 

lags in its estimation (Ahmad et al., 2021; Ditzen, 2018). First, the symmetric long-run 

equations (Equations 4.1 and 4.2) are rewritten with common factors, as proposed by 

Pesaran (2006), as Equations 4.16 and 4.17: 

 

𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝛽𝑖1𝑅𝑖,𝑡 + 𝛽𝑖2𝑆𝑖,𝑡 + 𝜷𝑖3
′ 𝑿𝑖,𝑡 + ∑ 𝜔𝑖ℓ�̅�𝑡−ℓ

𝑝𝑇

ℓ=0

+ 𝜈𝑖,𝑡                                          (4.16) 

 

 
10 The interaction term (𝑅𝑖,𝑡 × 𝑆𝑖,𝑡) is specified as an aggregate series in Equations 4.11 and 4.13 to 

avoid loss of degrees of freedom owing to the relatively small sample size employed in the study. 
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𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝛽𝑖1𝑅𝑖,𝑡 + 𝛽𝑖2𝑆𝑖,𝑡 + 𝜷𝑖3
′ 𝑿𝑖,𝑡 + 𝛽𝑖4(𝑅𝑖,𝑡 × 𝑆𝑖,𝑡) + ∑ 𝜔𝑖ℓ�̅�𝑡−ℓ

𝑝𝑇

ℓ=0

+ 𝜈𝑖,𝑡          (4.17) 

 

where 𝜈𝑖,𝑡 is now a composite error term given by: 

 

𝜈𝑖,𝑡 = 𝜸𝑖
′𝐟𝑡 + 𝑒𝑖,𝑡                                                                                                                                (4.18) 

 

with 𝐟𝑡 is an 𝑚 × 1 vector of unobserved common factors; 𝜸𝑖 is the associated vector 

of parameters corresponding to the common factors; 𝑒𝑖,𝑡 is the country-specific 

independent and identically distributed error term; �̅�𝑡 = (�̅�𝑡, �̅�𝑡 , 𝑆�̅�, �̅�𝑡)′ under Equation 

4.16 or �̅�𝑡 = (�̅�𝑡, �̅�𝑡, 𝑆�̅�, �̅�𝑡, 𝑅𝑡 × 𝑆𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅)′ under Equation 4.17; 𝑝𝑇 is the number of lags; 𝜔’s 

are coefficients of lagged cross-sectional averages. All other variables are as 

specified before. 

 

The slope coefficients from Equations 4.16 and 4.17 are obtained either through the 

CCE mean group (CCEMG) estimator, which accounts for slope heterogeneity, or the 

CCE pooled (CCEP) estimator, which assumes slope homogeneity. Suppose 𝛽𝑖1, 𝛽𝑖2, 

and 𝜷𝑖3 under Equation 4.16 are stacked into 𝐛𝑖 = (𝛽𝑖1, 𝛽𝑖2, 𝜷𝑖3) or 𝛽𝑖1, 𝛽𝑖2, 𝜷𝑖3, and 

𝛽𝑖4 under Equation 4.17 are stacked into 𝐛𝑖 = (𝛽𝑖1, 𝛽𝑖2, 𝜷𝑖3, 𝛽𝑖4). Then the CCEMG 

estimator is given by a simple average of individual CCE estimators, �̂�𝑖, as Equation 

4.19: 

 

�̂�CCEMG =
1

𝑁
∑ �̂�𝑖

𝑁

𝑖=1

                                                                                                                           (4.19) 

 

Alternatively, the CCEP estimator is obtained through the pooling of observations 

over the cross-sectional units, such that the individual slope coefficients are assumed 

to be the same, and it is given by Equation 4.20: 

 

�̂�CCEP = (∑ 𝐖𝑖
′�̅�𝐖𝑖

𝑁

𝑖=1

)

−1

∑ 𝐖𝑖
′�̅�𝐋𝑖

𝑁

𝑖=1

                                                                                        (4.20) 
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where 𝐖𝑖 = (𝐰𝑖,1, 𝐰𝑖,2, … 𝐰𝑖,𝑇)′ with 𝐰𝑖,𝑡 = (𝑅𝑖,𝑡, 𝑆𝑖,𝑡, 𝑌𝑖,𝑡, 𝜋𝑖,𝑡, 𝐶𝑖,𝑡)′ under Equation 4.16 

or 𝐰𝑖,𝑡 = (𝑅𝑖,𝑡, 𝑆𝑖,𝑡, 𝑌𝑖,𝑡, 𝜋𝑖,𝑡, 𝐶𝑖,𝑡, 𝑅𝑖,𝑡 × 𝑆𝑖,𝑡)′ under Equation 4.17; 𝐋𝑖 = (𝐿𝑖,1, 𝐿𝑖,2, … 𝐿𝑖,𝑇)′; 

�̅� = 𝐈𝑇 − �̅�(�̅�′�̅�)−𝟏�̅� with �̅� = (𝛕𝑇 , �̅�), where 𝛕𝑇 is a 𝑇 × 1 vector of unity and �̅� is a 

𝑇 × (𝑘 + 1) matrix of observations on �̅�𝑡, with 𝑘 being the number of independent 

variables. All other variables are as specified before. 

 

Second, the symmetric error-correction models from Equations 4.7 and 4.8 are 

rewritten with common factors, in line with Holly, Pesaran and Yamagata (2010) as 

well as Mohammadi and Parvaresh (2014), as Equations 4.21 and 4.22, respectively: 

 

∆𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝜙𝑖𝐸𝐶𝑇𝑖,𝑡−1 + ∑ 𝛼𝑖𝑗∆𝐿𝑖,𝑡−𝑗

𝑝−1

𝑗=1

+ ∑ 𝛿𝑖𝑗∆𝑅𝑖,𝑡−𝑗

𝑞−1

𝑗=0

+ ∑ 𝜑𝑖𝑗∆𝑆𝑖,𝑡−𝑗

𝑟−1

𝑗=0

+ ∑ 𝝀𝑖𝑗
′ ∆𝑿𝑖,𝑡−𝑗

𝑠−1

𝑗=0

+ ∑ 𝜔𝑖ℓ�̅�𝑡−ℓ

𝑝𝑇

ℓ=0

+ 𝜀𝑖,𝑡                                                                (4.21) 

 

∆𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝜙𝑖𝐸𝐶𝑇𝑖,𝑡−1 + ∑ 𝛼𝑖𝑗∆𝐿𝑖,𝑡−𝑗

𝑝−1

𝑗=1

+ ∑ 𝛿𝑖𝑗∆𝑅𝑖,𝑡−𝑗

𝑞−1

𝑗=0

+ ∑ 𝜑𝑖𝑗∆𝑆𝑖,𝑡−𝑗

𝑟−1

𝑗=0

+ ∑ 𝝀𝑖𝑗
′ ∆𝑿𝑖,𝑡−𝑗

𝑠−1

𝑗=0

+ ∑ 𝜗𝑖𝑗∆(𝑅𝑖,𝑡−𝑗 × 𝑆𝑖,𝑡−𝑗)

𝑢−1

𝑗=0

+ ∑ 𝜔𝑖ℓ�̅�𝑡−ℓ

𝑝𝑇

ℓ=0

+ 𝜀𝑖,𝑡              (4.22) 

 

where 𝜀𝑖,𝑡 is now a composite error term similar to the one specified in Equation 4.18; 

�̅�𝑡 = (∆�̅�𝑡, ∆�̅�𝑡, ∆𝑆�̅�, ∆�̅�𝑡, 𝐸𝐶𝑇̅̅ ̅̅ ̅̅
𝑡−1)′ under Equation 4.21 or �̅�𝑡 =

(∆�̅�𝑡, ∆�̅�𝑡, ∆𝑆�̅�, ∆�̅�𝑡, ∆(𝑅𝑡 × 𝑆𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅), 𝐸𝐶𝑇̅̅ ̅̅ ̅̅

𝑡−1)′ under Equation 4.22, with  𝐸𝐶𝑇̅̅ ̅̅ ̅̅
𝑡−1 being the 

equilibrium error. All other variables are as specified before. 

 

Furthermore, the asymmetric representations given by Equations 4.10 to 4.13 are 

also estimated using the dynamic CCE estimator, and they rewritten are as 

Equations 4.23 to 4.26, respectively: 
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𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝛽𝑖1
+𝑅𝑖,𝑡

+ + 𝛽𝑖1
−𝑅𝑖,𝑡

− + 𝛽𝑖2𝑆𝑖,𝑡 + 𝜷𝑖3
′ 𝑿𝑖,𝑡 + ∑ 𝜔𝑖ℓ�̅�𝑡−ℓ

𝑝𝑇

ℓ=0

+ 𝜈𝑖,𝑡                         (4.23) 

 

𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝛽𝑖1
+𝑅𝑖,𝑡

+ + 𝛽𝑖1
−𝑅𝑖,𝑡

− + 𝛽𝑖2𝑆𝑖,𝑡 + 𝜷𝑖3
′ 𝑿𝑖,𝑡 + 𝛽𝑖4(𝑅𝑖,𝑡 × 𝑆𝑖,𝑡) + ∑ 𝜔𝑖ℓ�̅�𝑡−ℓ

𝑝𝑇

ℓ=0

+ 𝜈𝑖,𝑡                                                                                                                         (4.24) 

 

∆𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝜙𝑖𝐸𝐶𝑇𝑖,𝑡−1 + ∑ 𝛼𝑖𝑗∆𝐿𝑖,𝑡−𝑗

𝑝−1

𝑗=1

+ ∑(𝛿𝑖𝑗
+∆𝑅𝑖,𝑡−𝑗

+ + 𝛿𝑖𝑗
−∆𝑅𝑖,𝑡−𝑗

− )

𝑞−1

𝑗=0

+ ∑ 𝜑𝑖𝑗∆𝑆𝑖,𝑡−𝑗

𝑟−1

𝑗=0

+ ∑ 𝝀𝑖𝑗
′ ∆𝑿𝑖,𝑡−𝑗

𝑠−1

𝑗=0

+ ∑ 𝜔𝑖ℓ�̅�𝑡−ℓ

𝑝𝑇

ℓ=0

+ 𝜀𝑖,𝑡                                 (4.25) 

 

∆𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝜙𝑖𝐸𝐶𝑇𝑖,𝑡−1 + ∑ 𝛼𝑖𝑗∆𝐿𝑖,𝑡−𝑗

𝑝−1

𝑗=1

+ ∑(𝛿𝑖𝑗
+∆𝑅𝑖,𝑡−𝑗

+ + 𝛿𝑖𝑗
−∆𝑅𝑖,𝑡−𝑗

− )

𝑞−1

𝑗=0

+ ∑ 𝜑𝑖𝑗∆𝑆𝑖,𝑡−𝑗

𝑟−1

𝑗=0

+ ∑ 𝝀𝑖𝑗
′ ∆𝑿𝑖,𝑡−𝑗

𝑠−1

𝑗=0

+ ∑ 𝜗𝑖𝑗∆(𝑅𝑖,𝑡−𝑗 × 𝑆𝑖,𝑡−𝑗)

𝑢−1

𝑗=0

+ ∑ 𝜔𝑖ℓ�̅�𝑡−ℓ

𝑝𝑇

ℓ=0

+ 𝜀𝑖,𝑡                                                                                                                          (4.26) 

 

where all the variables are as specified before. The Wald test is then employed to 

assess if asymmetric long-run and short-run responses of bank credit to changes in 

bank regulation exist. 

 

4.3.4 Model 1(b): Dynamic Panel Threshold Regression (PTR) 

This study further uses the dynamic PTR model to investigate the existence of 

distortionary effects of bank regulation stringency on bank credit when bank 

regulation is either ‘too stringent’ (or ‘too lenient’). This technique is more suitable 

than the threshold model of Hansen (1999), which can yield inconsistent coefficients 

when using it to estimate a dynamic model because of the endogeneity problem that 

arises from the correlation between the lagged dependent variable and the error 
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term. Instead, the dynamic PTR model of Kremer et al. (2013) is used, which follows 

the approach by Arellano and Bover (1995) of using the future orthogonal deviations 

transformation to remove individual effects and avoid serial correlation problem 

arising from taking first differences. Moreover, the dynamic PTR employs the GMM-

type estimators as recommended by Caner and Hansen (2004) and incorporates 

lagged values of the dependent variable as instruments in addressing the 

endogeneity problem. 

 

This study follows Kremer et al. (2013) and presents the two-regime dynamic PTR 

model, which is suitable for studies with relatively small sample sizes, to capture the 

nexus between bank regulation and bank credit as Equation 4.27: 

 

𝐿𝑖,𝑡 = 𝜇𝑖 + 𝛺𝑡 + 𝛽1
′𝒙𝑖,𝑡𝐼(𝑞𝑖,𝑡 ≤ 𝛾) + 𝛽2

′ 𝒙𝑖,𝑡𝐼(𝑞𝑖,𝑡 > 𝛾) + 𝜀𝑖,𝑡                                                 (4.27) 

 

where the threshold level 𝛾 is estimated as Equation 4.28: 

 

𝛾 =
argmin 𝑆𝑆𝑅(𝛾)

𝛾 ∈ [𝛾, 𝛾]                                                                                                                          (4.28) 

 

and 𝑆𝑆𝑅 represents the panel sum of squared residuals; 𝑖 = 1, … , 𝑁 signifies the 

country;  𝑡 = 1, … , 𝑇 indexes the time; 𝜇𝑖 is a set of country-specific fixed effects; 𝛺𝑡 is 

a time dummy variable; 𝛽 is a 𝑘-dimensional vector of coefficients to be estimated; 

𝜀𝑖,𝑡 is an independently and normally distributed disturbance term with mean zero and 

constant variance; 𝐼(∙) is the indicator function with the value of 1 if the given 

argument stands, and 0 otherwise, and represents the regime defined by the 

threshold variable (bank regulatory measure) 𝑞𝑖,𝑡 and the threshold level 𝛾; 𝐿𝑖,𝑡 is the 

dependent variable proxied by bank credit as a ratio of GDP; 𝒙𝑖,𝑡 is a 2𝑘-dimensional 

vector of independent variables, namely, bank regulatory measure (either banking 

entry barrier, mixing of banking and commerce restriction, banking activity restriction, 

capital regulation stringency or macroprudential policy index), control variables (𝑆𝑖,𝑡 = 

bank supervisory power, 𝑌𝑖,𝑡 = real GDP, 𝜋𝑖,𝑡 = inflation, and 𝐶𝑖,𝑡 = current account 
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balance as a ratio of GDP), 𝐿𝑖,𝑡−1 as a lagged value of the dependent variable, and 

other endogenous explanatory variables. The vector of independent regressors is 

divided into two major sub-components, namely, 𝑥1𝑖,𝑡 as a set of exogenous variables 

having no correlation with 𝜀𝑖,𝑡, and 𝑥2𝑖,𝑡 as a set of endogenous variables having 

correlation with 𝜀𝑖,𝑡. Additionally, the model should have an appropriate set of 𝑚 ≥ 𝑘 

instrumental variables 𝑧𝑖,𝑡 including 𝑥1𝑖,𝑡. 

 

4.3.5 Linearity Test and Generalised Method of Moments (GMM) Estimation 

Technique for Model 1(b) 

Prior to estimating Equation 4.27, the study employs the Fischer Lagrange Multiplier 

(LM) test from Colletaz and Hurlin (2006) to determine whether the null hypothesis of 

linearity holds. This test has better small-sample size properties over other 

asymptotic tests statistics that follow the 𝜒2 distribution. The Fischer LM test is then 

specified as Equation 4.29: 

 

𝐿𝑀𝐹 =
𝑁𝑇(𝑆𝑆𝑅0 − 𝑆𝑆𝑅1) 𝑚𝑘⁄

𝑆𝑆𝑅0 (𝑁𝑇 − 𝑁 − 𝑚𝑘)⁄
                                                                                                    (4.29) 

 

where 𝑆𝑆𝑅0 and 𝑆𝑆𝑅1 are the panel sum of squared residuals under the null 

hypothesis (linear panel model with individual effects) and the alternative hypothesis 

(dynamic PTR model), respectively, and all other variables are as explained earlier. 

𝐿𝑀𝐹 has an approximate 𝐹(𝑚𝑘, 𝑁𝑇 − 𝑁 − 𝑚𝑘) distribution. If the study rejects the null 

hypothesis, the dynamic PTR model given in Equation 4.27 is estimated. 

 

Following Kremer et al. (2013), the study uses the future orthogonal deviations 

transformation of Arellano and Bover (1995) to remove individual effects from 

Equation 4.24, with the disturbance term represented by Equation 4.30: 

 

𝜀𝑖,𝑡
∗ = √

𝑇 − 𝑡

𝑇 − 𝑡 + 1
[𝜀𝑖,𝑡 −

1

𝑇 − 𝑡
(𝜀𝑖,𝑡+1 + ⋯ + 𝜀𝑖,𝑇)]                                                                 (4.30) 
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Therefore, the disturbance terms are uncorrelated, that is: 

 

Var(𝜀𝑖) = 𝜎2𝐼𝑇 ⇒ Var(𝜀𝑖
∗) = 𝜎2𝐼𝑇−1                                                                                          (4.31) 

 

The study incorporates the lags of the dependent variable as instruments during the 

estimation of a reduced-form regression model for the endogenous variables. 

Equation 4.27 is then estimated using least squares for a fixed threshold 𝛾 whereby 

the predicted values from the reduced-form regression are used to replace the 

endogenous variables. Finally, the estimator of the threshold value 𝛾 that has the 

smallest sum of squared residuals is selected. After obtaining the 𝛾, the GMM is 

employed to determine the estimates of the slope coefficients. Given that the use of 

GMM requires 𝑁 >  𝑇  (Odhiambo, 2020), this study follows Osei and Kim (2020) 

and averages its data over three-year non-overlapping periods to eliminate cyclical 

fluctuations and assess the effect of bank regulation on bank credit in the longer 

horizon. It further restricts the maximum lags of instruments to two in line with Law, 

Ng, Kutan and Law (2021) to avoid the overfitting of instrumental variables. 

 

4.4 Model 2: Causality Between Bank Regulation and Bank Lending 

This section discusses the theoretical and empirical underpinnings of models 

adopted to determine the symmetric and asymmetric long-run and short-run causality 

between bank regulatory measures and bank lending. Section 4.4.1 presents the 

symmetric and asymmetric error correction-based panel Granger-causality models, 

while Section 4.4.2 discusses the estimation techniques for the panel causality 

models. 

 

4.4.1 Empirical Specification of Model 2 

The theoretical literature further indicates that a reverse causality can exist from 

institutions to economic performance indicators. This is plausible since economic 

development is required before laws and regulations can be properly instituted 

(Rosenberg & Birdzel, 1986). As a result, developments in bank lending, which is a 
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component of financial development, are expected to shape the direction of bank 

regulation. In accordance with Patrick (1966), bank regulation can cause bank 

lending at the early stages of financial development, but at later stages, bank 

regulation can follow developments in bank lending. Thus, this study employs the 

symmetric and asymmetric error correction-based panel Granger-causality models to 

investigate the direction of causality between bank regulation and bank lending. 

These models are capable of testing for both long-run and short-run causal 

relationships between bank regulation and bank credit11. 

 

Symmetric Error Correction-based Panel Granger Causality 

The direction of causality between bank lending and bank regulation is then 

determined within the error correction-based panel causality models specified as 

Equations 4.32 to 4.33: 

 

∆𝐿𝑖,𝑡 = 𝜇1𝑖 + 𝜙1𝑖𝐸𝐶𝑇1𝑖,𝑡−1 + ∑ 𝛼1𝑖𝑗∆𝐿𝑖,𝑡−𝑗

𝑝

𝑗=1

+ ∑ 𝛿1𝑖𝑗∆𝑅𝑖,𝑡−𝑗

𝑞

𝑗=1

+ 𝜀1𝑖,𝑡                                (4.32) 

 

∆𝑅𝑖,𝑡 = 𝜇2𝑖 + 𝜙2𝑖𝐸𝐶𝑇2𝑖,𝑡−1 + ∑ 𝛼2𝑖𝑗∆𝑅𝑖,𝑡−𝑗

𝑝

𝑗=1

+ ∑ 𝛿2𝑖𝑗∆𝐿𝑖,𝑡−𝑗

𝑞

𝑗=1

+ 𝜀2𝑖,𝑡                               (4.33) 

 

where 𝜇’s are country-specific intercepts; 𝛼’s and 𝛿’s are parameters to be estimated; 

𝜙’s are coefficients capturing the speed of adjustment; 𝐸𝐶𝑇𝑖,𝑡−1’s are error-correction 

terms; 𝜀’s are white noise error terms; 𝑝 and 𝑞 are the chosen lag lengths. All other 

variables are as specified before. 

 

Asymmetric Error Correction-based Panel Granger Causality 

In line with Hatemi-J (2012), Kouton (2019) as well as Asunka et al. (2020), this study 

further assesses the long-run and short-run asymmetric causal linkages between 

bank regulation and bank credit for combinations of (𝐿𝑖,𝑡
+ , 𝑅𝑖,𝑡

+ ), (𝐿𝑖,𝑡
− , 𝑅𝑖,𝑡

− ), (𝐿𝑖,𝑡
+ , 𝑅𝑖,𝑡

− ) 

 
11 The lack of sufficient frequency data on bank regulatory measures could not allow the use of 
Dumitrescu and Hurlin (2012) approach to panel causality. 
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and (𝐿𝑖,𝑡
− , 𝑅𝑖,𝑡

+ ). Their error-correction representations are provided by Equations 4.34 

to 4.41, respectively: 

 

∆𝐿𝑖,𝑡
+ = 𝜇1𝑖 + 𝜙1𝑖

+ 𝜉𝑖,𝑡−1
+ + ∑ 𝛼1𝑖𝑗

+ ∆𝐿𝑖,𝑡−𝑗
+

𝑝

𝑗=1

+ ∑ 𝛿1𝑖𝑗
+ ∆𝑅𝑖,𝑡−𝑗

+

𝑞

𝑗=1

+ 𝜀1𝑖,𝑡                                        (4.34) 

 

∆𝑅𝑖,𝑡
+ = 𝜇2𝑖 + 𝜙2𝑖

+ 𝜉𝑖,𝑡−1
+ + ∑ 𝛼2𝑖𝑗

+ ∆𝑅𝑖,𝑡−𝑗
+

𝑝

𝑗=1

+ ∑ 𝛿2𝑖𝑗
+ ∆𝐿𝑖,𝑡−𝑗

+

𝑞

𝑗=1

+ 𝜀2𝑖,𝑡                                       (4.35) 

 

∆𝐿𝑖,𝑡
− = 𝜇3𝑖 + 𝜙3𝑖

− 𝜉𝑖,𝑡−1
− + ∑ 𝛼3𝑖𝑗

− ∆𝐿𝑖,𝑡−𝑗
−

𝑝

𝑗=1

+ ∑ 𝛿3𝑖𝑗
− ∆𝑅𝑖,𝑡−𝑗

−

𝑞

𝑗=1

+ 𝜀3𝑖,𝑡                                       (4.36) 

 

∆𝑅𝑖,𝑡
− = 𝜇4𝑖 + 𝜙4𝑖

− 𝜉𝑖,𝑡−1
− + ∑ 𝛼4𝑖𝑗

− ∆𝑅𝑖,𝑡−𝑗
−

𝑝

𝑗=1

+ ∑ 𝛿4𝑖𝑗
− ∆𝐿𝑖,𝑡−𝑗

−

𝑞

𝑗=1

+ 𝜀4𝑖,𝑡                                       (4.37) 

 

∆𝐿𝑖,𝑡
+ = 𝜇5𝑖 + 𝜙5𝑖

+ 𝜉𝑖,𝑡−1
+ + ∑ 𝛼5𝑖𝑗

+ ∆𝐿𝑖,𝑡−𝑗
+

𝑝

𝑗=1

+ ∑ 𝛿5𝑖𝑗
− ∆𝑅𝑖,𝑡−𝑗

−

𝑞

𝑗=1

+ 𝜀5𝑖,𝑡                                       (4.38) 

 

∆𝑅𝑖,𝑡
− = 𝜇6𝑖 + 𝜙6𝑖

− 𝜉𝑖,𝑡−1
− + ∑ 𝛼6𝑖𝑗

− ∆𝑅𝑖,𝑡−𝑗
−

𝑝

𝑗=1

+ ∑ 𝛿6𝑖𝑗
+ ∆𝐿𝑖,𝑡−𝑗

+

𝑞

𝑗=1

+ 𝜀6𝑖,𝑡                                       (4.39) 

 

∆𝐿𝑖,𝑡
− = 𝜇7𝑖 + 𝜙7𝑖

− 𝜉𝑖,𝑡−1
− + ∑ 𝛼7𝑖𝑗

− ∆𝐿𝑖,𝑡−𝑗
−

𝑝

𝑗=1

+ ∑ 𝛿7𝑖𝑗
+ ∆𝑅𝑖,𝑡−𝑗

+

𝑞

𝑗=1

+ 𝜀7𝑖,𝑡                                       (4.40) 

 

∆𝑅𝑖,𝑡
+ = 𝜇8𝑖 + 𝜙8𝑖

+ 𝜉𝑖,𝑡−1
+ + ∑ 𝛼8𝑖𝑗

+ ∆𝑅𝑖,𝑡−𝑗
+

𝑝

𝑗=1

+ ∑ 𝛿8𝑖𝑗
− ∆𝐿𝑖,𝑡−𝑗

−

𝑞

𝑗=1

+ 𝜀8𝑖,𝑡                                       (4.41) 

 

where: 
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𝐿𝑖,𝑡
+ = ∑ ∆𝐿𝑖𝑘

+

𝑡

𝑘=1

= ∑ max(∆𝐿𝑖𝑘
+ , 0)

𝑡

𝑘=1

                                                                                             (4.42) 

 

𝐿𝑖,𝑡
− = ∑ ∆𝐿𝑖𝑘

−

𝑡

𝑘=1

= ∑ min(∆𝐿𝑖𝑘
− , 0)

𝑡

𝑘=1

                                                                                              (4.43) 

 

𝑅𝑖,𝑡
+ = ∑ ∆𝑅𝑖𝑘

+

𝑡

𝑘=1

= ∑ max(∆𝑅𝑖𝑘
+ , 0)

𝑡

𝑘=1

                                                                                            (4.44) 

 

𝑅𝑖,𝑡
− = ∑ ∆𝑅𝑖𝑘

−

𝑡

𝑘=1

= ∑ min(∆𝑅𝑖𝑘
− , 0)

𝑡

𝑘=1

                                                                                             (4.45) 

 

and 𝜇𝑖’s are country-fixed effects; 𝛼𝑖𝑗 ’s and 𝛿𝑖𝑗’s are coefficients to be estimated; 

𝜉𝑖,𝑡−1’s are the error-correction terms capturing the long-run equilibrium within each 

model. All other variables are as specified before.  

 

4.4.2 Estimation Techniques for Model 2 

This study employs the panel error correction method to estimate the long-run and 

short-run symmetric as well as asymmetric causal linkages between bank regulation 

and bank credit. First, after estimating Equations 4.32 to 4.33, the symmetric short-

run causality between bank regulation and bank lending exists if the null hypotheses 

that each 𝛿 = 0 is rejected, using the Wald test, while the symmetric long-run 

causality exists if the null hypotheses that each 𝜙 = 0 in those equations is rejected 

(Odhiambo, 2017, 2021). However, if there is no cointegration between bank 

regulation and bank lending, only the symmetric short-run causality results are 

estimated. 

 

Second, following the estimation of Equations 4.34 to 4.41, the asymmetric short-run 

causal effect running from, say 𝑅𝑖,𝑡
+  to 𝐿𝑖,𝑡

+ , captured by Equation 4.34, is given by the 

rejection of the null hypothesis that all 𝛿1𝑖𝑗
+ ’s are equal to zero, using the Wald test, 
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while the asymmetric long-run causality exists if the null hypothesis that 𝜙1𝑖
+  equals to 

zero is rejected. The same applies to all other combinations. But if no cointegration 

exists between bank regulation and bank lending, only the asymmetric short-run 

causality results are estimated. 

 

Lastly, after estimating the symmetric and asymmetric Granger causality models, the 

study runs the residual diagnostic tests. These include serial autocorrelation 

(Lagrange multiplier), heteroscedasticity (joint), as well as normality (Jarque-Bera) 

tests. 

 

4.5 Other Estimation Techniques 

This section presents other estimation techniques used in the analysis of this study. 

Sections 4.5.1 to 4.5.4 discusses the cross-sectional dependence, panel unit root, 

slope homogeneity, as well as panel cointegration tests, respectively. 

 

4.5.1 Cross-sectional Dependence Tests 

It is necessary to test for cross-sectional dependence in panel data analysis since 

similar countries such as developing economies could experience the effects of a 

shock emanating from any of the countries included in the sample because of their 

interconnectedness. Thus, the study employs four tests that are commonly used in 

the literature. The first one that is more valid when the time dimension (T) is greater 

than the number of cross-sectional units (N) is the Lagrange multiplier (LM) test 

proposed by Breusch and Pagan (1980). This test has a null hypothesis of cross-

sectional independence and is asymptotically chi-squared distributed. However, in 

the case of large N and T, Pesaran (2004, 2021) suggested the scaled version of the 

LM test, which is asymptotically normally distributed under the null hypothesis of no 

cross-sectional dependence. 

 

Given that the scaled LM test might experience significant size distortions when N is 

sufficiently large and T is relatively small, Pesaran (2004, 2021) proposed another 
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cross-sectional dependence (CD) test that is based on the pair-wise correlation 

coefficients instead of their squares. This test follows an asymptotically standard 

normal distribution under the null hypothesis of no cross-sectional dependence. 

Lastly, the bias-adjusted LM test was proposed by Pesaran, Ullah and Yamagata 

(2008) for a heterogeneous panel data model with a sequential asymptotic 

distribution whereby T approaches infinity first and then N, and by Baltagi, Feng and 

Kao (2012) in the case of a fixed effects homogeneous panel data model when both 

T and N approaches infinity. This test follows a normal distribution under the null 

hypothesis of cross-sectional independence. 

 

4.5.2 Panel Unit Root Tests 

Following cross-sectional dependence tests, this study undertakes panel unit root 

tests to analyse the order of integration of variables. In the absence of cross-

sectional dependence, the study employs the first-generation unit root tests, namely, 

Levin, Lin and Chu (LLC) (2002), Im, Pesaran and Shin (IPS) (2003) and augmented 

Dickey-Fuller (ADF) Fisher-type tests (Maddala & Wu, 1999). These traditional unit 

tests impose an assumption of cross-sectional independence, and their null 

hypothesis is that the series has a unit root. For example, consider the data 

generating process given by Equation 4.46: 

  

𝑌𝑖,𝑡 = 𝛼𝑖 + 𝜌𝑖𝑌𝑖,𝑡−1 + 𝜀𝑖,𝑡                                                                                                                 (4.46) 

 

where 𝛼𝑖 and 𝜌𝑖 are parameters to be estimated and 𝜀𝑖,𝑡 is the mutually independent 

idiosyncratic error term. If |𝜌𝑖| = 1, then 𝑌𝑖 has a unit root. The LLC panel unit root 

test then assumes common parameters across the cross-sectional units, that is 𝜌𝑖 =

𝜌, while the IPS and ADF panel unit root tests allow the persistence parameters to 

vary across cross-sectional units. 

 

If the study establishes that there is cross-sectional dependence among the series, 

the first-generation unit root tests would be biased and lead to incorrect conclusions. 

To circumvent this problem, the study employs the second-generation unit root test of 
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Pesaran (2007), namely, cross-sectionally augmented Im-Pesaran-Shin (CIPS) unit 

root test, which accounts for cross-sectional heterogeneity and error cross-sectional 

dependence. The CIPS unit root test is obtained by taking simple averages of 

individual cross-sectionally augmented Dickey-Fuller (CADF) statistics, whereby the 

standard ADF regressions are augmented with cross-sectional averages of lagged 

levels and first differences of the individual series. The test is applicable when T and 

N have similar orders of magnitudes and possesses satisfactory size properties and 

power even under relatively small sample sizes. Its null hypothesis is that the series 

has a unit root. 

 

4.5.3 Slope Homogeneity Tests 

Since countries are at different stages of development, it is imperative to determine 

whether the slope parameters are homogeneous or not. This study does so by 

employing the Roy-Zellner test (see Baltagi, 2008; Schiavo & Vaona, 2008). This 

technique estimates the random effects model for the unpooled panel data even in 

the case of nonspherical disturbances and tests for the equality of the slope 

parameters under the null hypothesis using the Wald test. If the null hypothesis of 

slope homogeneity is rejected, the study then employs models that account for 

parameter heterogeneity. 

 

4.5.4 Panel Cointegration Tests 

After determining the order of integration of variables and testing for slope 

homogeneity, the study then applies panel cointegration tests to establish the 

existence of a long-run relationship among variables that are integrated of order one. 

If no cross-sectional dependence is found among the series, the study employs the 

first-generation panel cointegration tests proposed by Kao (1999) and Pedroni (1999, 

2004). The Kao (1999) and Pedroni (1999, 2004) tests are residual-based 

cointegration tests for panel data. The former test imposes a homogeneous 

cointegrating vector, while the latter tests allow it to be heterogeneous. Moreover, the 

Pedroni (1999, 2004) tests are seven in total but can be classified into two 

categories, namely, the panel statistics (or the within dimension) and the group mean 
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statistics (or between dimension). The former is similar to the unit root test against 

the homogeneous alternatives, while the latter averages individual estimated 

autoregressive coefficients for each cross-sectional unit (Mahembe & Odhiambo, 

2016). The null hypothesis for the Kao (1999) and Pedroni (1999, 2004) tests is that 

no cointegration exists against the alternative hypothesis that there is cointegration. 

 

In the case where the series are cross-sectionally dependent, the first-generation 

panel cointegration tests will yield incorrect results since these residual-based 

cointegration tests impose a common factor restriction (Kremers, Ericsson & Dolado, 

1992). As a result, the study opts for the second-generation panel cointegration tests, 

which are broadly categorised into error correction-based and residual-based panel 

cointegration tests. The most common tests, in the case of the former, are the ones 

proposed by Westerlund (2007), which do not impose a common factor restriction. 

These tests are made up of four test statistics, with the first two classified as group 

mean-based tests, while the other two are panel-based tests. The group mean-based 

tests have the null hypothesis of no error correction against the alternative 

hypothesis that at least one cross-sectional unit is cointegrated. On the other hand, 

the panel-based tests have the null hypothesis that there is no error correction 

against the alternative hypothesis that the whole panel is cointegrated. Moreover, a 

bootstrap procedure of these tests accounts for the presence of cross-sectional 

dependence in panel data analysis. However, these tests are applicable when N is 

small and T is large. For instance, Westerlund (2007) considers Monte Carlo 

simulations of panels where N ranges from 10 to 20 and T ranges from 100 to 200. 

 

This study then adopts a two-stage second-generation residual-based technique 

proposed by Holly et al. (2010) (also see Banerjee & Carrion-i-Silvestre, 2017) to 

determine the existence of cointegration among variables. In the first stage, the study 

uses the CCE estimator (discussed in Section 4.3.3), which allows for unobserved 

common factors that might be correlated with the observed regressors, to obtain the 

residuals. In the second stage, the study applies the CIPS panel unit root test, which 

is given by the simple averages of individual CADF statistics, to the obtained 
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residuals. If the null hypothesis of unit root is rejected, it can, therefore, be concluded 

that the variables are cointegrated. 

 

4.6 Data Sources and Definition of Variables 

This study uses an annual sample dataset from 23 SSA countries, with 12 low-

income economies and 11 middle-income economies, during the period spanning 

1995 to 2017. The income classifications are based on the World Bank Atlas method 

for 2017, which divided countries according to their gross national income (GNI) per 

capita, namely, High-income = more than $12,235; Upper middle-income = $3,956 - 

$12,235; Lower middle-income = $1,006 - $3,955; and Low-income = less than 

$1,006. The selected countries have data from at least three out of five World Bank’s 

BRSS, including the last one administered in 2017 and released in 2019 (see Table 

2.3 in Chapter 2 for a list of selected countries). These surveys were completed in 

1999, 2003, 2007, 2011 and 2019 by  Barth et al. (2001, 2004, 2008), Cihak et al. 

(2013) and Anginer et al. (2019), respectively. Barth et al. (2013) then provided a 

database from the first four surveys but also addressed their observed 

inconsistencies and missing values. 

 

The data on the measure of bank lending, namely, bank credit to the domestic 

private sector as a share of GDP, are sourced from the databases of the World Bank 

Financial Development and Structure, the World Bank Global Financial Development 

and the International Monetary Fund International Financial Statistics. For bank 

regulatory measures, the study uses the banking entry barrier, mixing of banking and 

commerce restriction, banking activity restriction and capital regulation stringency 

indices from the World Bank’s BRSS, and macroprudential indices computed using 

the approach by Cerutti et al. (2017) as well as the information from individual central 

bank or country laws and/or regulations. As explained in Section 2.3 of Chapter 2, 

the banking entry barrier index captures the degree of restrictions on the licensing 

and foreign ownership of banks, while the mixing of banking and commerce 

restriction index measures the extent of ownership and control between banks, non-

financial firms and non-bank financial firms. The banking activity restriction index 
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measures the degree of restrictions on engagement in securities, insurance, and real 

estate activities by banks, whereas the capital regulation index captures the 

stringency of bank regulatory requirements regarding bank capital. Lastly, the 

macroprudential index measures the degree of macroprudential regulation using a 

simple sum of scores on relevant macroprudential policies. Table 2.2 in Chapter 2 

provided the sub-components, qualification criteria, and range for each index. 

 

In addition, the study uses the data from the World Bank’s BRSS on bank 

supervisory power index as part of the control variables. This index measures the 

degree to which bank supervisory authorities possess the power to prevent, correct 

and resolve problem banks. Table 4.1 provides the qualification criteria and range for 

the supervisory power index. Furthermore, the data on macroeconomic control 

variables, namely, real GDP, inflation, and current account balance as a share of 

GDP, come from the International Monetary Fund World Economic Outlook and the 

World Bank World Development Indicators. Table 4.2 summarises the data sources 

and description of all variables used in the estimations of this study. 
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Table 4.1 Measurement of bank supervisory power index 

Index Sub-components Qualification Range 

Supervisory 
power 

- 

Questions: a) Can supervisors meet external auditors to discuss report without 
bank approval? b) Are auditors legally required to report misconduct by 
managers/directors to supervisory agency? c) Can legal action against external 
auditors be taken by supervisor for negligence? d) Can supervisors force banks to 
change internal organisational structure? e) Are off-balance sheet items disclosed 
to supervisors? f) Can the supervisory agency order directors/management to 
constitute provisions to cover actual/potential losses? g) Can the supervisory 
agency suspend director's decision to distribute: i) dividends? ii) bonuses? iii) 
management fees? h) Can the supervisory agency supersede bank shareholder 
rights and declare bank insolvent? i) Does banking law allow supervisory agency 
to suspend some or all ownership rights of a problem bank? j) Regarding bank 
restructuring and reorganisation, can supervisory agency or any government 
agency do the following: i) supersede shareholder rights? ii) remove and replace 
management? iii) remove and replace directors? [Yes = 1; No = 0; for each] 

0-14 

 

Sources: Barth et al. (2001, 2004, 2008, 2013), Cihak et al. (2013) and Anginer et al. (2019).
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Table 4.2  Data sources and definitions of variables 

Variable Source Definition 

Dependent variables 

Bank credit/GDP World Bank Financial 
Development and Structure 
Dataset, Global Financial 
Development Database, 
International Monetary Fund 
International Financial 
Statistics 

Bank credit to the domestic 
private sector as a share of GDP 

Bank regulatory measures 

Entry barrier 
index 

World Bank’s Bank Regulation 
and Supervision Surveys 

Measures the degree of 
restrictions on bank licensing 
and foreign ownership 

Mixing of banking 
and commerce 
restriction index 

World Bank’s Bank Regulation 
and Supervision Surveys 

Measures the extent to which 
banks, non-financial firms, and 
non-bank financial firms can 
own and control each other 

Activity restriction 
index 

World Bank’s Bank Regulation 
and Supervision Surveys 

Measures the degree of 
restrictions on engagement in 
securities, insurance, and real 
estate activities by banks 

Capital regulation 
index 

World Bank’s Bank Regulation 
and Supervision Surveys 

Measures the stringency of bank 
regulatory requirements 
regarding bank capital 

Macroprudential 
Index 

Individual central bank or 
country laws and/or 
regulations 

Measures the degree of 
macroprudential regulation using 
the simple sum of the scores on 
relevant macroprudential 
policies 

Macroeconomic and institutional variables 

Real GDP International Monetary Fund 
World Economic Outlook, 
World Bank World 
Development Indicators 

Real gross domestic product (in 
purchasing power parity, 2011 
international dollar) 

Current account 
balance/GDP 

International Monetary Fund 
World Economic Outlook, 
World Bank World 
Development Indicators 

Current account balance as a 
share of GDP 

Inflation International Monetary Fund 
World Economic Outlook, 
World Bank World 
Development Indicators 

Consumer price index 
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Variable Source Definition 

Supervisory 
power index 

World Bank’s Bank Regulation 
and Supervision Surveys 

Measures the degree to which 
supervisory authorities have 
power to prevent, correct, and 
resolve problem banks 

Source: Own compilation. 

 

4.7 Conclusion 

This chapter began by discussing the analytical framework providing channels 

through which bank regulation and bank lending could affect each other and how 

other macroeconomic and institutional factors could influence this relationship. It then 

presented empirical model specifications on the impact of bank regulation (and its 

interaction with bank supervision) on bank lending. It also explained the dynamic 

panel ADRL models estimated through the dynamic CCE technique, which 

accounted for endogeneity and cross-sectional dependence, used for analysing the 

long-run and short-run symmetric as well as asymmetric impact of bank regulation 

(and its interaction with bank supervision) on bank lending. Moreover, it presented 

the dynamic PTR model, which incorporated the GMM-type estimators to control for 

endogeneity and estimate the threshold effects of bank regulatory measures on bank 

credit. The chapter further specified the empirical models underpinning the causal 

relationship between bank regulation and bank lending. It discussed the error 

correction-based panel Granger causality models used to examine the long-run and 

short-run symmetric as well as asymmetric causal relationship between bank 

regulation and bank lending. Additionally, it outlined other estimation techniques used 

in this study, including the tests for cross-sectional dependence, panel unit root, 

slope homogeneity and panel cointegration. Lastly, the chapter discussed the data 

sources and definitions of variables used in the estimations of this study. Based on 

these estimation techniques and data sources, the next chapter presents the 

estimated results and their analysis. 
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CHAPTER 5 

ECONOMETRIC ANALYSIS AND EMPIRICAL FINDINGS 

5.1 Introduction 

This chapter presents the econometric analysis and empirical findings from the 

empirical models and estimation techniques discussed in the preceding chapter. 

First, the study employed the dynamic panel ARDL model to determine the linear and 

nonlinear impact of bank regulatory measures, and their interaction with bank 

supervision, on bank lending. Furthermore, it used the dynamic PTR model to assess 

the threshold effects of bank regulatory measures on bank credit. Second, the study 

adopted the panel Granger causality model to investigate the symmetric and 

asymmetric causal relationship between bank regulatory measures and bank lending. 

 

The chapter is divided into five sections. Following the introduction, Section 5.2 

presents the estimated results on the linear and nonlinear impact of bank regulatory 

measures on bank lending, including the result on the threshold effects of bank 

regulatory measures on bank credit. Then Section 5.3 offers the empirical findings on 

the symmetric and asymmetric causal relationship between bank regulatory 

measures and bank lending. Section 5.4 provides the summary and discussion of the 

main empirical findings, and Section 5.5 concludes the chapter. 

 

5.2 Results on the Impact of Bank Regulation on Bank Lending 

This section presents the results on the impact of bank regulation, and its interaction 

with bank supervision, on bank lending. First, Section 5.2.1 to Section 5.2.6 provide 

the summary statistics, correlation analysis, cross-sectional dependence test results, 

panel unit root test results, slope homogeneity test results and panel cointegration 

test results, respectively. Second, Section 5.2.7 discusses the linear and nonlinear 

panel ARDL model results estimated through the CCEMG technique. Lastly, Section 

5.2.8 presents and analyses the results from the dynamic PTR model obtained from 

the GMM estimation technique. 
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5.2.1 Summary Statistics 

The panel sample for this study includes 23 SSA countries, with 12 low-income 

countries and 11 middle-income countries, over the period 1995 to 2017. The 

dependent variable is bank lending proxied by bank credit to the private sector as a 

share of GDP. Although this variable averaged 0.20 in all selected SSA economies, 

middle-income SSA countries exhibited a higher average (0.27) than low-income 

SSA economies (with an average of 0.13). While there is minimum overall variation in 

terms of standard deviation in the bank lending variable for all selected SSA 

economies, middle-income SSA countries still experienced higher variation than low-

income SSA economies. 

 

When it comes to bank regulatory and supervisory indices, which are normalised to 

one, the majority of the indices (namely, banking entry barrier, mixing of banking and 

commerce restriction, banking activity restriction, capital regulation stringency and 

bank supervisory power indices) exhibited the stringency that averaged over half in 

all selected SSA countries, as well as in low-income and middle-income SSA 

economies. Only the stringency of the macroprudential index averaged close to zero 

in all selected SSA economies and their income groups. Overall, all these bank 

regulatory and supervisory indices portrayed minimum variations in all the specified 

groups.  

 

In the case of macroeconomic variables, economic growth, which is captured by the 

log of real GDP, as well as current account balance as a share of GDP averaged 

higher in middle-income SSA economies than in low-income SSA countries, while the 

reverse is seen with inflation, which is captured by the log of consumer price index. 

Nevertheless, all the macroeconomic variables generally experienced minimum 

variations in all the specified groups of countries. Therefore, Table 5.1 provides the 

summary statistics in a form of the mean, standard deviation, minimum and 

maximum for all variables under consideration. 
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Table 5.1 Summary statistics 

Variables Obs. Mean Std. dev. Min. Max. 

All selected SSA countries 

Bank lending variable 

Bank credit/GDP (𝐿) 529 0.20 0.18 0.01 1.03 

Bank regulatory and supervisory indicesa 

Entry barrier (𝑅𝐸𝐵) 529 0.56 0.08 0.38 0.75 

Mixing banking & commerce (𝑅𝐵𝐶) 529 0.63 0.11 0.33 0.92 

Activity restriction (𝑅𝐴𝑅) 529 0.66 0.12 0.42 1.00 

Capital regulation (𝑅𝐶𝑅) 529 0.66 0.16 0.30 1.00 

Macroprudential (𝑅𝑀𝑃) 529 0.07 0.09 0.00 0.42 

Supervisory power (𝑆) 529 0.71 0.18 0.29 1.00 

Macroeconomic variables 

Real GDPb (in log form) (𝑌) 529 24.00 1.40 21.14 27.66 

Inflation (log of consumer price index) (π) 529 4.33 1.03 -6.91 6.06 

Current account (balance)/GDP (𝐶) 529 -0.04 0.08 -0.30 0.41 

Low-income SSA countries 

Bank lending variable 

Bank credit/GDP (𝐿) 276 0.13 0.07 0.01 0.40 

Bank regulatory and supervisory indicesa 

Entry barrier (𝑅𝐸𝐵) 276 0.58 0.07 0.38 0.69 

Mixing banking & commerce (𝑅𝐵𝐶) 276 0.63 0.09 0.50 0.83 

Activity restriction (𝑅𝐴𝑅) 276 0.64 0.11 0.42 1.00 

Capital regulation (𝑅𝐶𝑅) 276 0.65 0.16 0.30 1.00 

Macroprudential (𝑅𝑀𝑃) 276 0.05 0.10 0.00 0.42 

Supervisory power (𝑆) 276 0.69 0.17 0.29 1.00 

Macroeconomic variables 

Real GDPb (in log form) (𝑌) 276 23.48 0.98  21.14 25.73 

Inflation (log of consumer price index) (π) 276 4.41 0.67 1.30 6.06 

Current account (balance)/GDP (𝐶) 276 -0.07 0.05 -0.26 0.03 

Middle-income SSA countries 

Bank lending variable 

Bank credit/GDP (𝐿) 253 0.27 0.23 0.01 1.03 

Bank regulatory and supervisory indicesa 

Entry barrier (𝑅𝐸𝐵) 253 0.54 0.08 0.44 0.75 

Mixing banking & commerce (𝑅𝐵𝐶) 253 0.62 0.14 0.33 0.92 

Activity restriction (𝑅𝐴𝑅) 253 0.68 0.13 0.42 0.92 

Capital regulation (𝑅𝐶𝑅) 253 0.67 0.17 0.30 1.00 

Macroprudential (𝑅𝑀𝑃) 253 0.09 0.08 0.00 0.33 

Supervisory power (𝑆) 253 0.73 0.18 0.29 1.00 
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Variables Obs. Mean Std. dev. Min. Max. 

Middle-income SSA countries 

Macroeconomic variables 

Real GDPb (in log form) (𝑌) 253 24.57 1.55  21.78 27.66 

Inflation (log of consumer price index) (π) 253 4.25 1.31 -6.91 5.83 

Current account (balance)/GDP (𝐶) 253 0.00 0.08 -0.30 0.41 

Notes: The sample is composed of 23 SSA economies, with 12 low-income countries and 11 middle-
income countries, over the period 1995-2017; anormalised to one; bin purchasing power parity (2011 
international dollar); Obs. represents observations; Std. dev. represents standard deviation; Min. 
represents minimum; Max. represents maximum. 



 

150 

 

 

 

 

5.2.2 Correlation Analysis 

The study employs pair-wise correlation analysis to ascertain correlations among the 

variables used in this study. Table 5.2 presents the correlation matrix of all variables 

in the selected SSA countries and their income groups. The two asterisks (**) next to 

the correlation coefficients represent statistical significance at the 5% level or better. 

 

As shown in Table 5.2, there is a negative and significant relationship between bank 

credit to the private sector as a share of GDP and the banking entry barrier index in 

all selected SSA economies and middle-income SSA countries. However, the two 

variables are positively and significantly related in the context of low-income SSA 

economies. The mixing of banking and commerce restriction, banking activity 

restriction and capital regulation stringency indices have an insignificant association 

with bank credit to the private sector as a share of GDP in all selected SSA 

economies. However, the banking activity restriction index is negatively and 

significantly related to bank credit to the private sector as a share of GDP in both low-

income and middle-income SSA countries. On the other hand, the capital regulation 

stringency index and bank credit to the private sector as a share of GDP are 

negatively associated in low-income SSA countries but positively and significantly 

related in middle-income SSA economies. The macroprudential index is positively 

and significantly associated with bank credit to the private sector as a share of GDP 

only in all selected SSA countries, while a negative and significant association exists 

between bank supervisory power and bank credit to the private sector as a ratio of 

GDP in all selected SSA countries and low-income SSA economies. 

 

Table 5.2 further shows that real GDP and inflation have a positive and significant 

relationship with bank credit to the private sector as a share of GDP in all selected 

SSA countries and low-income SSA economies, whereas only inflation has a positive 

and significant association with bank credit to the private sector as a ratio of GDP in 

middle-income SSA economies. The current account balance as a share of GDP has 

a negative and significant relationship with bank credit to the private sector as a 

share of GDP only in the context of middle-income SSA economies. Lastly, even 
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though some significant and negative or positive correlations exist amongst bank 

regulatory and supervisory indices, as well as macroeconomic variables, the 

likelihood of multicollinearity among these independent variables is low as none of 

them has a correlation coefficient of 0.80 or above with another variable. 
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Table 5.2 Correlation matrix 

Variables 𝐿 𝑅𝐸𝐵 𝑅𝐵𝐶 𝑅𝐴𝑅 𝑅𝐶𝑅 𝑅𝑀𝑃 𝑆 𝑌 π 𝐶 

All selected SSA countries 

𝐿    1.00          

𝑅𝐸𝐵   -0.30**    1.00         

𝑅𝐵𝐶    -0.03   -0.18**    1.00        

𝑅𝐴𝑅   -0.08    0.03    0.01    1.00       

𝑅𝐶𝑅    0.06    0.20**    0.03    0.13**    1.00      

𝑅𝑀𝑃    0.12**   -0.16**    0.26**    0.25**    0.00    1.00     

𝑆   -0.11**    0.08    0.00    0.25**    0.25**    0.13**    1.00    

𝑌    0.25**    0.24**   -0.21**   -0.15**    0.16**    0.01    0.23**    1.00   

π    0.11**    0.09**    0.30**   -0.30**    0.08    0.05   -0.09**    0.07    1.00  

𝐶    0.04   -0.07    0.02    0.05    0.03   -0.01   -0.01    0.20**   -0.02    1.00 

Low-income SSA countries 

𝐿    1.00          

𝑅𝐸𝐵    0.12**    1.00         

𝑅𝐵𝐶     0.08    0.16**    1.00        

𝑅𝐴𝑅   -0.30**    0.20**   -0.04    1.00       

𝑅𝐶𝑅   -0.35**    0.00    0.21**    0.26**    1.00      

𝑅𝑀𝑃   -0.02   -0.18**    0.53**    0.38**   -0.02    1.00     

𝑆   -0.42**    0.32**    0.28**    0.42**    0.46**    0.23**    1.00    

𝑌    0.23**    0.45**    0.24**    0.08   -0.05    0.06    0.43**    1.00   

π    0.30**    0.19**    0.19**   -0.50**   -0.10   -0.16**    0.08    0.44**    1.00  

𝐶   -0.12   -0.08   -0.13**    0.11   -0.09   -0.09   -0.12   -0.05   -0.10    1.00 
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Variables 𝐿 𝑅𝐸𝐵 𝑅𝐵𝐶 𝑅𝐴𝑅 𝑅𝐶𝑅 𝑅𝑀𝑃 𝑆 𝑌 π 𝐶 

Middle-income SSA countries 

𝐿    1.00          

𝑅𝐸𝐵   -0.34**    1.00         

𝑅𝐵𝐶    -0.02   -0.42**    1.00        

𝑅𝐴𝑅   -0.15**   -0.01    0.06    1.00       

𝑅𝐶𝑅    0.16**    0.42**   -0.07    0.00    1.00      

𝑅𝑀𝑃    0.06   -0.02    0.10    0.04   -0.02    1.00     

𝑆   -0.11   -0.06   -0.18**    0.08    0.03   -0.04    1.00    

𝑌    0.09    0.36**   -0.39**   -0.42**    0.26**   -0.23**    0.05    1.00   

π    0.14**    0.02    0.34**   -0.20**    0.19**    0.25**   -0.18**    0.00    1.00  

𝐶   -0.20**    0.12    0.13**   -0.12    0.04   -0.18**   -0.04    0.05    0.06    1.00 

Notes: 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 𝑅𝐵𝐶 = mixing banking & commerce restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital 

regulation index; 𝑅𝑀𝑃 = macroprudential index; 𝑆 = supervisory power index; 𝑌 = real GDP; π = inflation; 𝐶 = current account/GDP; ** represents statistical 
significance at the 5% level or better. 
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5.2.3 Cross-sectional Dependence Test Results 

The study investigates the extent of cross-sectional dependence of the errors from 

the ADF(p) regressions of bank lending, bank regulatory and supervisory indices, 

and macroeconomic variables across all selected SSA economies, as well as in low-

income and middle-income SSA countries. First, the study computes the p-th-order 

augmented Dickey-Fuller [ADF(p)] with an intercept and a linear trend for all variables 

under each cross-sectional unit separately. It then calculates average sample 

estimates of the cross-correlation coefficients of the residuals (�̅̂�) for the lag orders of 

p = 1, 2, 3, 4. The results reported in Table 5.3 are reasonably robust under different 

choices of the augmentation order, p. Overall, the average sample estimates of the 

cross-correlation coefficients of the residuals for all the variables range from around 

16% to 58% in the case of all SSA economies, 21% to 88% in low-income SSA 

countries and 25% to 65% in middle-income SSA economies. 

 

The cross-sectional dependence tests are then undertaken to determine if the 

observed residual cross-correlations from Table 5.3 are statistically significant. Table 

5.4 to Table 5.7 present the Pesaran scaled LM, Breusch-Pagan scaled LM, Bias-

corrected scaled LM and Pesaran CD test statistics, respectively. The Pesaran 

scaled LM test statistics (in Table 5.4) are preferred in the context of all SSA 

economies, since N and T are both large, while the Breusch-Pagan scaled LM test 

statistics (in Table 5.5) are preferred in the cases of low-income and middle-income 

countries, since T is greater than N. Other test statistics are, therefore, included as 

part of robustness check. 

 

The results from the Pesaran scaled LM test in Table 5.4 indicate that the residual 

cross-correlations in the case of all selected SSA countries are statistically significant 

for almost all the variables under the chosen lags. Other test statistics from Table 5.5 

to Table 5.7 are generally in agreement with the Pesaran scaled LM test results. 

Thus, the null hypothesis of no error cross-sectional dependence in the context of all 

SSA economies is rejected, thereby invalidating the use of panel unit root tests that 

do not account for error cross-sectional dependence. 
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In the case of low-income SSA countries, the results from the Breusch-Pagan scaled 

LM test in Table 5.5 show that the residual cross-correlations are statistically 

significant for almost all the variables under the chosen lags, except for real GDP 

(which has insignificant residual cross-correlations under lags 1 and 2) and 

macroprudential index (which has insignificant residual cross-correlations under all 

lags). Other test statistics reported in Table 5.4 as well as Table 5.6 to Table 5.7 are 

generally in agreement with the Breusch-Pagan scaled LM test results. Therefore, 

the null hypothesis of no error cross-sectional dependence in the context of low-

income SSA economies is rejected where the test statistics for cross-sectional 

dependence are significant, and this nullifies the use of panel unit root tests that do 

not account for error cross-sectional dependence. The panel unit root tests that 

assume cross-sectional independence are valid only in the case of real GDP and 

macroprudential index in low-income SSA countries. 

 

Finally, the Breusch-Pagan scaled LM test results for middle-income SSA economies 

reported in Table 5.5 indicate that the residual cross-correlations are statistically 

significant for almost all the variables under the chosen lags, except for the 

macroprudential index, which has insignificant residual cross-correlations under all 

lags. Other test statistics from Table 5.4 and Table 5.6 to Table 5.7 are generally in 

agreement with the Breusch-Pagan scaled LM test results. Hence, the null 

hypothesis of no error cross-sectional dependence in the case of middle-income SSA 

economies is rejected where the test statistics for cross-sectional dependence are 

significant, and this invalidates the use of panel unit root tests that do not account for 

error cross-sectional dependence. The panel unit root tests that assume cross-

sectional independence are applicable only in the case of the macroprudential index 

in middle-income SSA countries. 
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Table 5.3 Average residual cross-correlation coefficients (�̅̂�) from the ADF(p) regressions 

Variables ADF(1) ADF(2) ADF(3) ADF(4) 

All selected SSA countries 

𝐿 0.22 0.22 0.20 0.20 

𝑅𝐸𝐵 0.57 0.57 0.57 0.58 

𝑅𝐵𝐶 0.27 0.27 0.27 0.25 

𝑅𝐴𝑅 0.44 0.44 0.45 0.42 

𝑅𝐶𝑅 0.52 0.52 0.52 0.54 

𝑅𝑀𝑃 0.53 0.53 0.52 0.54 

𝑆 0.34 0.34 0.34 0.34 

𝑌 0.20 0.20 0.20 0.19 

π 0.35 0.32 0.36 0.34 

𝐶 0.17 0.16 0.16 0.16 

Low-income SSA countries 

𝐿 0.29 0.27 0.27 0.30 

𝑅𝐸𝐵 0.63 0.63 0.63 0.64 

𝑅𝐵𝐶  0.39 0.40 0.40 0.41 

𝑅𝐴𝑅 0.58 0.58 0.58 0.57 

𝑅𝐶𝑅 0.88 0.87 0.87 0.87 

𝑅𝑀𝑃 0.83 0.83 0.84 0.84 

𝑆 0.67 0.66 0.67 0.65 

𝑌 0.27 0.28 0.27 0.25 

π 0.51 0.47 0.48 0.46 

𝐶 0.22 0.22 0.22 0.21 

Middle-income SSA countries 

𝐿 0.38 0.37 0.33 0.33 

𝑅𝐸𝐵 0.65 0.65 0.65 0.65 

𝑅𝐵𝐶  0.29 0.29 0.29 0.25 

𝑅𝐴𝑅 0.42 0.41 0.42 0.37 

𝑅𝐶𝑅 0.38 0.39 0.39 0.42 

𝑅𝑀𝑃 0.34 0.34 0.34 0.36 

𝑆 0.37 0.38 0.38 0.41 

𝑌 0.34 0.32 0.35 0.33 

π 0.39 0.39 0.42 0.39 

𝐶 0.28 0.28 0.28 0.31 

Notes: p-th-order augmented Dickey-Fuller [ADF(p)] for all variables are computed for each cross-

sectional unit separately; ADF(p) regressions include an intercept and a linear trend; �̅̂� = the simple 
average of the pair-wise cross-correlation coefficients of the residuals from the ADF(p) regressions; 
𝑳 = bank credit/GDP; 𝑹𝑬𝑩 = entry barrier index; 𝑹𝑩𝑪 = mixing banking & commerce restriction index; 

𝑹𝑨𝑹 = activity restriction index; 𝑹𝑪𝑹 = capital regulation index; 𝑹𝑴𝑷 = macroprudential index; 𝑺 = 

supervisory power index; 𝒀 = real GDP; 𝛑 = inflation; 𝑪 = current account/GDP. 
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Table 5.4 Pesaran scaled LM test statistics 

Variables ADF(1) ADF(2) ADF(3) ADF(4) 

All selected SSA countries 

𝐿     6.73***     7.01***     6.67***     6.89*** 

𝑅𝐸𝐵    60.93***   59.96***   60.46***   60.27*** 

𝑅𝐵𝐶   99.49***   96.88***   97.86***   98.02*** 

𝑅𝐴𝑅    82.41***   78.72***   81.22***   77.08*** 

𝑅𝐶𝑅  127.24*** 123.76*** 124.73*** 123.33*** 

𝑅𝑀𝑃    2.02** 1.61   1.76** 0.52 

𝑆   76.02***   75.41***   76.15***   77.38*** 

𝑌     3.18***     3.11***     5.41***     4.67*** 

π   25.02***   22.33***   22.99***   18.10*** 

𝐶     5.43***     5.40***     6.46***     7.17*** 

Low-income SSA countries 

𝐿 2.16** 2.16** 3.04*** 4.34*** 

𝑅𝐸𝐵 50.02*** 49.88*** 49.88*** 49.57*** 

𝑅𝐵𝐶  67.99*** 66.25*** 66.45*** 64.39*** 

𝑅𝐴𝑅 48.48*** 47.05*** 48.30*** 48.18*** 

𝑅𝐶𝑅 89.91*** 89.01*** 89.02*** 88.10*** 

𝑅𝑀𝑃 -0.31 -0.81 -1.28 -1.47 

𝑆 55.04*** 54.94*** 55.29*** 55.41*** 

𝑌 1.06 0.78 2.30** 3.25*** 

π 20.49*** 19.04*** 15.93*** 11.79*** 

𝐶 2.02** 2.39** 2.44** 2.73** 

Middle-income SSA countries 

𝐿 3.44*** 3.47*** 3.18*** 3.13*** 

𝑅𝐸𝐵 20.18*** 19.89*** 20.48*** 21.17*** 

𝑅𝐵𝐶  31.50*** 30.59*** 30.44*** 31.65*** 

𝑅𝐴𝑅 28.74*** 26.69*** 27.53*** 25.29*** 

𝑅𝐶𝑅 44.07*** 41.72*** 42.61*** 39.66*** 

𝑅𝑀𝑃 -0.22 -0.33 0.21 -0.72 

𝑆 33.25*** 32.98*** 33.02*** 31.65*** 

𝑌 4.05*** 3.49*** 5.17*** 2.65*** 

π 8.36*** 5.94*** 10.00*** 7.05*** 

𝐶 4.46*** 4.66*** 5.61*** 5.86*** 

Notes: The test statistics are based on the residuals from the p-th-order augmented Dickey-Fuller 
[ADF(p)] regressions; ADF(p) regressions include an intercept and a linear trend; LM = Lagrange 
multiplier; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 𝑅𝐵𝐶 = mixing banking & commerce 

restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital regulation index; 𝑅𝑀𝑃 = macroprudential 
index; 𝑆 = supervisory power index; 𝑌 = real GDP; π = inflation; 𝐶 = current account/GDP; 𝐻0: no 
error cross-sectional dependence; ***, ** and * represent statistical significance at the 1%, 5% and 
10% levels, respectively.  
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Table 5.5 Breusch-Pagan scaled LM test statistics 

Variables ADF(1) ADF(2) ADF(3) ADF(4) 

All selected SSA countries 

𝐿   404.03***   410.76***   403.09***   407.91*** 

𝑅𝐸𝐵  1140.83*** 1125.01*** 1133.13*** 1129.92*** 

𝑅𝐵𝐶 2490.87*** 2432.27*** 2454.34*** 2457.96*** 

𝑅𝐴𝑅  2106.70*** 2023.84*** 2080.03*** 1986.82*** 

𝑅𝐶𝑅  3115.16*** 3036.80*** 3058.70*** 3027.16*** 

𝑅𝑀𝑃   118.31** 112.71*  114.69** 98.07 

𝑆 1963.02*** 1949.34*** 1965.89*** 1993.59*** 

𝑌   324.59***   322.93***   374.63***   358.01*** 

π   815.89***   755.40***   770.13***   660.22*** 

𝐶   375.06***   374.37***   398.27***   414.33*** 

Low-income SSA countries 

𝐿 90.85** 90.78** 100.96*** 115.82*** 

𝑅𝐸𝐵 579.57*** 578.20*** 578.16*** 574.85*** 

𝑅𝐵𝐶  847.12*** 827.15*** 829.44*** 805.79*** 

𝑅𝐴𝑅 623.04*** 606.57*** 620.95*** 619.58*** 

𝑅𝐶𝑅 1098.96*** 1088.65** 1088.73*** 1078.15*** 

𝑅𝑀𝑃 4.93 3.20 1.55 0.92 

𝑆 698.34*** 697.21*** 701.29*** 702.65*** 

𝑌 78.13 75.01 92.41** 103.29*** 

π 301.43*** 284.80*** 248.98*** 201.45*** 

𝐶 89.18** 93.42** 94.01** 97.39*** 

Middle-income SSA countries 

𝐿 91.07*** 91.43*** 88.34*** 87.80*** 

𝑅𝐸𝐵 151.78*** 149.93*** 153.70*** 158.22*** 

𝑅𝐵𝐶  383.35*** 375.87*** 374.26*** 386.92*** 

𝑅𝐴𝑅 356.47*** 334.91*** 343.75*** 320.29*** 

𝑅𝐶𝑅 517.16*** 492.57*** 501.88*** 470.94*** 

𝑅𝑀𝑃 42.88 41.91 47.03 38.15 

𝑆 403.77*** 400.90*** 401.29*** 386.92*** 

𝑌 97.44*** 91.55*** 109.22*** 82.81*** 

π 142.66*** 117.31*** 159.86*** 128.93*** 

𝐶 101.73*** 103.90*** 113.84*** 116.48*** 

Notes: The test statistics are based on the residuals from the p-th-order augmented Dickey-Fuller 
[ADF(p)] regressions; ADF(p) regressions include an intercept and a linear trend; LM = Lagrange 
multiplier; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 𝑅𝐵𝐶 = mixing banking & commerce 

restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital regulation index; 𝑅𝑀𝑃 = macroprudential 
index; 𝑆 = supervisory power index; 𝑌 = real GDP; π = inflation; 𝐶 = current account/GDP; 𝐻0: no 
error cross-sectional dependence; ***, ** and * represent statistical significance at the 1%, 5% and 
10% levels, respectively.  
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Table 5.6 Bias-corrected scaled LM test statistics 

Variables ADF(1) ADF(2) ADF(3) ADF(4) 

All selected SSA countries 

𝐿     6.20***     6.49***     6.15***     6.36*** 

𝑅𝐸𝐵    60.54***   59.58***   60.07***   59.88*** 

𝑅𝐵𝐶   98.96***   96.36***   97.34***   97.50*** 

𝑅𝐴𝑅    81.88***   78.20***   80.70***   76.55*** 

𝑅𝐶𝑅  126.72*** 123.23*** 124.21*** 122.80*** 

𝑅𝑀𝑃   1.71* 1.29 1.44 0.21 

𝑆   75.50***   74.89***   75.62***   76.86*** 

𝑌     2.66***     2.59***     4.88***     4.15*** 

π   24.50***   21.81***   22.47***   17.58*** 

𝐶     4.90***     4.87***     5.94***     6.65*** 

Low-income SSA countries 

𝐿 1.89* 1.88* 2.77*** 4.06*** 

𝑅𝐸𝐵 49.77*** 49.63*** 49.63*** 49.32*** 

𝑅𝐵𝐶  67.71*** 65.98*** 66.18*** 64.12*** 

𝑅𝐴𝑅 48.21*** 46.78*** 48.03*** 47.91*** 

𝑅𝐶𝑅 89.63*** 88.74*** 88.74*** 87.82*** 

𝑅𝑀𝑃 -0.40 -0.90 -1.37 -1.57 

𝑆 54.77*** 54.67*** 55.02*** 55.14*** 

𝑌 0.78 0.51 2.03** 2.97*** 

π 20.22*** 18.77*** 15.65*** 11.52*** 

𝐶 1.74* 2.11** 2.16** 2.46** 

Middle-income SSA countries 

𝐿 3.19*** 3.22*** 2.93*** 2.88*** 

𝑅𝐸𝐵 20.02*** 19.74*** 20.32*** 21.01*** 

𝑅𝐵𝐶  31.25*** 30.34*** 30.19*** 31.40*** 

𝑅𝐴𝑅 28.49*** 26.44*** 27.28*** 25.04*** 

𝑅𝐶𝑅 43.82*** 41.47*** 42.36** 39.41*** 

𝑅𝑀𝑃 -0.45 -0.55 -0.01 -0.95 

𝑆 33.00*** 32.73*** 32.77*** 31.40*** 

𝑌 3.80*** 3.24*** 4.92*** 2.40*** 

π 8.11*** 5.69*** 9.75*** 6.80*** 

𝐶 4.21*** 4.41*** 5.36*** 5.61*** 

Notes: The test statistics are based on the residuals from the p-th-order augmented Dickey-Fuller 
[ADF(p)] regressions; ADF(p) regressions include an intercept and a linear trend; LM = Lagrange 
multiplier; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 𝑅𝐵𝐶 = mixing banking & commerce 

restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital regulation index; 𝑅𝑀𝑃 = macroprudential 
index; 𝑆 = supervisory power index; 𝑌 = real GDP; π = inflation; 𝐶 = current account/GDP; 𝐻0: no 
error cross-sectional dependence; ***, ** and * represent statistical significance at the 1%, 5% and 
10% levels, respectively. 
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Table 5.7 Pesaran CD test statistics 

Variables ADF(1) ADF(2) ADF(3) ADF(4) 

All selected SSA countries 

𝐿      5.50***     4.79***      2.88***    2.66*** 

𝑅𝐸𝐵     16.41***   16.31***    16.50***   17.13*** 

𝑅𝐵𝐶      8.82***     9.01***      8.87***     7.15*** 

𝑅𝐴𝑅     20.32***   19.99***    20.71***   19.08*** 

𝑅𝐶𝑅     37.40***   37.09***    37.49***   39.41*** 

𝑅𝑀𝑃   0.15 0.03 -0.07 0.41 

𝑆    18.94***   19.38***    19.50***   20.22*** 

𝑌      2.85***    2.49**  1.50 0.29 

π    17.61***   15.67***    17.29***   15.70*** 

𝐶  1.63 0.90  1.25 0.74 

Low-income SSA countries 

𝐿  0.07 0.08 -0.02 0.38 

𝑅𝐸𝐵      7.32***     7.31***      7.33***     7.55*** 

𝑅𝐵𝐶       3.33***     3.51***      3.54***     4.17*** 

𝑅𝐴𝑅     7.33***     7.27***      7.36***     7.01*** 

𝑅𝐶𝑅    16.07***    15.91***    16.00***    15.93*** 

𝑅𝑀𝑃 -0.07 -0.06 -0.04 -0.04 

𝑆    11.28***    11.14***     11.27***    10.89*** 

𝑌  0.52  0.50  0.29 -0.61 

π      6.34***      5.35***      5.28***      4.78*** 

𝐶 -0.46 -0.68 -0.41 -0.73 

Middle-income SSA countries 

𝐿      1.97**  1.78*  0.95  0.96 

𝑅𝐸𝐵   1.28  1.27  1.28  1.31 

𝑅𝐵𝐶    0.77  0.78  0.68 -0.32 

𝑅𝐴𝑅     2.22**     2.14**     2.28**   1.90* 

𝑅𝐶𝑅      3.41***      3.44***      3.60***      4.45*** 

𝑅𝑀𝑃 -0.32 -0.40 -0.44 -0.14 

𝑆      3.23***      3.42***      3.39***      3.94*** 

𝑌   1.80*  1.52     2.09**  1.43 

π      3.13***      2.88***      3.50***      2.89*** 

𝐶  0.31  0.32  0.14  0.69 

Notes: The test statistics are based on the residuals from the p-th-order augmented Dickey-Fuller 
[ADF(p)] regressions; ADF(p) regressions include an intercept and a linear trend; CD = cross-sectional 
dependence; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 𝑅𝐵𝐶 = mixing banking & commerce 

restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital regulation index; 𝑅𝑀𝑃 = macroprudential 
index; 𝑆 = supervisory power index; 𝑌 = real GDP; π = inflation; 𝐶 = current account/GDP; 𝐻0: no 
error cross-sectional dependence; ***, ** and * represent statistical significance at the 1%, 5% and 
10% levels, respectively. 
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5.2.4 Panel Unit Root Test Results 

The study first employs the CIPS unit root test, which accounts for cross-sectional 

heterogeneity and error cross-sectional dependence. The CIPS test statistics are 

reported in Table 5.8. When taking into account the trended nature of the variables, 

the results show that the presence of unit root under the null hypothesis could not be 

rejected for the reported variables in levels except for current account balance to 

GDP, in the case of all selected SSA economies and low-income SSA countries. But 

this null is rejected when the reported variables are in first differences except for the 

macroprudential index in all selected SSA economies and the banking entry barrier 

index in middle-income SSA countries. As a result, the current account balance to 

GDP in the case of all selected SSA economies and low-income SSA countries is 

regarded to be 𝐼(0), while all other reported variables are considered to be 𝐼(1), 

except for the macroprudential index in all selected SSA economies, as well as the 

banking entry barrier index in middle-income SSA countries, which are non-stationary 

in first differences. Thus, the macroprudential index in all selected SSA economies 

and the entry barrier index in middle-income SSA countries are not included in the 

subsequent estimations of this study. 

 

Secondly, the study uses the ADF (and IPS) panel unit root test for the 

macroprudential index in low-income and middle-income SSA countries, as well as 

for real GDP in low-income SSA economies in the absence of cross-sectional 

dependence. The ADF (and IPS) test statistics are presented in Table 5.9. Overall, 

the null hypothesis of unit root cannot be rejected even after accounting for the 

trended nature of these variables in levels. Nevertheless, this null is generally 

rejected when these variables are in first differences, except for the macroprudential 

index in low-income SSA countries. Hence, real GDP in low-income SSA countries 

and the macroprudential index in middle-income SSA economies are taken to be 

𝐼(1), whereas the macroprudential index in low-income SSA countries is not and is 

excluded in the subsequent estimations of this study. 
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Table 5.8 CIPS panel unit root test results 

Variables CADF(1) CADF(2) CADF(3) CADF(4) 

All selected SSA countries 

CIPS(p) statistics (with an intercept) 

∆𝐿     -3.14***      -3.19***     -3.19***     -3.28*** 

∆𝑅𝐸𝐵     -3.06***      -3.06***     -3.41***     -3.34*** 

∆𝑅𝐵𝐶      -4.48***      -4.48***     -4.05***     -2.40*** 

∆𝑅𝐴𝑅     -4.52***      -4.52***     -4.92***     -4.59*** 

∆𝑅𝐶𝑅     -4.64***      -4.64*** -2.06 -1.99 

∆𝑅𝑀𝑃 -1.41 -1.48 -1.19 -1.19 

∆𝑆     -4.25***      -4.25***      -5.06***     -4.93*** 

∆𝑌     -3.78***      -3.76***      -3.78***     -3.78*** 

∆π     -3.57***      -3.69***      -3.51***     -3.49*** 

∆𝐶     -5.02***      -4.89***      -4.92***     -5.02*** 

𝐿 -1.88     -2.29**      -2.39***    -2.28** 

𝑅𝐸𝐵 -0.38  -0.38  -0.57 -0.46 

𝑅𝐵𝐶 -1.37  -1.37  -1.71 -1.66 

𝑅𝐴𝑅 -1.33  -1.33  -2.05 -1.86 

𝑅𝐶𝑅 -0.66  -0.66   0.58  0.58 

𝑅𝑀𝑃  0.12   0.06   0.09  0.09 

𝑆 -1.30 -1.30      -2.35***     -2.37*** 

𝑌 -1.56 -1.79  -1.63 -1.79 

π   -2.11*     -2.44***      -2.87***   2.06 

𝐶    -2.30**     -2.39***      -2.37***    -2.30** 

CIPS(p) statistics (with an intercept and a linear trend) 

𝐿 -1.82 -2.41   -2.71** -2.57 

𝑅𝐸𝐵  -1.59 -1.59 -2.35 -2.42 

𝑅𝐵𝐶 -1.78 -1.78 -1.93 -1.41 

𝑅𝐴𝑅  -2.16 -2.16     -3.14***     -3.16*** 

𝑅𝐶𝑅  -2.27 -2.27 -1.77 -1.63 

𝑅𝑀𝑃 -0.61 -0.74 -0.74 -0.56 

𝑆 -1.97 -1.97     -4.73***     -4.25*** 

𝑌 -1.92 -2.29 -2.02 -1.96 

π -1.78 2.05 -2.02 -1.68 

𝐶    -2.73**   -2.78**    -2.76**     -2.94*** 

Low-income SSA countries 

CIPS(p) statistics (with an intercept) 

∆𝐿    -3.27***    -3.35***    -3.27***    -3.27*** 

∆𝑅𝐸𝐵    -3.63***    -3.63***    -3.97***    -3.63*** 

∆𝑅𝐵𝐶     -4.79***    -4.79***    -2.77***    -3.02*** 
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Variables CADF(1) CADF(2) CADF(3) CADF(4) 

Low-income SSA countries 

CIPS(p) statistics (with an intercept) 

∆𝑅𝐴𝑅    -4.60***    -4.60***    -5.10***    -4.84*** 

∆𝑅𝐶𝑅    -4.57***    -4.57***    -3.65***    -4.24*** 

∆𝑆    -4.29***    -4.29***    -4.29***    -4.29*** 

∆π     -3.88***     -3.93***     -3.88***     -3.88*** 

∆𝐶     -4.65***     -4.64***     -4.66***     -4.68*** 

𝐿 -1.86 -1.79 -1.94 -1.82 

𝑅𝐸𝐵 -0.90 -0.90 -0.90 -0.90 

𝑅𝐵𝐶  -1.07 -1.07     -5.38***     -5.38*** 

𝑅𝐴𝑅 -1.14 -1.14   -2.18* -0.95 

𝑅𝐶𝑅 -0.55 -0.55 -0.11 -0.07 

𝑆 -0.93 -0.93 -0.93 -0.97 

π     -2.52***     -2.55***     -2.75***     -2.65*** 

𝐶     -2.66***     -2.98***     -2.65***     -2.70*** 

CIPS(p) statistics (with an intercept and a linear trend) 

𝐿 -1.71 -1.63 -1.73 -1.74 

𝑅𝐸𝐵 -1.45 -1.45 -2.16 -2.16 

𝑅𝐵𝐶  -2.28 -2.28    -4.92**    -4.77** 

𝑅𝐴𝑅 -2.46 -2.46     -3.55***     -3.46*** 

𝑅𝐶𝑅 -2.30 -2.30 -2.10 -2.39 

𝑆 -1.89 -1.89    -2.82**  -2.71* 

π -2.53 -2.45   -2.83** -2.53 

𝐶     -2.97***     -3.48***     -3.33***     -3.33*** 

Middle-income SSA countries 

CIPS(p) statistics (with an intercept) 

∆𝐿     -3.09***     -2.86***    -2.97***    -2.74*** 

∆𝑅𝐸𝐵 -1.84 -1.84 -1.87 -1.56 

∆𝑅𝐵𝐶      -4.29***     -4.29***    -4.29***    -3.34*** 

∆𝑅𝐴𝑅     -4.36***     -4.36***    -4.53***    -3.50*** 

∆𝑅𝐶𝑅     -4.35***     -4.35***    -4.35***    -4.27*** 

∆𝑆     -4.26***     -4.26***    -4.59***    -4.37*** 

∆𝑌     -3.00***     -2.83***    -2.90***    -3.07*** 

∆π     -3.62***     -3.48***     -3.74***     -3.62*** 

∆𝐶     -4.87***     -4.67***    -4.90***    -4.87*** 

𝐿 -1.64 -2.11 -1.99 -1.52 

𝑅𝐸𝐵  0.11  0.11 -0.45 -0.52 

𝑅𝐵𝐶  -1.54 -1.54 -1.54 -1.69 

𝑅𝐴𝑅 -1.36 -1.36 -1.77   -2.14* 
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Variables CADF(1) CADF(2) CADF(3) CADF(4) 

Middle-income SSA countries 

CIPS(p) statistics (with an intercept) 

𝑅𝐶𝑅 -0.94 -0.94 -0.94 -1.16 

𝑆 -1.37 -1.37    -2.36**     -2.90*** 

𝑌 -1.31 -1.32 -1.69 -1.69 

π -1.45 -1.57 -1.45 -1.45 

𝐶 -2.08  -2.18*    -2.32** -2.08 

CIPS(p) statistics (with an intercept and a linear trend) 

𝐿 -1.63 -2.14 -2.12 -1.94 

𝑅𝐸𝐵 -0.66 -0.66 -0.66 -2.42 

𝑅𝐵𝐶  -1.92 -1.92 -1.92 -2.02 

𝑅𝐴𝑅 -1.78 -1.78    -2.88** -2.63 

𝑅𝐶𝑅 -1.79 -1.79 -1.79 -1.97 

𝑆 -1.99 -1.99     -4.42***     -4.52*** 

𝑌 -1.18 -1.30 -1.63 -1.63 

π -1.65 -1.90 -1.97 -1.59 

𝐶 -2.47 -2.62 -2.62 -2.47 

Notes: Cross-sectionally augmented Im-Pesaran-Shin [CIPS(p)] statistics are cross-section averages 
of p-th-order cross-sectionally augmented Dickey-Fuller [CADF(p)] test statistics; ∆ = first difference 

operator; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 𝑅𝐵𝐶 = mixing banking & commerce 
restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital regulation index; 𝑅𝑀𝑃 = macroprudential 

index; 𝑆 = supervisory power index; 𝑌 = real GDP; π = inflation; 𝐶 = current account/GDP;  ***, ** and 
* represent statistical significance at the 1%, 5% and 10% levels, respectively. 
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Table 5.9 ADF (and IPS) panel unit root test results 

Variables ADF(1) ADF(2) ADF(3) ADF(4) 

Low-income SSA countries 

ADF(p) statistics (with an intercept) 

∆𝑅𝑀𝑃  0.49 -2.22 -1.90  0.49 

∆𝑌    10.51***      5.38***      6.23***      2.46*** 

∆𝑌a     -5.67***     -3.69***     -3.09***    -2.11** 

𝑅𝑀𝑃 -3.38 -3.45 -3.24 -3.45 

𝑌 -3.03 -3.07 -2.77 -2.87 

𝑌a  6.08  5.65  5.06  5.00 

ADF(p) statistics (with an intercept and a linear trend) 

𝑅𝑀𝑃 -2.74 -2.89 -2.35 -2.69 

𝑌  0.78   1.48*      4.52***      2.89*** 

𝑌a  0.41 -0.89  -1.36* -1.63 

Middle-income SSA countries 

ADF(p) statistics (with an intercept) 

∆𝑅𝑀𝑃      9.06***      4.42***     2.27**  1.17 

𝑅𝑀𝑃 -2.82 -2.73 -2.58 -1.92 

ADF(p) statistics (with an intercept and a linear trend) 

𝑅𝑀𝑃 -2.02 -2.13 -2.01 -1.72 

Notes: p-th-order augmented Dickey-Fuller [ADF(p)] test statistics have been reported; aIm-Pesaran-
Shin (IPS) statistics have also been provided for 𝑌 (they were not available for other variables); ∆ = 
first difference operator; 𝑅𝑀𝑃 = macroprudential index; 𝑌 = real GDP; ***, ** and * represent statistical 
significance at the 1%, 5% and 10% levels, respectively. 
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5.2.5 Slope Homogeneity Test Results 

Since SSA economies are at different stages of development, it is imperative to 

determine whether the slope parameters are homogeneous or not before employing 

the panel cointegration tests. This study does so by using the Roy-Zellner slope 

homogeneity tests. The results of this test are given in Table 5.10 for the basic 

models with the banking entry barrier, mixing of banking and commerce restriction, 

banking activity restriction, capital regulation stringency or macroprudential index, 

under all selected SSA countries as well as low-income and middle-income SSA 

economies. All the reported chi-square statistics are significant at the 1% level, 

thereby strongly rejecting the null hypothesis that the slope parameters are 

homogeneous. Thus, the use of models accounting for the heterogeneity of slope 

parameters is justified. 
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Table 5.10 Slope homogeneity test results 

Model Roy-Zellner chi-square statistica 

All selected SSA countries 

𝐿 = 𝑓(𝑅𝐸𝐵 , 𝑆, 𝑌, π) 32189.26*** 

𝐿 = 𝑓(𝑅𝐵𝐶 , 𝑆, 𝑌, π) 42683.27*** 

𝐿 = 𝑓(𝑅𝐴𝑅 , 𝑆, 𝑌, π) 37798.65*** 

𝐿 = 𝑓(𝑅𝐶𝑅, 𝑆, 𝑌, π) 39725.96*** 

Low-income SSA countries 

𝐿 = 𝑓(𝑅𝐸𝐵 , 𝑆, 𝑌, π) 3161.22*** 

𝐿 = 𝑓(𝑅𝐵𝐶 , 𝑆, 𝑌, π) 3140.95*** 

𝐿 = 𝑓(𝑅𝐴𝑅 , 𝑆, 𝑌, π) 3056.74*** 

𝐿 = 𝑓(𝑅𝐶𝑅, 𝑆, 𝑌, π) 3459.28*** 

Middle-income SSA countries 

𝐿 = 𝑓(𝑅𝐵𝐶 , 𝑆, 𝑌, π, 𝐶) 25390.22*** 

𝐿 = 𝑓(𝑅𝐴𝑅 , 𝑆, 𝑌, π, 𝐶) 22828.75*** 

𝐿 = 𝑓(𝑅𝐶𝑅 , 𝑆, 𝑌, π, 𝐶) 22807.80*** 

𝐿 = 𝑓(𝑅𝑀𝑃, 𝑆, 𝑌, π, 𝐶) 8527.34*** 

Notes: a𝐻0: slope parameters are homogeneous; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 

𝑅𝐵𝐶 = mixing banking & commerce restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital 
regulation index; 𝑅𝑀𝑃 = macroprudential index; 𝑆 = supervisory power index; 𝑌 = real GDP; π = 

inflation; 𝐶 = current account/GDP; ***, ** and * represent statistical significance at the 1%, 5% and 
10% levels, respectively. 
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5.2.6 Panel Cointegration Test Results 

Given the presence of unit root among the variables of interest and the rejection of 

slope homogeneity assumption, the study uses the residuals from the CCEMG 

models to determine the existence of a long-run association between bank regulation 

and bank lending (plus controls) while at the same time accounting for the existence 

of error cross-sectional dependence. The computed residual-based panel 

cointegration test results for the basic models are shown in Table 5.11. The CIPS(p) 

statistics (with an intercept) for all CCEMG models with the banking entry barrier, 

mixing of banking and commerce restriction, banking activity restriction, capital 

regulation stringency or macroprudential index, under all selected SSA countries as 

well as low-income and middle-income SSA economies, reject the null of a unit root 

at the 1% significance level, thereby supporting the existence of cointegration 

between bank regulatory measures and bank credit (plus controls). The reported 

results are strongly robust to the choice of the augmentation order, p. Therefore, it is 

concluded that the specified variables are cointegrated. 
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Table 5.11 Residual-based panel cointegration test results 

CIPS(p) statistics (with an intercept) 

Modela CADF(1) CADF(2) CADF(3) CADF(4) 

All selected SSA countries 

𝐿 = 𝑓(𝑅𝐸𝐵 , 𝑆, 𝑌, π)     -2.86***     -2.91***     -2.91***     -3.00*** 

𝐿 = 𝑓(𝑅𝐵𝐶 , 𝑆, 𝑌, π)     -4.51***     -4.51***     -4.51***     -4.51*** 

𝐿 = 𝑓(𝑅𝐴𝑅 , 𝑆, 𝑌, π)     -4.51***     -4.51***     -4.51***     -4.51*** 

𝐿 = 𝑓(𝑅𝐶𝑅, 𝑆, 𝑌, π)     -4.50***     -4.50***     -4.50***     -4.50*** 

Low-income SSA countries 

𝐿 = 𝑓(𝑅𝐸𝐵 , 𝑆, 𝑌, π)     -2.99***     -3.24***     -2.99***     -3.34*** 

𝐿 = 𝑓(𝑅𝐵𝐶 , 𝑆, 𝑌, π)     -6.17***     -6.17***     -6.17***     -6.11*** 

𝐿 = 𝑓(𝑅𝐴𝑅 , 𝑆, 𝑌, π)     -6.18***     -6.18***     5.92***     -6.18*** 

𝐿 = 𝑓(𝑅𝐶𝑅, 𝑆, 𝑌, π)     -3.10***     -3.10***     -3.10***     -3.19*** 

Middle-income SSA countries 

𝐿 = 𝑓(𝑅𝐵𝐶 , 𝑆, 𝑌, π, 𝐶)     -6.12***     -6.12***     -6.12***     -6.12*** 

𝐿 = 𝑓(𝑅𝐴𝑅 , 𝑆, 𝑌, π, 𝐶)     -6.19***     -6.03***     -6.19***     -6.19*** 

𝐿 = 𝑓(𝑅𝐶𝑅, 𝑆, 𝑌, π, 𝐶)     -3.38***     -3.47***     -3.62***     -3.46*** 

𝐿 = 𝑓(𝑅𝑀𝑃 , 𝑆, 𝑌, π, 𝐶)     -5.66***     -5.66***     -5.76***     -5.66*** 

Notes: Cross-sectionally augmented Im-Pesaran-Shin [CIPS(p)] statistics are cross-section averages 
of p-th-order cross-sectionally augmented Dickey-Fuller [CADF(p)] test statistics; aCIPS(p) statistics 
are based on the residuals of the specified common correlated effects mean group (CCEMG) models; 
𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 𝑅𝐵𝐶 = mixing banking & commerce restriction index; 
𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital regulation index; 𝑅𝑀𝑃 = macroprudential index; 𝑆 = 

supervisory power index; 𝑌 = real GDP; π = inflation; 𝐶 = current account/GDP; ***, ** and * represent 
statistical significance at the 1%, 5% and 10% levels, respectively. 
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5.2.7 Panel Autoregressive Distributed Lag (ARDL) Results 

The study estimates both the linear (or symmetric) and nonlinear (or asymmetric) 

dynamic panel ARDL models using the CCEMG approach to assess the impact of 

bank regulation, and its interaction with bank supervision, on bank lending. Table 

5.12 to Table 5.16 provide the linear ARDL and/or nonlinear ARDL (NARDL) long-run 

and short-run estimates for models with the banking entry barrier, mixing of banking 

and commerce restriction, banking activity restriction, capital regulation stringency 

and macroprudential indices, respectively, under all selected SSA economies, low-

income SSA countries and/or middle-income SSA countries. The models with 

significant and negative coefficients for error-correction terms confirm the existence 

of a long-run association between bank credit and explanatory variables. Moreover, 

the lag of bank credit is positive and significant under all estimated models, in that 

way underscoring the persistent nature of bank lending and supporting the choice of 

the dynamic panel data estimation techniques. 

 

In models with the banking entry barrier index, the long-run estimated results from 

the panel ARDL equations in Table 5.12 show that the banking entry barriers impact 

positively on bank lending in low-income SSA countries. Nonetheless, when an 

interactive term between banking entry barrier and supervisory power indices is 

incorporated into the estimated models, banking entry barriers significantly impact 

bank credit negatively in all selected SSA economies as well as in low-income SSA 

countries. Even though supervisory power impacts negatively and significantly on 

bank lending, it mitigates the negative impact of entry barriers on bank credit, as 

highlighted by highly significant and positive estimated coefficients of the interactive 

term. Other results from the long-run estimated equations generally indicate that the 

level of economic growth has a positive and significant impact on bank credit, while 

inflation has an insignificant effect. 

 

Furthermore, the provided F-test statistics for the panel NARDL models in Table 5.12 

show that the long-run nonlinear effect of banking entry barriers on bank lending is 

only significant under models with the interactive term between banking entry barrier 
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and supervisory power indices. These findings indicate that only positive shocks to 

entry barriers have a long-run negative and significant effect on bank lending. 

Supervisory power still mitigates the negative effect of banking entry barriers on bank 

lending. Then again, the short-run estimated results and F-test statistics show that 

positive shocks to banking entry barriers impact positively and significantly on bank 

credit, whereas negative shocks have a negative and significant impact. The findings 

further indicate that the short-run effects of other explanatory variables are generally 

insignificant.  
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Table 5.12 Panel ARDL and NARDL estimates (models with bank entry barrier index) 

Variables 

All selected SSA countries Low-income SSA countries 

ARDL NARDL ARDL NARDL 

No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 

Long-run (LR) estimates: The dependent variable is 𝑳 

 𝑅𝐸𝐵 
-2.58 

(1.73) 

-5.36*** 

(1.78) 
- - 

0.18* 

(0.11) 

-3.55*** 

(1.25) 
- - 

𝑅𝐸𝐵
+  - - 

0.10 

(0.20) 

-15.26* 

(7.89) 
- - 

-0.05 

(0.35) 

-12.86** 

(5.91) 

𝑅𝐸𝐵
−  - - 

-0.27 

(0.60) 

-7.06 

(5.96) 
- - 

-0.54 

(1.16) 

-1.96 

(2.52) 

 𝑅𝐸𝐵 × 𝑆 - 
3.99*** 

(1.53) 
- 

25.72** 

(12.54) 
- 

5.72*** 

(2.12) 
- 

23.10** 

(10.21) 

𝑆 
-0.15*** 

(0.04) 

-2.51*** 

(0.94) 

-0.55* 

(0.29) 

-15.02** 

(6.55) 

-0.21*** 

(0.08) 

-3.82*** 

(1.35) 

-0.92* 

(0.54) 

-15.14** 

(6.30) 

𝑌 
0.20*** 

(0.06) 

0.18*** 

(0.05) 

0.17*** 

(0.06) 

0.16*** 

(0.06) 

0.14** 

(0.04) 

0.13*** 

(0.04) 

0.14*** 

(0.04) 

0.13*** 

(0.04) 

π 
-0.06 

(0.05) 

-0.05 

(0.05) 

-0.05 

(0.05) 

-0.05 

(0.05) 

-0.08 

(0.06) 

-0.08 

(0.06) 

-0.08 

(0.06) 

-0.08 

(0.06) 

Short-run (SR) estimates: The dependent variable is ∆(𝑳) 

𝐸𝐶𝑇𝑡−1 
-0.74*** 

(0.06) 

-0.78*** 

(0.06) 

-0.77*** 

(0.05) 

-0.65*** 

(0.09) 

-0.65*** 

(0.06) 

-0.69*** 

(0.06) 

-0.66*** 

(0.06) 

-0.69*** 

(0.06) 

∆(𝐿𝑡−1) 
0.43*** 

(0.05) 

0.43*** 

(0.05) 

0.43*** 

(0.04) 

0.39*** 

(0.07) 

0.42*** 

(0.06) 

0.43*** 

(0.06) 

0.43*** 

(0.06) 

0.43*** 

(0.06) 

∆(𝑅𝐸𝐵) 
0.07* 

(0.04) 

-0.01 

(0.16) 
- - 

0.10** 

(0.04) 

0.13 

(0.28) 
- - 
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Variables 

All selected SSA countries Low-income SSA countries 

ARDL NARDL  ARDL 

No 𝑅 × 𝑆 𝑅 × 𝑆  No 𝑅 × 𝑆 𝑅 × 𝑆  No 𝑅 × 𝑆 𝑅 × 𝑆 

Short-run (SR) estimates: The dependent variable is ∆(𝑳) 

∆(𝑅𝐸𝐵
+ ) - - 

0.15* 

(0.20) 

-1.41 

(2.07) 
- - 

0.12*** 

(0.04) 

0.18** 

(0.07) 

∆(𝑅𝐸𝐵
− ) - - 

-0.08** 

(0.60) 

-0.17* 

(0.09) 
- - 

-0.11* 

(0.06) 

-0.11* 

(0.06) 

∆(𝑅𝐸𝐵 × 𝑆) - 
0.08 

(0.20) 
- - - 

-0.13 

(0.32) 
- 

-0.09 

(0.09) 

∆(𝑆) 
-0.08** 

(0.04) 

-0.12 

(0.10) 

-0.06* 

(0.03) 

-0.06 

(0.05) 

-0.13** 

(0.05) 

-0.05 

(0.16) 

-0.08 

(0.05) 

-0.03 

(0.06) 

∆(𝑌) 
0.01 

(0.04) 

-0.01 

(0.03) 

-0.003 

(0.03) 

-0.16** 

(0.07) 

0.001 

(0.03) 

-0.002 

(0.03) 

-0.001 

(0.03) 

-0.002 

(0.03) 

∆(π) 
-0.07 

(0.04) 

-0.06 

(0.04) 

-0.06 

(0.04) 

-0.08 

(0.06) 

-0.05 

(0.04) 

-0.05 

(0.04) 

-0.05 

(0.04) 

-0.05 

(0.04) 

𝐶 
-0.003 

(0.02) 

-0.01 

(0.02) 

-0.003 

(0.02) 

-0.08 

(0.07) 

-0.03 

(0.02) 

-0.03 

(0.02) 

-0.02 

(0.02) 

-0.03 

(0.02) 

Intercept 
0.005 

(0.003) 

0.005 

(0.003) 

-0.005 

(0.003) 

-0.0002 

(0.01) 

0.002 

(0.002) 

-0.03 

(0.002) 

0.003 

(0.002) 

0.002 

(0.002) 

Countries 23 23 23 23 12 12 12 12 

Observations 529 529 529 529 276 276 276 276 

F-test (LR)a - - 0.63 5.12** - - 0.31 3.22* 

F-test (SR)b - - 6.39** 0.38 - - 8.12*** 9.93*** 

CD testc 0.30 1.35 1.52 -0.47 -0.24 0.71 0.41 0.71 



 

174 

 

 

 

 

Notes: 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 𝑆 = supervisory power index; 𝑌 = real GDP; 𝐶 = current account/GDP; π = inflation; 𝑅 × 𝑆 is an 

interactive term between bank regulatory and supervisory indices; + = positive shock; − = negative shock;  ∆ is the first difference operator; 𝐸𝐶𝑇 is an error-

correction term; standard errors are in parenthesis; CD is cross-sectional dependence; a𝐻0: entry barrier positive equals entry barrier negative; b𝐻0: ∆(entry 

barrier positive) equals ∆(entry barrier negative); c𝐻0: no error cross-sectional dependence; the chosen lag order for the baseline models is ARDL(1,0,0,0,0,0); 
***, ** and * represent statistical significance at the 1%, 5% and 10% levels, respectively. 
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Under models with the mixing of banking and commerce restriction index, the long-

run estimated results, together with their corresponding F-statistic from Table 5.13, 

indicate that positive shocks to the mixing of banking and commerce restriction index 

impact positively and significantly on bank credit in low-income SSA countries, 

whereas negative shocks have a long-run negative and significant impact on bank 

lending. Even though the short-run estimated results and their corresponding F-

statistic show that negative shocks to the mixing of banking and commerce restriction 

index still affect bank credit negatively and significantly, positive shocks have no 

impact on bank lending in the short run. Other estimated results from Table 5.13 

reveal that the supervisory power index does not affect bank lending under models 

with the mixing of banking and commerce restriction index. However, real GDP 

impacts positively on bank credit in the long run under panel NARDL models for low-

income SSA economies, while inflation has a negative long-run impact on bank 

lending in the case of all selected SSA countries. 
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Table 5.13 Panel ARDL and NARDL estimates (models with mixing banking & commerce restriction index) 

Variables 

All selected SSA countries Low-income SSA countries Middle-income SSA countries 

ARDL NARDL ARDL NARDL ARDL NARDL 

No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 

Long-run (LR) estimates: The dependent variable is 𝑳 

 𝑅𝐵𝐶 
-0.02 

(0.16) 

-3.54 

(2.16) 
- - 

-0.72 

(0.53) 

2.41 

(2.88) 
- - 

0.25 

(0.26) 

-3.85 

(5.22) 
- - 

𝑅𝐵𝐶
+  - - 

-21.19 

(18.72) 

-21.48 

(17.42) 
- - 

0.10** 

(0.05) 

5.87 

(4.04) 
- - 

5.80 

(3.41) 

10.80 

(9.32) 

𝑅𝐵𝐶
−  - - 

-1.16 

(26.25) 

0.25 

(26.20) 
- - 

-0.16*** 

(0.04) 

-1.20 

(1.02) 
- - 

-3.89 

(10.21) 

-5.06 

(7.82) 

 𝑅𝐵𝐶 × 𝑆 - 
5.65* 

(3.19) 
- 

0.48 

(1.64) 
- 

-3.88 

(4.39) 
- 

9.74 

(6.17) 
- 

5.80 

(6.89) 
- 

1.75 

(4.08) 

𝑆 
-0.11 

(0.33) 

-3.41 

(2.09) 

-0.25 

(0.70) 
- 

-0.07 

(0.18) 

2.07 

(2.73) 

-0.03 

(0.06) 

-7.29 

(4.73) 

-0.23 

(0.16) 

-4.58 

(4.52) 

-2.44 

(2.64) 
- 

𝑌 
-0.01 

(0.06) 

-0.01 

(0.06) 

-0.01 

(0.06) 

-0.01 

(0.06) 

-0.08 

(0.23) 

0.01 

(0.09) 

0.12*** 

(0.04) 

0.12*** 

(0.04) 

0.06 

(0.21) 

0.06 

(0.26) 

0.06 

(0.21) 

0.07 

(0.20) 

π 
-0.09** 

(0.04) 

-0.09** 

(0.04) 

-0.09** 

(0.04) 

-0.09** 

(0.04) 

-0.17 

(0.17) 

-0.13 

(0.09) 

-0.05 

(0.05) 

-0.06 

(0.05) 

0.02 

(0.03) 

0.08 

(0.08) 

0.02 

(0.03) 

0.03 

(0.04) 

𝐶 - - - - - - - - 
0.05 

(0.07) 

0.17 

(0.16) 

0.05 

(0.07) 

0.08 

(0.07) 

Short-run (SR) estimates: The dependent variable is ∆(𝑳) 

𝐸𝐶𝑇𝑡−1 
-1.20*** 

(0.08) 

-1.20*** 

(0.08) 

-1.20*** 

(0.08) 

-1.20*** 

(0.08) 

-0.002 

(0.003) 

0.01 

(0.004) 

-0.76*** 

(0.07) 

-0.76*** 

(0.07) 

-1.17*** 

(0.11) 

-1.27*** 

(0.15) 

-1.43*** 

(0.13) 

1.45*** 

(0.14) 

∆(𝐿𝑡−1) 
0.30*** 

(0.07) 

0.30*** 

(0.07) 

0.30*** 

(0.07) 

0.31*** 

(0.07) 

0.23*** 

(0.06) 

0.23*** 

(0.06) 

0.41*** 

(0.05) 

0.41*** 

(0.05) 

0.26*** 

(0.10) 

0.33* 

(0.18) 

0.17* 

(0.09) 

0.18** 

(0.09) 
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Variables 

All selected SSA countries Low-income SSA countries Middle-income SSA countries 

ARDL NARDL ARDL NARDL ARDL NARDL 

No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 

Short-run (SR) estimates: The dependent variable is ∆(𝑳) 

∆(𝑅𝐵𝐶) 
-0.17 

(0.15) 

-0.21 

(0.37) 
- - 

-0.04** 

(0.02) 

-0.01** 

(0.04) 
- - 

-0.04 

(0.08) 

-0.05 

(0.27) 
- - 

∆(𝑅𝐵𝐶
+ ) - - 

-0.13 

(0.12) 

2.06 

(2.02) 
- - 

0.04 

(0.02) 

0.06 

(0.05) 
- - 

-0.20 

(0.51) 

-3.67 

(2.67) 

∆(𝑅𝐵𝐶
− ) - - 

0.03 

(0.04) 

-30.35 

(29.57) 
- - 

-0.07** 

(0.03) 

-0.05 

(0.05) 
- - 

0.69 

(0.69) 

3.77 

(3.77) 

∆(𝑅𝐵𝐶 × 𝑆) - 
0.15 

(0.43) 
- 

-0.33 

(0.30) 
- 

-0.04 

(0.03) 
- 

-0.03 

(0.06) 
- 

-0.13 

(0.27) 
- - 

∆(𝑆) 
0.05 

(0.27) 
- - - 

-0.03 

(0.02) 

-0.001 

(0.001) 

-0.04 

(0.03) 

-0.01 

(0.01) 

-0.003 

(0.07) 
- - - 

∆(𝑌) 
-0.17* 

(0.09) 

-0.17* 

(0.09) 

-0.17* 

(0.09) 

-0.17* 

(0.09) 

-0.03 

(0.04) 

-0.03 

(0.04) 

0.01 

(0.03) 

0.01 

(0.03) 

-0.08 

(0.09) 

-0.39 

(0.27) 

0.06 

(0.24) 

0.11 

(0.24) 

∆(π) 
-0.17 

(0.10) 

-0.17 

(0.10) 

-0.17 

(0.10) 

-0.16 

(0.10) 

0.01 

(0.03) 

0.0001 

(0.04) 

-0.01 

(0.04) 

-0.01 

(0.04) 

-0.05 

(0.10) 

-0.19 

(0.19) 

-0.05 

(0.07) 

-0.12 

(0.08) 

∆(𝐶)a 
-0.04 

(0.03) 

-0.04 

(0.03) 

-0.05 

(0.03) 

-0.05 

(0.03) 

-0.03 

(0.002) 

-0.03 

(0.03) 

0.001 

(0.03) 

0.001 

(0.03) 

-0.14 

(0.15) 

0.02 

(0.05) 

0.10 

(0.08) 

0.06 

(0.07) 

Intercept 
0.01 

(0.01) 

0.01 

(0.01) 

0.01 

(0.01) 

0.01 

(0.01) 

0.01** 

(0.003) 

0.01 

(0.002) 

0.003 

(0.004) 

0.003 

(0.004) 

0.01 

(0.01) 

0.01 

(0.02) 

-0.01 

(0.02) 

0.003 

(0.02) 

Countries 23 23 23 23 12 12 12 12 11 11 11 11 

Observations 529 529 529 529 276 276 276 276 253 253 253 253 

F-test (LR)b - - 0.33 0.41 - - 14.50*** 1.17 - - 0.76 1.86 

F-test (SR)c - - 1.49 1.05 - - 4.74** 2.93* - - 1.12 2.98* 

CD testd 0.40 0.38 0.25 0.39 -0.03 0.01 0.96 1.00 1.44 0.57 -1.31 -1.01 
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Notes: 𝐿 = bank credit/GDP; 𝑅𝐵𝐶 = mixing banking & commerce restriction index; 𝑆 = supervisory power index; 𝑌 = real GDP; 𝐶 = current account/GDP; π = 

inflation; 𝑅 × 𝑆 is an interactive term between bank regulatory and supervisory indices; + = positive shock; − = negative shock;  ∆ is the first difference 

operator; 𝐸𝐶𝑇 is an error-correction term; standard errors are in parenthesis; CD is cross-sectional dependence; a𝐶 for all selected SSA countries and low-

income SSA countries; b𝐻0: mixing banking & commerce restriction positive equals mixing banking & commerce restriction negative; c𝐻0: ∆(mixing banking & 
commerce restriction positive) equals ∆(mixing banking & commerce restriction negative); d𝐻0: no error cross-sectional dependence; the chosen lag order for 

the baseline models is ARDL(1,0,0,0,0,0); ***, ** and * represent statistical significance at the 1%, 5% and 10% levels, respectively. 
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When it came to models with the banking activity restriction index, Table 5.14 shows 

that banking activity restriction and supervisory power indices have no long-run effect 

on bank credit. Nonetheless, the short-run estimated results indicate that the banking 

activity restriction index impacted positively on bank credit in low-income SSA 

countries, with the  F-statistic also revealing that positive shocks to the banking 

activity restriction index lead to increases in bank lending in the short-run, whereas 

negative ones have no effect. Other estimated results from Table 5.14 reveal that 

real GDP has a positive and significant effect on bank credit in the long run under 

panel NARDL models for low-income SSA economies, while inflation has a negative 

long-run impact on bank lending in all selected SSA countries as well as in low-

income SSA economies but under the linear ARDL models in the context of low-

income SSA economies. 
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Table 5.14 Panel ARDL and NARDL estimates (models with bank activity restriction index) 

Variables 

All selected SSA countries Low-income SSA countries Middle-income SSA countries 

ARDL NARDL ARDL NARDL ARDL NARDL 

No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 

Long-run (LR) estimates: The dependent variable is 𝑳 

 𝑅𝐴𝑅 
-6.93 

(6.86) 

1.57 

(4.89) 
- - 

0.36 

(0.41) 

4.58 

(5.20) 
- - 

-0.02 

(0.30) 

8.66 

(8.29) 
- - 

𝑅𝐴𝑅
+  - - 

31.21* 

(16.84) 

14.12** 

(7.10) 
- - 

0.15 

(0.41) 

0.18 

(0.30) 
- - 

-6.60 

(13.65) 

-6.34 

(12.69) 

𝑅𝐴𝑅
−  - - 

15.73** 

(7.69) 

8.05*** 

(2.61) 
- - 

-0.11 

(0.15) 

-0.11 

(0.22) 
- - 

21.41 

(9.56) 

18.22* 

(9.50) 

 𝑅𝐴𝑅 × 𝑆 - 
0.36 

(6.03) 
- - - 

-6.75 

(6.97) 
- 

0.01 

(0.27) 
- 

-5.26 

(7.89) 
- 

2.50 

(0.21) 

𝑆 
2.26 

(2.38) 

-0.21 

(4.61) 

-3.01 

(2.10) 
- 

0.08 

(0.47) 

2.94 

(4.05) 

-0.65 

(0.49) 

-0.65 

(0.52) 

-0.26 

(0.23) 

2.51 

(5.01) 

1.53 

(1.30) 
- 

𝑌 
-0.01 

(0.06) 

-0.01 

(0.06) 

-0.01 

(0.06) 

-0.01 

(0.06) 

-0.05 

(0.09) 

-0.02 

(0.08) 

0.13*** 

(0.04) 

0.13*** 

(0.04) 

0.06 

(0.21) 

0.06 

(0.21) 

0.06 

(0.21) 

0.06 

(0.21) 

π 
-0.09** 

(0.04) 

-0.09** 

(0.04) 

-0.09** 

(0.04) 

-0.09** 

(0.04) 

-0.19** 

(0.09) 

-0.17** 

(0.08) 

-0.06 

(0.05) 

-0.06 

(0.05) 

0.02 

(0.03) 

0.02 

(0.03) 

0.02 

(0.03) 

0.02 

(0.03) 

𝐶 - - - - - - - - 
0.05 

(0.07) 

0.05 

(0.07) 

0.05 

(0.07) 

0.05 

(0.07) 

Short-run (SR) estimates: The dependent variable is ∆(𝑳) 

𝐸𝐶𝑇𝑡−1 
-1.20*** 

(0.08) 

-1.20*** 

(0.08) 

-1.20*** 

(0.08) 

-1.20*** 

(0.08) 

0.005 

(0.01) 

0.00 

(0.001) 

-0.76*** 

(0.08) 

-0.77*** 

(0.07) 

-1.04*** 

(0.11) 

-1.14*** 

(0.12) 

-1.43*** 

(0.13) 

-1.43*** 

(0.13) 

∆(𝐿𝑡−1) 
0.30*** 

(0.07) 

0.30*** 

(0.07) 

0.30*** 

(0.07) 

0.30*** 

(0.07) 

0.24*** 

(0.06) 

0.23*** 

(0.06) 

0.41*** 

(0.07) 

0.41*** 

(0.06) 

0.29*** 

(0.10) 

0.28*** 

(0.10) 

0.17* 

(0.09) 

0.17* 

(0.09) 
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Variables 

All selected SSA countries Low-income SSA countries Middle-income SSA countries 

ARDL NARDL ARDL NARDL ARDL NARDL 

No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 

Short-run (SR) estimates: The dependent variable is ∆(𝑳) 

∆(𝑅𝐴𝑅) 
-6.84 
(6.65) 

1.80 
(1.67) 

- - 
0.10** 
(0.04) 

0.31** 
(0.20) 

- - 
0.23 

(0.08) 
0.37 

(0.62) 
- - 

∆(𝑅𝐴𝑅
+ ) - - 

-0.28 
(0.21) 

-0.50 
(0.60) 

- - 
0.17** 
(0.07) 

0.31** 
(0.16) 

- - 
-0.16 
(0.40) 

-0.17 
(0.42) 

∆(𝑅𝐴𝑅
− ) - - 

-0.01 
(0.02) 

-0.28 
(0.32) 

- - 
0.04 

(0.04) 
0.17 

(0.10) 
- - 

-0.02 
(0.05) 

-0.22 
(0.46) 

∆(𝑅𝐴𝑅 × 𝑆) - 
-0.88 
(0.74) 

- 
0.04 

(0.05) 
- 

-0.16 
(0.15) 

- 
-0.18 
(0.14) 

- 
-0.30 
(0.72) 

- 
-0.04 
(0.05) 

∆(𝑆) 
2.28 

(2.36) 
- - - 

-0.10** 

(0.04) 

-0.04 

(0.05) 

-0.11** 

(0.05) 

0.004 

(0.11) 

-0.06 

(0.07) 

0.10 

(0.43) 
- - 

∆(𝑌) 
-0.17* 

(0.097) 

-0.17* 

(0.097) 

-0.17* 

(0.097) 

-0.17* 

(0.097) 

-0.02 

(0.04) 

-0.03 

(0.04) 

0.01 

(0.03) 

0.01 

(0.04) 

-0.07 

(0.07) 

-0.03 

(0.08) 

0.06 

(0.24) 

0.06 

(0.24) 

∆(π) 
-0.17 

(0.10) 

-0.17 

(0.10) 

-0.17 

(0.10) 

-0.17 

(0.10) 

0.01 

(0.03) 

0.01 

(0.03) 

-0.01 

(0.04) 

-0.01 

(0.04) 

-0.03 

(0.09) 

-0.03 

(0.08) 

-0.05 

(0.07) 

-0.05 

(0.07) 

∆(𝐶)a 
-0.05 

(0.03) 

-0.04 

(0.03) 

-0.05 

(0.03) 

-0.05 

(0.03) 

-0.03 

(0.03) 

-0.03 

(0.03) 

-0.04 

(0.03) 

0.001 

(0.03) 

-0.14 

(0.14) 

-0.14 

(0.15) 

-0.05 

(0.08) 

0.10 

(0.08) 

Intercept 
0.01 

(0.01) 

0.01 

(0.01) 

0.01 

(0.01) 

0.01 

(0.01) 

0.004 

(0.003) 

0.005 

(0.003) 

0.003 

(0.004) 

0.003 

(0.004) 

0.01 

(0.01) 

0.01 

(0.01) 

-0.01 

(0.02) 

-0.01 

(0.02) 

Countries 23 23 23 23 12 12 12 12 11 11 11 11 

Observations 529 529 529 529 276 276 276 276 253 253 253 253 

F-test (LR)b - - 0.08 1.30 - - 2.25 2.71 - - 2.52 2.11 

F-test (SR)c - - 1.74 0.21 - - 3.04* 2.10 - - 0.11 0.01 

CD testd 0.29 0.29 0.29 0.29 -0.16 -0.15 0.71 0.37 1.13 0.25 -0.26 -1.31 
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Notes: 𝐿 = bank credit/GDP; 𝑅𝐴𝑅 = activity restriction index; 𝑆 = supervisory power index; 𝑌 = real GDP; 𝐶 = current account/GDP; π = inflation; 𝑅 × 𝑆 is an 

interactive term between bank regulatory and supervisory indices; + = positive shock; − = negative shock;  ∆ is the first difference operator; 𝐸𝐶𝑇 is an error-

correction term; standard errors are in parenthesis; CD is cross-sectional dependence; a𝐶 for all selected SSA countries and low-income SSA countries; b𝐻0: 

activity restriction positive equals activity restriction negative; c𝐻0: ∆(activity restriction positive) equals ∆(activity restriction negative); d𝐻0: no error cross-
sectional dependence; the chosen lag order for the baseline models is ARDL(1,0,0,0,0,0); ***, ** and * represent statistical significance at the 1%, 5% and 10% 
levels, respectively. 
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Regarding models with the capital regulation stringency index, the long-run estimated 

results and their corresponding F-statistic from Table 5.15 show that negative shocks 

to the capital regulation stringency index impact negatively and significantly on bank 

lending in low-income SSA countries, while positive shocks have no long-run effect 

on bank lending. However, the short-run estimated results and their corresponding F-

statistic, when incorporating the interaction between capital regulation stringency and 

supervisory power, indicate that positive shocks to the capital regulation index have a 

positive and significant impact on bank lending in low-income SSA economies, but 

negative shocks have no effect on bank lending in the short run. Other estimated 

results from Table 5.15 highlight that the supervisory power index has a negative 

linear long-run effect on bank credit in low-income SSA countries, whereas the level 

of economic growth affects bank lending positively in the long run primarily in the 

same group of economies. Nevertheless, inflation has a negative long-run effect on 

bank lending in the context of all selected SSA countries. 
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Table 5.15 Panel ARDL and NARDL estimates (models with capital regulation index) 

Variables 

All selected SSA countries Low-income SSA countries Middle-income SSA countries 

ARDL NARDL ARDL NARDL ARDL NARDL 

No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 

Long-run (LR) estimates: The dependent variable is 𝑳 

 𝑅𝐶𝑅 
2.46 

(2.70) 

-15.10 

(12.52) 
- - 

0.01 

(0.04) 

4.27 

(6.76) 
- - 

-0.09 

(0.14) 

9.21 

(10.78) 
- - 

𝑅𝐶𝑅
+  - - 

13.54 

(18.53) 

-4.05** 

(1.65) 
- - 

0.08 

(0.07) 

-1.96 

(2.23) 
- - 

-2.97 

(5.33) 

-4.11 

(6.58) 

𝑅𝐶𝑅
−  - - 

37.57 

(72.93) 

144.53 

(128.75) 
- - 

-0.11** 

(0.05) 

-0.23 

(0.58) 
- - 

206.14 

(204.51) 

-503.88 

(505.19) 

 𝑅𝐶𝑅 × 𝑆 - 
15.07 

(9.56) 
- 

4.05 

(3.59) 
- 

-1.78 

(5.18) 
- 

2.16 

(2.48) 
- 

-5.64 

(10.83) 
- 

37.62 

(37.62) 

𝑆 
0.10 

(0.23) 

-0.68 

(3.55) 

-5.13** 

(1.55) 
- 

-0.13** 

(0.06) 

-3.27** 

(1.55) 

0.05 

(0.10) 

-1.67 

(1.79) 

-0.08 

(0.05) 

2.99 

(5.27) 

-13.61 

(13.61) 
- 

𝑌 
-0.01 

(0.06) 

-0.01 

(0.06) 

-0.01 

(0.06) 

-0.01 

(0.06) 

0.13*** 

(0.04) 

0.13*** 

(0.04) 

0.13*** 

(0.04) 

0.12*** 

(0.04) 

0.24** 

(0.11) 

0.06 

(0.23) 

0.06 

(0.21) 

0.06 

(0.21) 

π 
-0.09** 

(0.04) 

-0.09** 

(0.04) 

-0.09** 

(0.04) 

-0.09** 

(0.04) 

-0.01 

(0.06) 

-0.05 

(0.05) 

-0.05 

(0.05) 

-0.05 

(0.05) 

-0.02 

(0.07) 

0.02 

(0.03) 

0.02 

(0.03) 

0.02 

(0.03) 

𝐶 - - - - - - - - 
-0.01 

(0.05) 

0.05 

(0.07) 

0.05 

(0.07) 

0.05 

(0.07) 

Short-run (SR) estimates: The dependent variable is ∆(𝑳) 

𝐸𝐶𝑇𝑡−1 
-1.20*** 

(0.08) 

-1.20*** 

(0.08) 

-1.20*** 

(0.08) 

-1.28*** 

(0.07) 

-0.70*** 

(0.07) 

-0.77*** 

(0.07) 

-0.75*** 

(0.07) 

-0.79*** 

(0.07) 

-0.97*** 

(0.13) 

-1.43*** 

(0.13) 

-1.43*** 

(0.13) 

-1.43*** 

(0.13) 

∆(𝐿𝑡−1) 
0.30*** 

(0.07) 

0.30*** 

(0.07) 

0.30*** 

(0.07) 

0.29*** 

(0.05) 

0.41*** 

(0.06) 

0.43*** 

(0.07) 

0.42*** 

(0.06) 

0.41*** 

(0.06) 

0.47*** 

(0.10) 

0.17* 

(0.09) 

0.17* 

(0.09) 

0.17* 

(0.09) 
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Variables 

All selected SSA countries Low-income SSA countries Middle-income SSA countries 

ARDL NARDL ARDL NARDL ARDL NARDL 

No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 No 𝑅 × 𝑆 𝑅 × 𝑆 

Short-run (SR) estimates: The dependent variable is ∆(𝑳) 

∆(𝑅𝐶𝑅) 
2.91 

(3.06) 

-1.51 

(2.14) 
- - 

0.001 

(0.02) 

-0.51 

(0.35) 
- - 

-0.07 

(0.11) 

0.48 

(0.47) 
- - 

∆(𝑅𝐶𝑅
+ ) - - 

1.22 

(0.92) 

1.78* 

(1.00) 
- - 

0.03 

(0.04) 

0.25* 

(0.15) 
- - 

-1.14 

(1.97) 

0.33 

(0.26) 

∆(𝑅𝐶𝑅
− ) - - 

0.30 

(0.70) 

26.65 

(25.29) 
- - 

-0.02* 

(0.01) 

0.14 

(0.12) 
- - 

0.23 

(0.23) 

1.34 

(0.98) 

∆(𝑅𝐶𝑅 × 𝑆) - 
-0.91 

(0.63) 
- 

-0.94 
(0.65) 

- 
0.75 

(0.58) 
- 

-0.29 
(0.21) 

- 
-1.21 

(1.17) 
- - 

∆(𝑆) 
-0.001 

(0.20) 

0.00 

(0.00) 
- - 

-0.08* 

(0.04) 

-0.52 

(0.39) 

-0.03 

(0.03) 

0.14 

(0.12) 

-0.05 

(0.03) 
- - 

-0.05 

(0.05) 

∆(𝑌) 
-0.17* 

(0.097) 

-0.17* 

(0.097) 

-0.17* 

(0.097) 

-0.06 

(0.06) 

0.02 

(0.03) 

0.03 

(0.04) 

0.02 

(0.03) 

0.02 

(0.03) 

-0.02 

(0.07) 

0.06 

(0.24) 

0.06 

(0.24) 

0.06 

(0.24) 

∆(π) 
-0.17 

(0.10) 

-0.17 

(0.10) 

-0.17 

(0.10) 

-0.10 

(0.06) 

0.005 

(0.04) 

-0.01 

(0.04) 

-0.01 

(0.03) 

-0.01 

(0.04) 

-0.09 

(0.07) 

-0.05 

(0.07) 

-0.05 

(0.07) 

-0.05 

(0.07) 

∆(𝐶)a 
-0.04 

(0.03) 

-0.04 

(0.03) 

-0.04 

(0.03) 

0.03 

(0.04) 

-0.02 

(0.05) 

-0.002 

(0.03) 

-0.004 

(0.03) 

-0.001 

(0.03) 

-0.05 

(0.05) 

0.10 

(0.08) 

0.10 

(0.08) 

0.10 

(0.08) 

Intercept 
0.01 

(0.01) 

0.01 

(0.01) 

0.01 

(0.01) 

-0.01 

(0.01) 

0.002 

(0.004) 

0.003 

(0.004) 

0.003 

(0.004) 

0.003 

(0.004) 

0.01 

(0.01) 

-0.01 

(0.02) 

-0.01 

(0.02) 

-0.01 

(0.02) 

Countries 23 23 23 23 12 12 12 12 11 11 11 11 

Observations 529 529 529 529 276 276 276 276 253 253 253 253 

F-test (LR)b - - 0.16 1.33 - - 6.89*** 0.63 - - 1.05 0.98 

F-test (SR)c - - 0.63 0.97 - - 1.22 3.56* - - 0.49 0.97 

CD testd 0.44 0.40 0.39 1.43 0.36 0.89 1.04 1.13 -0.15 -1.31 -1.31 -1.31 
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Notes: 𝐿 = bank credit/GDP; 𝑅𝐶𝑅 = capital regulation index; 𝑆 = supervisory power index; 𝑌 = real GDP; 𝐶 = current account/GDP; π = inflation; 𝑅 × 𝑆 is an 

interactive term between bank regulatory and supervisory indices; + = positive shock; − = negative shock;  ∆ is the first difference operator; 𝐸𝐶𝑇 is an error-

correction term; standard errors are in parenthesis; CD is cross-sectional dependence; a𝐶 for all selected SSA countries and low-income SSA countries; b𝐻0: 

capital regulation positive equals capital regulation negative; c𝐻0: ∆(capital regulation positive) equals ∆(capital regulation negative); d𝐻0: no error cross-
sectional dependence; the chosen lag order for the baseline models is ARDL(1,0,0,0,0,0); ***, ** and * represent statistical significance at the 1%, 5% and 10% 
levels, respectively. 
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When it comes to the introduction of macroprudential policies, the results in Table 

5.16 show that the macroprudential and supervisory power indices have a negative 

and significant long-run linear impact on bank lending in middle-income SSA 

economies when an interactive term between the macroprudential and bank 

supervisory power indices is included. However, the power of bank supervision 

significantly mitigates the long-run negative effect of the macroprudential index on 

bank lending. Other estimated results from Table 5.16 indicate that economic growth 

(proxied by the log of real GDP), inflation and current account as a ratio of GDP have 

no significant long-run and short-run impact on bank credit in middle-income SSA 

economies. 
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Table 5.16 Panel ARDL estimates (models with macroprudential index) 

Variables 
Middle-income SSA countries 

No 𝑅 × 𝑆 𝑅 × 𝑆 

Long-run (LR) estimates: The dependent variable is 𝑳 

 𝑅𝑀𝑃 
2.04 

(2.15) 

-26.75** 

(10.95) 

 𝑅𝑀𝑃 × 𝑆 - 
42.57** 

(20.62) 

𝑆 
-0.01 

(0.04) 

-4.95** 

(2.51) 

𝑌 
-0.01 

(0.28) 

0.26 

(0.43) 

π 
-0.07 

(0.15) 

-0.16 

(0.13) 

𝐶 
0.06 

(0.05) 

0.06 

(0.06) 

Short-run (SR) estimates: The dependent variable is ∆(𝑳) 

𝐸𝐶𝑇𝑡−1 
-0.001 

(0.001) 

-1.08** 

(0.45) 

∆(𝐿𝑡−1) 
0.25*** 

(0.10) 

0.50*** 

(0.16) 

∆(𝑅𝑀𝑃) 
-0.03 

(0.07) 

-1.92 

(1.26) 

∆(𝑅𝑀𝑃 × 𝑆) - 
2.10 

(1.33) 

∆(𝑆) 
-0.02 

(0.03) 

-0.15 

(0.13) 

∆(𝑌) 
-0.05 

(0.09) 

-0.05 

(0.05) 

∆(π) 
-0.16 

(0.14) 

-0.22 

(0.19) 

∆(𝐶) 
-0.21 

(0.18) 

-0.08 

(0.12) 

Intercept 
0.02 

(0.01) 

0.005 

(0.01) 

Countries 11 11 

Observations 253 253 

CD testa 1.44 0.35 

Notes: 𝐿 = bank credit/GDP; 𝑅𝑀𝑃 = macroprudential index; 𝑆 = supervisory power index; 𝑌 = real 

GDP; 𝐶 = current account/GDP; π = inflation; 𝑅 × 𝑆 is an interactive term between bank regulatory 

and supervisory indices; + = positive shock; − = negative shock;  ∆ is the first difference operator; 
𝐸𝐶𝑇 is an error-correction term; standard errors are in parenthesis; CD is cross-sectional dependence; 
a𝐻0: no error cross-sectional dependence; the chosen lag order for the baseline models is 

ARDL(1,0,0,0,0,0); ***, ** and * represent statistical significance at the 1%, 5% and 10% levels, 
respectively. 
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Lastly, the study undertook tests for the existence of error cross-sectional 

dependence in all the estimated models in Table 5.12 to Table 5.16 to ascertain that, 

unlike other MG estimators, the CCEMG estimators are robust. This is crucial since 

the MG-type estimators are normally biased while cross-sectional dependence exists, 

which arises from the possibility that countries under consideration could be 

influenced by similar shocks emanating from any of the economies included in the 

sample because of their interconnectedness (Holly et al., 2010; Ditzen, 2018). As 

shown by the reported CD test statistics that are insignificant, all the estimated 

models are found to be free from error cross-sectional dependence. Thus, the 

CCEMG estimators used in this study are able to control for unobserved error 

dependence amongst cross-sectional units and provide unbiased regression 

estimates. The robustness of these results is maintained for different chosen 

measures of bank regulation and in the context of all selected SSA countries as well 

as their income groups. 

 

5.2.8 Dynamic Panel Threshold Regression (PTR) Results 

The further study further investigates the existence of the threshold effects of 

measures of bank regulation on bank credit using the dynamic PTR model. Before 

estimating this model, it employs the Fisher linearity test and its statistics are 

reported in Table 5.17. The test results reject the null hypothesis of linearity under 

models with the banking entry barrier and capital regulation stringency indices. 

However, this null hypothesis of linearity is not rejected under models with the mixing 

of banking and commerce restriction index as well as the ones with the banking 

activity restriction index. Overall, these linearity test results support the presence of 

nonlinear impacts in the nexus between bank credit and banking entry barriers or 

banking capital regulations. The linearity test (and other subsequent) results for 

models with the macroprudential index could not be obtained. 

 

The study then uses the dynamic PTR model to estimate the nonlinear effects of 

banking entry barriers and capital regulations on bank credit (plus controls). This 

model is estimated through the GMM approach and its results are provided in Table 
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5.18. Both the banking entry barrier index and capital regulation stringency index are 

used in the model estimations as threshold variables, whereas other explanatory 

variables such as bank supervisory power index, real GDP (or economic growth), 

inflation and current account balance as a share of GDP are incorporated as 

covariates or control variables. First, Table 5.18. presents the threshold levels for the 

banking entry barrier index as well as for the capital regulation stringency index, 

together with their corresponding 95% confidence intervals, from the estimated 

dynamic PTR models. Second, the table provides the estimated regime-dependent 

coefficients of banking entry barrier and capital regulation stringency indices on bank 

credit. These estimates are represented by 𝛽1̂ and 𝛽2̂, which are the marginal 

estimated coefficients of the banking entry barrier index or capital regulation 

stringency index on bank credit in both the low and high regimes of the stringency of 

bank regulation, respectively. Finally, the table reports the estimates for the control 

variables. 

 

The model results on the estimated threshold values show that the banking entry 

barrier index has a threshold level of 62.8% (or 0.628) with the 95% confidence 

interval of [49.9 – 62.8]. On the other hand, the estimated threshold value for the 

stringency of the capital regulation index is 76.5% (or 0.765) and its 95% confidence 

interval is [40.0 – 79.8]. These obtained confidence intervals show that the threshold 

value of the banking entry barrier index is estimated with more precision than the 

threshold level of the capital regulation stringency index. The implication emanating 

from this is that there is less uncertainty concerning the threshold value of the 

banking entry barrier index as compared to that of the capital regulation stringency 

index. Nonetheless, despite that the study does not necessarily contend that the 

obtained threshold values represent the optimal degrees of the stringency of the 

considered measures of bank regulation12, they provide evidence of the presence of 

nonlinear effects in the nexus between the stringency of banking entry barriers or 

capital regulations and bank credit. 

 

 
12 The optimal degrees of the stringency of bank regulatory measures depend on other factors that are not 

considered within the scope of this study. 
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Furthermore, the obtained estimated coefficients of both the low and high regimes of 

the stringency of bank regulatory measures are used to validate the statistical 

significance of the presence of nonlinear impacts in the relationship between banking 

entry barriers or capital regulations and bank credit. Regarding the banking entry 

barrier index, both estimates of the low regime-dependent coefficient (𝛽1̂) and high 

regime-dependent coefficient (𝛽2̂) are significant at the 10% and 1% levels, 

respectively. Moreover, the low regime-dependent coefficient has a positive sign, 

whereas the sign of the high regime-dependent coefficient is negative. This implies 

that the impact of the banking entry barrier index on bank credit in the case of the 

selected SSA countries is positive and significant when the values of the banking 

entry barrier index are below the threshold level of 62.8%. However, this effect 

becomes negative and more statistically significant when the values of the banking 

entry barrier index are above that threshold level. 

 

In the case of the model with the capital regulation stringency index, the sign of the 

estimated low regime-dependent coefficient is negative when its values are below the 

threshold level of 76.5%. But the sign becomes positive for values of the capital 

regulation stringency index that are above that threshold level. Nonetheless, the 

estimates of both coefficients are found to be statistically insignificant. Therefore, 

increasing the stringency of banking capital regulatory requirements in the context of 

the selected SSA economies does not influence bank credit, irrespective of whether 

the values of the capital regulation stringency index are below or above the obtained 

threshold level. 

 

Additionally, other estimated results from Table 5.18 reveal that the effect of the bank 

supervisory power index on bank credit is negative at the 1% level of significance. 

The reported estimated results also indicate that both economic growth (captured by 

the log of real GDP) and inflation (proxied by the log of consumer price index) 

impacted positively and significantly on bank credit at the 1% level. Finally, the 

estimated results show that the effect of the current account balance as a share of 

GDP on bank credit is insignificant in the context of the selected SSA countries. 



 

192 

 

 

 

 

Table 5.17 Linearity test results 

Model Fisher (F-statistic) 

𝐿 = 𝑓(𝑅𝐸𝐵 , 𝑆, 𝑌, π, 𝐶)            75.71*** 

𝐿 = 𝑓(𝑅𝐵𝐶 , 𝑆, 𝑌, π, 𝐶)       -5.26 

𝐿 = 𝑓(𝑅𝐴𝑅 , 𝑆, 𝑌, π, 𝐶)     -57.92 

𝐿 = 𝑓(𝑅𝐶𝑅 , 𝑆, 𝑌, π, 𝐶)            44.24*** 

Notes: The sample data has been averaged over three-year non-overlapping periods spanning 1997-
2017 for all selected SSA countries; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 𝑅𝐵𝐶 = mixing 

banking & commerce restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital regulation index; 

𝑆 = supervisory power index; 𝑌 = real GDP; π = inflation; 𝐶 = current account/GDP; ***, ** and * 
represent statistical significance at the 1%, 5% and 10% levels, respectively. 

 

Table 5.18 Dynamic PTR results 

 
Model with 

Entry barrier index Capital regulation index 

Threshold estimates and confidence intervals 

Threshold estimates 62.8% 76.5% 

95% confidence interval [49.9 – 62.8] [40.0 - 79.8] 

Impact of bank regulation 

𝛽
1̂
 

0.52* 

(0.29) 

-0.08 

(0.12) 

𝛽
2̂
 

-2.70*** 

(0.27) 

0.79 

(0.57) 

Impact of covariates 

𝐿𝑡−1 
-0.01 

(0.06) 

0.02 

(0.05) 

𝑆 
-0.33*** 

(0.11) 

-0.32*** 

(0.11) 

𝑌 
0.86*** 

(0.24) 

0.82*** 

(0.21) 

π 
0.16*** 

(0.05) 

0.14*** 

(0.05) 

𝐶 
-0.01 

(0.005) 

-0.01 

(0.01) 

Countries 23 23 

Observations 161 161 

Notes: The sample is based on averaged data over three-year non-overlapping periods from 1997 to 
2017 for all selected SSA countries; the dependent variable is bank credit/GDP (𝐿); 𝑅𝐸𝐵 = entry 
barrier index; 𝑅𝐶𝑅 = capital regulation index; 𝑆 = supervisory power index; 𝑌 = real GDP; π = inflation; 

𝐶 = current account/GDP; standard errors are in parenthesis; ***, ** and * represent statistical 
significance at the 1%, 5% and 10% levels, respectively.  
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5.3 Results on the Causality Between Bank Regulation and Bank Lending 

This section provides the results on the causality between bank regulation and bank 

credit. First, Section 5.3.1 provides the descriptive statistics, correlation analysis, 

cross-sectional dependence test results and panel unit root test results, while Section 

5.3.2 present the panel cointegration test results. Second, Section 5.3.3 and Section 

5.3.4 provide and discuss the symmetric and asymmetric panel error correction-

based Granger causality results, respectively. 

 

5.3.1 Descriptive Statistics, Correlation Analysis, Cross-sectional Dependence 

and Panel Unit Root Test Results 

The panel for the analysis of causality between bank regulation and bank lending is 

still made up of 23 SSA countries, with 12 low-income countries and 11 middle-

income countries, over the period spanning 1995 to 2017. The descriptive statistics in 

a form of the mean, standard deviation, as well as minimum and maximum values for 

bank regulatory measures and bank lending are the same as discussed in Section 

5.2.1 and presented in Table 5.1. Likewise, the correlation analysis, cross-sectional 

dependence and panel unit root test results are similar to the ones discussed in 

Section 5.2.2 (and presented in Table 5.2), Section 5.2.3 (and presented in Table 5.3 

to Table 5.7) and Section 5.2.4 (and presented in Table 5.8 to Table 5.9), 

respectively. 

 

5.3.2 Panel Cointegration Test Results 

The study uses a two-stage second-generation error-based cointegration method to 

determine the existence of a long-run association between bank regulatory measures 

and bank credit. First, the study estimates the long-run models. Second, it subjects 

the obtained errors to the CIPS panel unit root test to examine the presence of 

cointegration. Table 5.19 provides the test statistics for panel cointegration. The 

CIPS statistics significantly reject the null hypothesis of unit root on the obtained 

errors in almost all the specified models, except for models where: i) capital 

regulation index is a function of bank lending (in the case of all selected SSA 
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countries), ii) bank credit is a function of mixing banking and commerce restriction 

index (in the case of low-income SSA countries) or capital regulation index (in the 

case of middle-income SSA countries), and iii) mixing banking and commerce 

restriction index or activity restriction index is a function of bank lending (in the case 

of middle-income SSA countries). Overall, the presented results are strongly robust 

to the choice of the augmentation order, p. As a result, the study generally concludes 

that there is cointegration among variables in models where the CIPS statistics are 

significant. 
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Table 5.19 Residual-based panel cointegration test results (causality models) 

CIPS(p) statistics (with an intercept) 

Modela CADF(1) CADF(2) CADF(3) CADF(4) 

All selected SSA countries 

Models with entry barrier index 

𝐿 = 𝑓(𝑅𝐸𝐵) -2.73*** -2.98*** -2.88*** -2.83*** 

𝑅𝐸𝐵 = 𝑓(𝐿) -2.14* -2.33*** -2.38*** -2.20** 

Models with mixing banking & commerce restriction index 

𝐿 = 𝑓(𝑅𝐵𝐶) -6.17*** -6.11*** -4.45*** -6.17*** 

𝑅𝐵𝐶 = 𝑓(𝐿) -3.38*** -3.52*** -3.50*** -3.31*** 

Models with activity restriction index 

𝐿 = 𝑓(𝑅𝐴𝑅) -2.50*** -2.49*** -2.75*** -2.31*** 

𝑅𝐴𝑅 = 𝑓(𝐿) -2.56*** -2.56*** -2.56*** -2.56*** 

Models with capital regulation index 

𝐿 = 𝑓(𝑅𝐶𝑅) -3.36*** -4.16*** -3.86*** -3.78*** 

𝑅𝐶𝑅 = 𝑓(𝐿) -1.82 -1.82 -2.04 -2.04 

Low-income SSA countries 

Models with entry barrier index 

𝐿 = 𝑓(𝑅𝐸𝐵) -5.80*** -5.65*** -5.80*** -5.80*** 

𝑅𝐸𝐵 = 𝑓(𝐿) -3.98*** -3.63*** -4.00*** -3.98*** 

Models with mixing banking & commerce restriction index 

𝐿 = 𝑓(𝑅𝐵𝐶) 2.22 2.31 2.27 2.22 

𝑅𝐵𝐶 = 𝑓(𝐿) -2.73*** -2.99*** -2.72*** -2.73*** 

Models with activity restriction index 

𝐿 = 𝑓(𝑅𝐴𝑅) -3.45*** -3.93*** -3.13*** -3.21*** 

𝑅𝐴𝑅 = 𝑓(𝐿) -2.63*** -2.98*** -2.69*** -2.63*** 

Models with capital regulation index 

𝐿 = 𝑓(𝑅𝐶𝑅) -2.70*** -2.00 -2.42** -2.70*** 

𝑅𝐶𝑅 = 𝑓(𝐿) -3.96*** -4.37*** -3.97*** -3.96*** 

Middle-income SSA countries 

Models with mixing banking & commerce restriction index 

𝐿 = 𝑓(𝑅𝐵𝐶) -3.28*** -3.18*** -3.28*** -3.28*** 

𝑅𝐵𝐶 = 𝑓(𝐿) -2.08 -2.08 -2.08 -2.05 

Models with activity restriction index 

𝐿 = 𝑓(𝑅𝐴𝑅) -5.40*** -6.08*** -5.60*** -5.40*** 

𝑅𝐴𝑅 = 𝑓(𝐿) -1.92 -3.87*** -3.34*** -2.07 

Models with capital regulation index 

𝐿 = 𝑓(𝑅𝐶𝑅) -1.18 -2.71*** -2.14 -1.18 

𝑅𝐶𝑅 = 𝑓(𝐿) -4.84*** -4.84*** -4.84*** -4.84*** 
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CIPS(p) statistics (with an intercept) 

Modela CADF(1) CADF(2) CADF(3) CADF(4) 

Middle-income SSA countries 

Models with macroprudential index 

𝐿 = 𝑓(𝑅𝑀𝑃) -2.76*** -2.94*** -2.83*** -2.76*** 

𝑅𝑀𝑃 = 𝑓(𝐿) -4.14*** -4.47*** -4.47*** -4.27*** 

Notes: Cross-sectionally augmented Im-Pesaran-Shin [CIPS(p)] statistics are cross-section averages 
of p-th-order cross-sectionally augmented Dickey-Fuller [CADF(p)] test statistics; aCIPS(p) statistics 
are based on the residuals of the specified models; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier index; 

𝑅𝐵𝐶 = mixing banking & commerce restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital 

regulation index; 𝑅𝑀𝑃 = macroprudential index; ***, ** and * represent statistical significance at the 1%, 
5% and 10% levels, respectively. 
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5.3.3 Symmetric Panel Granger Causality Results 

The study first tests for the symmetric causality between bank regulatory measures 

and bank credit within an error correction-based panel Granger-causality framework. 

Table 5.20 to Table 5.24 report the results for symmetric long- and short-run causality 

for models with banking entry barrier, mixing of banking and commerce restriction, 

banking activity restriction, capital regulation stringency and macroprudential indices, 

respectively, in all selected SSA countries, low-income SSA countries and/or middle-

income SSA countries. The Chi-squared statistics are employed to test for Granger 

causality in the short run, while the t-statistics for the coefficients of the error-

correction term are used to determine the long-run causality. 

 

In the case of all selected SSA economies, the results from Table 5.20 to Table 5.23 

indicate that there is a one-way long-run symmetric causality from i) banking entry 

barriers to bank lending (see Table 5.20), and ii) bank credit to mixing of banking and 

commerce restrictions (see Table 5.21) or banking activity restrictions (see Table 

5.22). In the short run, the results show that there is a unidirectional symmetric 

Granger causality running from i) bank lending to banking entry barriers (see Table 

5.20), ii) mixing of banking and commerce restrictions to bank credit (see Table 5.21), 

and iii) banking activity restrictions to bank lending (see Table 5.22). 

 

When it comes to low-income SSA economies, the findings from Table 5.20 to Table 

5.23 only portray a unidirectional long-run symmetric causality running from banking 

entry barriers to bank credit (see Table 5.20). In the short run, the results only 

indicate that there is a unidirectional symmetric Granger causality running from bank 

lending to capital regulations in low-income SSA countries (see Table 5.23). 

 

In the context of middle-income SSA economies, the results from Table 5.21 to Table 

5.24 highlight that no long- and short-run symmetric causality exists between bank 

credit and bank regulatory measures. 
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Lastly, Table 5.25 reports the post-estimation diagnostic test results for the residuals 

of the estimated symmetric causality models. The null hypothesis of no first-order 

autocorrelation is rejected in most models. However, the null hypotheses of constant 

variance and normality are not rejected in the majority of the estimated symmetric 

causality models. But given the absence of serial correlation in most of the estimated 

models, the reported error correction-based Granger causality results can generally 

be considered reliable (Wooldridge, 2002). 
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Table 5.20 Symmetric causality results (models with entry barrier index) 

Dependent variable 

Source of causation (independent variables) 

Short run Long run 

∆(𝐿) ∆(𝑅𝐸𝐵) 𝐸𝑇𝐶𝑡−1 

All selected SSA countries 

∆(𝐿) - 1.55 -0.45*** 

∆(𝑅𝐸𝐵) 3.94** - -0.01 

Low-income SSA countries 

∆(𝐿) - 1.08     -0.59*** 

∆(𝑅𝐸𝐵) 0.06 - -0.003 

Notes: Chi-squared statistics are reported for short run; coefficients for an error-correction term (ECT) 
are reported for the long run; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry 
barrier index; ***, ** and * represent statistical significance at the 1%, 5% and 10% levels, respectively. 

 

Table 5.21 Symmetric causality results (models with mixing banking & commerce 

index) 

Dependent variable 

Source of causation (independent variables) 

Short run Long run 

∆(𝐿) ∆(𝑅𝐵𝐶) 𝐸𝑇𝐶𝑡−1 

All selected SSA countries 

∆(𝐿) - 3.14* -0.001 

∆(𝑅𝐵𝐶) 1.11 - -0.52*** 

Low-income SSA countries 

∆(𝐿) - 1.24 - 

∆(𝑅𝐵𝐶) 0.62 - -0.001 

Middle-income SSA countries 

∆(𝐿) - 1.67 -0.004 

∆(𝑅𝐵𝐶) 0.00 - - 

Notes: Chi-squared statistics are reported for short run; coefficients for an error-correction term (ECT) 
are reported for the long run; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝐵𝐶 = mixing 
banking & commerce restriction index; ***, ** and * represent statistical significance at the 1%, 5% and 
10% levels, respectively. 
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Table 5.22 Symmetric causality results (models with activity restriction index) 

Dependent variable 

Source of causation (independent variables) 

Short run Long run 

∆(𝐿) ∆(𝑅𝐴𝑅) 𝐸𝑇𝐶𝑡−1 

All selected SSA countries 

∆(𝐿) - 0.16 -0.001 

∆(𝑅𝐴𝑅) 1.31 - -0.40*** 

Low-income SSA countries 

∆(𝐿) - 0.12 -0.005 

∆(𝑅𝐴𝑅) 0.26 - -0.001 

Middle-income SSA countries 

∆(𝐿) - 0.07 0.001 

∆(𝑅𝐴𝑅) 1.55 - - 

Notes: Chi-squared statistics are reported for short run; coefficients for an error-correction term (ECT) 
are reported for the long run; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝐴𝑅 = activity 
restriction index; ***, ** and * represent statistical significance at the 1%, 5% and 10% levels, 
respectively. 

 

Table 5.23 Symmetric causality results (models with capital regulation index) 

Dependent variable 

Source of causation (independent variables) 

Short run Long run 

∆(𝐿) ∆(𝑅𝐶𝑅) 𝐸𝑇𝐶𝑡−1 

All selected SSA countries 

∆(𝐿) - 0.76 -0.001 

∆(𝑅𝐶𝑅) 3.65* - - 

Low-income SSA countries 

∆(𝐿) - 0.08 -0.003 

∆(𝑅𝐶𝑅) 4.49** - 0.003 

Middle-income SSA countries 

∆(𝐿) - 0.84 - 

∆(𝑅𝐶𝑅) 1.14 - -0.004 

Notes: Chi-squared statistics are reported for short run; coefficients for an error-correction term (ECT) 
are reported for the long run; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝐶𝑅 = capital 
regulation index; ***, ** and * represent statistical significance at the 1%, 5% and 10% levels, 
respectively. 
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Table 5.24 Symmetric causality estimation results (models with macroprudential 

index) 

Dependent variable 

Source of causation (independent variables) 

Short run Long run 

∆(𝐿) ∆(𝑅𝑀𝑃) 𝐸𝑇𝐶𝑡−1 

Middle-income SSA countries 

∆(𝐿) - 0.70 -0.03 

∆(𝑅𝑀𝑃) 0.91 - -0.0002 

Notes: Chi-squared statistics are reported for short run; coefficients for an error-correction term (ECT) 
are reported for the long run; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝑀𝑃 = 
macroprudential index; ***, ** and * represent statistical significance at the 1%, 5% and 10% levels, 
respectively. 
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Table 5.25 Post-estimation test results (symmetric causality models) 

Dependent 
variable 

All selected SSA countries Low-income SSA countries Middle-income SSA countries 

Serial 
correlationa 

Heterosce-
dasticityb 

Normalityc 
Serial 

correlationa 
Heterosce-
dasticityb 

Normalityc 
Serial 

correlationa 
Heterosce-
dasticityb 

Normalityc 

Models with entry barrier index 

∆(𝐿) 0.14 7.37*** 192.90*** 2.71 0.09 54.81*** - - - 

∆(𝑅𝐸𝐵) 0.10 12.75*** 9064.00*** 114.35*** 22.54*** 3497.00*** - - - 

Models with mixing banking & commerce restriction index 

∆(𝐿) 0.17 8.52*** 249.60*** 0.10 0.00 262.00*** 0.16 3.65 48.31*** 

∆(𝑅𝐵𝐶) 52.70*** 42.98*** 4006.00*** 11.22*** 13.45*** 1222.00*** 258214*** 0.56 4001.00*** 

Models with activity restriction index 

∆(𝐿) 0.21 14.46*** 236.90*** 0.08 0.02 45.59*** 0.16 4.50** 44.68*** 

∆(𝑅𝐴𝑅) 31.90*** 0.23 5862.00** 0.68 0.29 4026.00** 0.83 0.68 9697.00*** 

Models with capital regulation index 

∆(𝐿) 0.19 8.89*** 238.90*** 0.07 0.02 45.04*** 0.26 4.51** 230.50*** 

∆(𝑅𝐶𝑅) 0.42 5.38** 7149.00*** 5.48** 34.60*** 3433.00*** 0.33 5.73** 2872.00*** 

Models with macroprudential index 

∆(𝐿) - - - - - - 0.16 4.10** 41.02*** 

∆(𝑅𝑀𝑃) - - - - - - 0.57 21.35*** 2707.00*** 

Notes: a𝐻0: no first-order autocorrelation; b𝐻0: constant variance; c𝐻0: normality; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier 

index; 𝑅𝐵𝐶 = mixing banking & commerce restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital regulation index; 𝑅𝑀𝑃 = macroprudential index; ***, ** 
and * represent statistical significance at the 1%, 5% and 10% levels, respectively. 
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5.3.4 Asymmetric Panel Granger Causality Results 

The study further tests for the asymmetric causality between bank regulatory 

measures and bank credit within an error correction-based panel Granger-causality 

framework. Table 5.26 to Table 5.30 present the asymmetric long- and short-run 

causality results for models with banking entry barrier, mixing of banking and 

commerce restriction, banking activity restriction, capital regulation stringency and 

macroprudential indices, respectively, in all selected SSA economies, low-income 

SSA economies and/or middle-income SSA economies. The Chi-squared statistics 

are used to test for the short-run Granger causality, while the t-statistics for the 

coefficients of the error-correction term are employed to determine the causality in 

the long run. 

 

In the context of all selected SSA countries, the results from Table 5.26 to Table 5.29 

reveal that long-run bidirectional asymmetric causality exists between i) positive 

shocks to mixing of banking and commerce restrictions and positive shocks to bank 

credit (see Table 5.27), ii) positive shocks to mixing of banking and commerce 

restrictions and negative shocks to bank lending (see Table 5.27), and iii) negative or 

positive shocks to banking activity restrictions and negative shocks to bank credit 

(see Table 5.28). Furthermore, there are one-way asymmetric long-run causal flows 

from i) positive or negative shocks to banking entry barriers to positive or negative 

shocks to bank lending (see Table 5.26), ii) negative shocks to mixing of banking and 

commerce restrictions to positive or negative shocks to bank credit (see Table 5.27), 

iii) positive or negative shocks to banking activity restrictions to positive shocks to 

bank lending (see Table 5.28), and iv) negative shocks to capital regulations to 

negative shocks to bank credit (see Table 5.29). Finally, in the short run, the Chi-

squared statistics indicate that there is one-way causal flow from i) negative shocks 

to mixing of banking and commerce restrictions and negative shocks to bank lending 

(see Table 5.27), and ii) positive shocks to bank credit to negative shocks to capital 

regulations (see Table 5.29). 
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For low-income SSA economies, the findings from Table 5.26 to Table 5.29 portray 

that one-way long-run asymmetric causal flows exist from i) positive shocks to mixing 

of banking and commerce restrictions to positive or negative shocks to bank lending 

(see Table 5.27), ii) positive or negative shocks to banking activity restrictions to 

negative shocks to bank credit (see Table 5.28), iii) positive shocks to bank credit to 

negative shocks to banking activity restrictions (see Table 5.28), and iv) positive 

shocks to capital regulations to negative shocks to bank lending (see Table 5.29). 

Moreover, the Chi-squared statistics show that there is only one-way short-run 

asymmetric causal flow running from positive shocks to bank credit to negative 

shocks to mixing of banking and commerce (see Table 5.27). 

 

In the case of middle-income SSA countries, the estimated results from Table 5.27 to 

Table 5.30 highlight that there are long-run bidirectional asymmetric causal flows 

between i) positive shocks to mixing of banking and commerce restrictions and 

negative shocks to bank credit (see Table 5.27), ii) negative shocks to banking 

activity restrictions and positive shocks to bank lending (see Table 5.28), iii) positive 

shocks to capital regulations and positive shocks to bank credit (see Table 5.29), iv) 

positive (negative) shocks to capital regulations and negative (positive) shocks to 

bank lending (see Table 5.29), and v) positive shocks to macroprudential policies and 

positive shocks to bank credit (see Table 5.30). Additionally, one-way long-run 

asymmetric causal flows exist running from i) negative shocks to mixing of banking 

and commerce restrictions to negative shocks to bank lending (see Table 5.27), ii) 

negative shocks to bank credit to positive or negative shocks to banking activity 

restrictions (see Table 5.28), iii) negative shocks to bank lending to negative shocks 

to capital regulations (see Table 5.29), and iv) negative shocks to bank credit to 

positive shocks to macroprudential policies (see Table 5.30). Lastly, the Chi-squared 

statistics reveal that there is only one-way short-run asymmetric causal flow running 

from negative shocks to capital regulations to negative shocks to bank lending (see 

Table 5.29). 

 

Finally, Table 5.31 reports the post-estimation diagnostic test results for the residuals 

of the estimated asymmetric causality models. The null hypothesis of no first-order 
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autocorrelation is rejected in most models, especially when shocks to bank credit are 

dependent variables. Nevertheless, the null hypotheses of constant variance and 

normality are not rejected in the majority of the estimated asymmetric causality 

models. But due to the absence of serial correlation in most of the estimated models, 

the reported error correction-based Granger causality results can generally be relied 

upon (Wooldrgige, 2002). 
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Table 5.26 Asymmetric causality results (models with entry barrier index) 

Dependent variable 
Source of causation (independent variables) 

Short run Long run 

All selected SSA countries 

 ∆(𝐿+) ∆(𝑅𝐸𝐵
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 0.33 -0.40*** 

∆(𝑅𝐸𝐵
+ ) 0.04 - - 

 ∆(𝐿−) ∆(𝑅𝐸𝐵
− )  

∆(𝐿−) - 2.67 -0.52*** 

∆(𝑅𝐸𝐵
− ) 1.55 - - 

 ∆(𝐿+) ∆(𝑅𝐸𝐵
− )  

∆(𝐿+) - 1.68 -0.34*** 

∆(𝑅𝐸𝐵
− ) 11.19*** - - 

 ∆(𝐿−) ∆(𝑅𝐸𝐵
+ )  

∆(𝐿−) - 0.31 -0.42*** 

∆(𝑅𝐸𝐵
+ ) 0.53 - - 

Low-income SSA countries 

 ∆(𝐿+) ∆(𝑅𝐸𝐵
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 1.10 - 

∆(𝑅𝐸𝐵
+ ) 0.66 - - 

 ∆(𝐿−) ∆(𝑅𝐸𝐵
− )  

∆(𝐿−) - 0.38 -0.004 

∆(𝑅𝐸𝐵
− ) 0.58 - - 

 ∆(𝐿+) ∆(𝑅𝐸𝐵
− )  

∆(𝐿+) - 0.64 -0.03 

∆(𝑅𝐸𝐵
− ) 0.23 - - 

 ∆(𝐿−) ∆(𝑅𝐸𝐵
+ )  

∆(𝐿−) - 0.02 -0.01 

∆(𝑅𝐸𝐵
+ ) 0.22 - -0.004 

Notes: Chi-squared statistics are reported for short run; coefficients for an error-correction term (ECT) 
are reported for long run; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier 

index; + = positive shock; − = negative shock; ***, ** and * represent statistical significance at the 1%, 
5% and 10% levels, respectively. 
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Table 5.27 Asymmetric causality results (models with mixing banking & commerce 

restriction index) 

Dependent variable 
Source of causation (independent variables) 

Short run Long run 

All selected SSA countries 

 ∆(𝐿+) ∆(𝑅𝐵𝐶
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 0.37 -0.08*** 

∆(𝑅𝐵𝐶
+ ) 0.08 - -0.14*** 

 ∆(𝐿−) ∆(𝑅𝐵𝐶
− )  

∆(𝐿−) - 3.70* 0.34*** 

∆(𝑅𝐵𝐶
− ) 0.03 - - 

 ∆(𝐿+) ∆(𝑅𝐵𝐶
− )  

∆(𝐿+) - 2.70 -0.05*** 

∆(𝑅𝐵𝐶
− ) 1.69 - - 

 ∆(𝐿−) ∆(𝑅𝐵𝐶
+ )  

∆(𝐿−) - 0.06 -0.48*** 

∆(𝑅𝐵𝐶
+ ) 0.16 - -0.34*** 

Low-income SSA countries 

 ∆(𝐿+) ∆(𝑅𝐵𝐶
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 0.01 -0.36*** 

∆(𝑅𝐵𝐶
+ ) 0.09 - - 

 ∆(𝐿−) ∆(𝑅𝐵𝐶
− )  

∆(𝐿−) - 0.75 -0.002 

∆(𝑅𝐵𝐶
− ) 1.34 - - 

 ∆(𝐿+) ∆(𝑅𝐵𝐶
− )  

∆(𝐿+) - 2.20 -0.03 

∆(𝑅𝐵𝐶
− ) 6.05** - - 

 ∆(𝐿−) ∆(𝑅𝐵𝐶
+ )  

∆(𝐿−) - 0.00 -0.21*** 

∆(𝑅𝐵𝐶
+ ) 2.06 - -0.01 

Middle-income SSA countries 

 ∆(𝐿+) ∆(𝑅𝐵𝐶
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 0.54 - 

∆(𝑅𝐵𝐶
+ ) 0.03 - - 

 ∆(𝐿−) ∆(𝑅𝐵𝐶
− )  

∆(𝐿−) - 1.84 -0.05** 

∆(𝑅𝐵𝐶
− ) 0.34 - - 

 ∆(𝐿+) ∆(𝑅𝐵𝐶
− )  

∆(𝐿+) - 0.81 -0.03 

∆(𝑅𝐵𝐶
− ) 0.00 - - 
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Dependent variable 
Source of causation (independent variables) 

Short run Long run 

Middle-income SSA countries 

 ∆(𝐿−) ∆(𝑅𝐵𝐶
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿−) - 0.03 -0.03* 

∆(𝑅𝐵𝐶
+ ) 1.09 - -0.44*** 

Notes: Chi-squared statistics are reported for short run; coefficients for an error-correction term (ECT) 
are reported for long run; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝐵𝐶 = mixing banking 

& commerce restriction index; + = positive shock; − = negative shock; ***, ** and * represent statistical 
significance at the 1%, 5% and 10% levels, respectively. 
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Table 5.28 Asymmetric causality results (models with activity restriction index) 

Dependent variable 
Source of causation (independent variables) 

Short run Long run 

All selected SSA countries 

 ∆(𝐿+) ∆(𝑅𝐴𝑅
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 0.02 -0.38*** 

∆(𝑅𝐴𝑅
+ ) 0.71 - -0.02 

 ∆(𝐿−) ∆(𝑅𝐴𝑅
− )  

∆(𝐿−) - 0.00 -0.52*** 

∆(𝑅𝐴𝑅
− ) 0.62 - -0.14** 

 ∆(𝐿+) ∆(𝑅𝐴𝑅
− )  

∆(𝐿+) - 0.19 -0.33*** 

∆(𝑅𝐴𝑅
− ) 2.38 - -0.05 

 ∆(𝐿−) ∆(𝑅𝐴𝑅
+ )  

∆(𝐿−) - 0.21 -0.05*** 

∆(𝑅𝐴𝑅
+ ) 0.36 - -0.32*** 

Low-income SSA countries 

 ∆(𝐿+) ∆(𝑅𝐴𝑅
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 2.05 -0.03 

∆(𝑅𝐴𝑅
+ ) 0.24 - -0.004 

 ∆(𝐿−) ∆(𝑅𝐴𝑅
− )  

∆(𝐿−) - 0.00 -0.04** 

∆(𝑅𝐴𝑅
− ) 0.87 - -0.05 

 ∆(𝐿+) ∆(𝑅𝐴𝑅
− )  

∆(𝐿+) - 0.18 -0.04 

∆(𝑅𝐴𝑅
− ) 0.10 - -0.34*** 

 ∆(𝐿−) ∆(𝑅𝐴𝑅
+ )  

∆(𝐿−) - 0.03 -0.13*** 

∆(𝑅𝐴𝑅
+ ) 0.33 - - 

Middle-income SSA countries 

 ∆(𝐿+) ∆(𝑅𝐴𝑅
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 0.02 -0.06 

∆(𝑅𝐴𝑅
+ ) 0.48 - - 

 ∆(𝐿−) ∆(𝑅𝐴𝑅
− )  

∆(𝐿−) - 0.12 -0.0002 

∆(𝑅𝐴𝑅
− ) 0.02 - -0.36*** 

 ∆(𝐿+) ∆(𝑅𝐴𝑅
− )  

∆(𝐿+) - 0.71 -0.47*** 

∆(𝑅𝐴𝑅
− ) 

 

2.10 - -0.25*** 



 

210 

 

 

 

 

Dependent variable 
Source of causation (independent variables) 

Short run Long run 

Middle-income SSA countries 

 ∆(𝐿+) ∆(𝑅𝐴𝑅
− ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿−) - 0.19 -0.01 

∆(𝑅𝐴𝑅
+ ) 0.02 - -0.11** 

Notes: Chi-squared statistics are reported for short run; coefficients for an error-correction term (ECT) 
are reported for long run; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝐴𝑅 = activity 

restriction index; + = positive shock; − = negative shock; ***, ** and * represent statistical significance 
at the 1%, 5% and 10% levels, respectively. 
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Table 5.29 Asymmetric causality results (models with capital regulation index) 

Dependent variable 
Source of causation (independent variables) 

Short run Long run 

All selected SSA countries 

 ∆(𝐿+) ∆(𝑅𝐶𝑅
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 0.02 0.004 

∆(𝑅𝐶𝑅
+ ) 0.20 - - 

 ∆(𝐿−) ∆(𝑅𝐶𝑅
− )  

∆(𝐿−) - 2.56 -0.36*** 

∆(𝑅𝐶𝑅
− ) 0.57 - -0.002 

 ∆(𝐿+) ∆(𝑅𝐶𝑅
− )  

∆(𝐿+) - 0.17 -0.05*** 

∆(𝑅𝐶𝑅
− ) 3.45* - -0.01 

 ∆(𝐿−) ∆(𝑅𝐶𝑅
+ )  

∆(𝐿−) - 0.17 -0.0002 

∆(𝑅𝐶𝑅
+ ) 1.36 - - 

Low-income SSA countries 

 ∆(𝐿+) ∆(𝑅𝐶𝑅
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 0.09 -0.03 

∆(𝑅𝐶𝑅
+ ) 0.20 - - 

 ∆(𝐿−) ∆(𝑅𝐶𝑅
+ )  

∆(𝐿−) - 0.12 -0.04* 

∆(𝑅𝐶𝑅
+ ) 0.51 - -0.02 

Middle-income SSA countries 

 ∆(𝐿+) ∆(𝑅𝐶𝑅
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 0.01 -0.30*** 

∆(𝑅𝐶𝑅
+ ) 1.62 - -0.40*** 

 ∆(𝐿−) ∆(𝑅𝐶𝑅
− )  

∆(𝐿−) - 3.20* -0.04 

∆(𝑅𝐶𝑅
− ) 0.22 - -0.32*** 

 ∆(𝐿+) ∆(𝑅𝐶𝑅
− )  

∆(𝐿+) - 0.30 -0.32*** 

∆(𝑅𝐶𝑅
− ) 0.19 - -0.49*** 

 ∆(𝐿−) ∆(𝑅𝐶𝑅
+ )  

∆(𝐿−) - 0.12 -0.13* 

∆(𝑅𝐶𝑅
+ ) 1.64 - -0.13* 

Notes: Chi-squared statistics are reported for short run; coefficients for an error-correction term (ECT) 
are reported for long run; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝐶𝑅 = capital 

regulation index; + = positive shock; − = negative shock; ***, ** and * represent statistical significance 
at the 1%, 5% and 10% levels, respectively; other Granger causality results for low-income SSA 
countries could not be obtained owing to lack of negative shocks to capital regulation index. 
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Table 5.30 Asymmetric causality results (models with macroprudential index) 

Dependent variable 
Source of causation (independent variables) 

Short run Long run 

All selected SSA countries 

 ∆(𝐿+) ∆(𝑅𝑀𝑃
+ ) 𝐸𝑇𝐶𝑡−1 

∆(𝐿+) - 1.29 -0.46*** 

∆(𝑅𝑀𝑃
+ ) 1.13 - -0.22*** 

 ∆(𝐿−) ∆(𝑅𝑀𝑃
+ )  

∆(𝐿−) - 0.02 -0.04 

∆(𝑅𝑀𝑃
+ ) 0.07 - -0.73*** 

Notes: Chi-squared statistics are reported for short run; coefficients for an error-correction term (ECT) 
are reported for long run; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝑀𝑃 = 

macroprudential index; + = positive shock; − = negative shock; ***, ** and * represent statistical 
significance at the 1%, 5% and 10% levels, respectively; other Granger causality results for middle-
income SSA countries could not be obtained owing to lack of negative shocks to macroprudential 
index. 
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Table 5.31 Post-estimation test results (asymmetric causality models) 

Dependent 
variable 

All selected SSA countries Low-income SSA countries Middle-income SSA countries 

Serial 
correlationa 

Heterosce-
dasticityb 

Normalityc 
Serial 

correlationa 
Heterosce-
dasticityb 

Normalityc 
Serial 

correlationa 
Heterosce-
dasticityb 

Normalityc 

Models with entry barrier index 

∆(𝐿+) 0.04 92.21*** 640.60*** 0.23 22.12*** 704.10*** - - - 

∆(𝑅𝐸𝐵
+ ) 2618.84*** 7.55*** 19000*** 53.28*** 10.63*** 19000*** - - - 

∆(𝐿−) 1.71 338.40*** 2251.00*** 0.71 0.75 5100.00*** - - - 

∆(𝑅𝐸𝐵
− ) 61.97*** 41.81*** 150000*** 41.13*** 22.06*** 150000*** - - - 

∆(𝐿+) 0.00 87.44*** 663.70*** 1.03 17.22*** 80.15*** - - - 

∆(𝑅𝐸𝐵
− ) 7.63** 429.01*** 130000*** 51.90*** 0.13 150000*** - - - 

∆(𝐿−) 0.65 401.43*** 2734.00*** 0.60 1.67 5072.00*** - - - 

∆(𝑅𝐸𝐵
+ ) 57.26*** 19.03*** 19000*** 64.84*** 10.87*** 5909.00*** - - - 

Models with mixing banking & commerce restriction index 

∆(𝐿+) 0.20 81.03*** 694.90*** 0.00 25.98*** 54.15*** 0.39 21.13*** 765.20*** 

∆(𝑅𝐵𝐶
+ ) 8.17*** 267.58*** 12000*** 1601.23*** 7.74* 14000*** 9790.74*** 7.70*** 14000*** 

∆(𝐿−) 0.10 256.03*** 2950.00*** 0.56 1.42 5055.00*** 0.45 74.74*** 1164.00*** 

∆(𝑅𝐵𝐶
− ) 2056.56*** 8.14*** 27000*** 27.17*** 24.75*** 26000*** 167.60*** 4.14** 27000*** 

∆(𝐿+) 0.48 70.89*** 707.30*** 2.59 18.54*** 76.62*** 0.28 24.21*** 214.00*** 

∆(𝑅𝐵𝐶
− ) 130.10*** 30.96*** 27000*** 33.24*** 96.94*** 24000*** 57984*** 5.41** 27000*** 

∆(𝐿−) 0.51 390.60*** 3008.00*** 1.11 39.46*** 3972.00*** 0.61 59.55*** 1197.00*** 

∆(𝑅𝐵𝐶
+ ) 0.71 206.22*** 11000*** 95.64*** 27.09*** 4227.00*** 1.62 261.49*** 2570.00*** 

Models with activity restriction index 

∆(𝐿+) 0.04 93.38*** 569.40*** 1.52 20.58*** 75.26*** 0.21 22.57*** 227.20*** 
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Dependent 
variable 

All selected SSA countries Low-income SSA countries Middle-income SSA countries 

Serial 
correlationa 

Heterosce-
dasticityb 

Normalityc 
Serial 

correlationa 
Heterosce-
dasticityb 

Normalityc 
Serial 

correlationa 
Heterosce-
dasticityb 

Normalityc 

Models with activity restriction index 

∆(𝑅𝐴𝑅
+ ) 255.50*** 44.17*** 80000*** 390.22*** 22.17*** 53000*** 231.63*** 15.65*** 80000*** 

∆(𝐿−) 1.62 332.65*** 2405.00*** 0.56 4.79** 5125.00*** 0.42 67.02*** 1221.00*** 

∆(𝑅𝐴𝑅
− ) 394.91*** 97.25*** 27000*** 63.59*** 27.10*** 7299.00*** 0.70 220.36*** 6860.00*** 

∆(𝐿+) 0.003 117.67*** 555.80*** 0.96 21.93*** 75.44*** 0.01 107.74*** 93.25*** 

∆(𝑅𝐴𝑅
− ) 198.04*** 43.30*** 29000*** 21.30*** 195.56*** 4549.00*** 2.08 139.44*** 8456.00*** 

∆(𝐿−) 0.24 184.43*** 5515.00*** 1.67 37.29*** 3998.00*** 0.43 78.81*** 1189.00*** 

∆(𝑅𝐴𝑅
+ ) 0.73 377.60*** 72000*** 74.69*** 14.28*** 80000*** 237.50*** 58.96*** 25000*** 

Models with capital regulation index 

∆(𝐿+) 0.35 65.41*** 724.20*** 1.22 20.65*** 74.92*** 0.03 32.58*** 199.50*** 

∆(𝑅𝐶𝑅
+ ) 448.61*** 17.89*** 51000*** 281.49*** 9.48*** 51000*** 23.07*** 654.93*** 5704.00*** 

∆(𝐿−) 0.02 221.69*** 2858.00*** - - - 0.49 77.88*** 1171.00*** 

∆(𝑅𝐶𝑅
− ) 598.28*** 23.01*** 20000*** - - - 22.03*** 100.57*** 7361.00*** 

∆(𝐿+) 0.41 77.54*** 699.50*** - - - 0.37 35.03*** 189.20*** 

∆(𝑅𝐶𝑅
− ) 77.00*** 37.64*** 21000*** - - - 3.78* 81.05*** 7989.00*** 

∆(𝐿−) 0.19 148.53*** 5836.00*** 0.54 2.60 5065.00*** 0.40 76.23*** 1114.00*** 

∆(𝑅𝐶𝑅
+ ) 32.98*** 41.37*** 51000*** 635.00*** 15.99*** 13000*** 3.24 102.53*** 17000*** 

Models with macroprudential index 

∆(𝐿+) - - - - - - 0.19 78.72*** 117.20*** 

∆(𝑅𝑀𝑃
+ ) - - - - - - 0.49 90.77*** 2208.00*** 

∆(𝐿−) - - - - - - 0.35 73.38*** 1186.00*** 
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Dependent 
variable 

All selected SSA countries Low-income SSA countries Middle-income SSA countries 

Serial 
correlationa 

Heterosce-
dasticityb 

Normalityc 
Serial 

correlationa 
Heterosce-
dasticityb 

Normalityc 
Serial 

correlationa 
Heterosce-
dasticityb 

Normalityc 

Models with macroprudential index 

∆(𝑅𝑀𝑃
+ ) - - - - - - 3.22 227.91*** 1166.00*** 

Notes: a𝐻0: no first-order autocorrelation; b𝐻0: constant variance; c𝐻0: normality; ∆ is the first difference operator; 𝐿 = bank credit/GDP; 𝑅𝐸𝐵 = entry barrier 

index; 𝑅𝐵𝐶 = mixing banking & commerce restriction index; 𝑅𝐴𝑅 = activity restriction index; 𝑅𝐶𝑅 = capital regulation index; 𝑅𝑀𝑃 = macroprudential index; ***, ** 
and * represent statistical significance at the 1%, 5% and 10% levels, respectively. 
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5.4 Summary and Discussion of Empirical Findings 

This section presents a detailed summary and discussion of the main empirical 

findings from the analysis of this study and compares them to the results obtained in 

previous studies. It first discusses the main results from the models that assessed the 

linear and nonlinear impact of bank regulation, as well as its interaction with bank 

supervision, on bank lending, including the model on the analysis of threshold effects 

of bank regulatory measures on bank credit. Lastly, it highlights the main findings 

from the assessment of symmetric and asymmetric panel Granger causality between 

bank regulatory measures and bank lending. 

  

5.4.1 Main Findings from the Impact Models 

The linear and nonlinear dynamic panel ARDL results presented in Section 5.2.7 

showed that the banking entry barrier index significantly influenced bank credit 

negatively in all selected SSA economies and low-income SSA economies when 

accounting for an interactive term between banking entry barrier and supervisory 

power indices. However, supervisory power managed to mitigate the negative effect 

of banking entry barriers on bank lending. Further analysis revealed that only positive 

shocks to the banking entry barrier index had a long-run negative and significant 

effect on bank credit. In the short run, the findings highlighted that positive shocks to 

the banking entry barrier index affected bank credit positively and significantly, 

whereas negative shocks to the banking entry barrier index had a negative and 

significant impact. 

 

These findings generally showed that the benefit of rising bank credit enjoyed by all 

selected SSA countries as well as low-income SSA economies was short-lived. This 

was possibly derived from the increasing franchise value of banks as a result of the 

implementation of more stringent banking entry barriers (Keeley, 1990; Peltzman 

1965). However, tightening the stringency of banking entry barriers led to a decline in 

bank credit in the long run. This was in accordance with the literature that postulated 

that banking entry barriers could restrict the provision of bank credit by limiting 

competition and its efficiency benefits (Barth et al., 2004; Claessens & Klingebiel, 
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2001; Nickell, 1996). Nevertheless, strengthening supervisory power managed to 

mitigate the negative effect of banking entry barriers by minimising moral hazard 

problems through monitoring and enforcement of regulations (Merrouche & Nier, 

2017). 

 

Moreover, the dynamic panel ARDL results showed that positive shocks to 

restrictions on the mixing of banking and commerce as well as on the banking 

activities enhanced bank credit in the long and short run, respectively, in low-income 

SSA economies. These findings were consistent with the asymmetric information 

theory. This theory argues that imposing limits on the extent of ownership between 

banks, non-financial firms and non-bank financial firms or on the banking activities 

such as securities, insurance and real estate minimises conflict of interest and moral 

hazard problems and promotes prudence in lending (see Boyd et al., 1998; John et 

al., 1994). The result on banking activity restrictions was partly aligned with the 

finding of Amidu (2014), who determined that banking activity restrictions improved 

the provision of bank lending in the short run in SSA countries. 

 

Furthermore, the finding that positive shocks to the capital regulation stringency 

index increased bank credit in the short run in low-income SSA economies was 

consistent with the risk-absorption theory, which postulates that hiking capital 

regulation stringency promotes prudence in lending by improving the risk-bearing 

capacity of banks (see Kim & Sohn, 2017; Berger & Bouwman, 2009). Even though 

this impact disappeared in the long run, the results revealed that negative shocks to 

the capital regulation stringency index had a long-run detrimental effect on bank 

credit in low-income SSA countries, probably because they limited the risk-bearing 

capacity of banks, thereby restricting their ability to offer more lending, especially in 

times of crisis. 

 

The findings from the dynamic panel ARDL results also showed that the introduction 

of macroprudential policies had a negative and significant long-run linear impact on 

bank lending in middle-income SSA economies after incorporating an interactive term 

between the macroprudential and bank supervisory power indices in the model 
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specifications. But the power of bank supervision significantly mitigated the long-run 

negative impact of the macroprudential index on bank credit. The negative long-run 

impact of macroprudential policies was similar to the findings from Carreras et al. 

(2018). It was also in line with expectations as the theoretical literature postulates 

that its effect on bank credit should be countercyclical since they are meant to 

enhance financial stability by curbing the build-up of systemic risk and limit excessive 

growth in bank credit (Cerutti et al., 2017; Freixas et al., 2015; Drehmann & 

Gambacorta, 2012; Hanson et al., 2011). 

 

Considering the assessment of threshold effects of bank regulatory measures on 

bank credit, the results from the dynamic PTR model in Section 5.2.8 highlighted that 

the estimated threshold value for the banking entry barrier index was 62.8%. This 

implied that the effect of banking entry barriers on bank lending in the case of the 

selected SSA countries was positive when the stringency of these barriers was below 

its threshold level. Even though this finding was comparable to the one obtained by 

Amidu (2014), it held only when the stringency of banking entry barriers was lower 

than the threshold value of 62.8%. However, when the banking entry barrier 

stringency was more than that threshold level, the impact of banking entry barriers on 

bank credit became negative. 

 

The results from the nonlinear impact of banking entry barriers on bank credit in the 

selected SSA countries were also in line with the theory of market structure. As 

asserted by Keeley (1990), restricting entry into the banking sector reduces 

competition and allows the existing banks to have more market power and enjoy 

higher profits. As a result, this increase in the franchise value of banks encourages 

more prudent lending. Nevertheless, in the context of the selected SSA economies, 

this theory was supported only when the banking entry barrier stringency increased 

from low to moderate levels and this occurred when this stringency was lower than its 

threshold value of 62.8%. However, when the stringency of the banking entry barriers 

increased from moderate to high, that is, it exceeded the threshold value of 62.8%, 

the banking entry barriers then had a negative and significant impact on bank credit 

in the case of the selected SSA countries. Consistent with Claessens and Klingebiel 
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(2001), this finding could be supported by the argument that stringent banking entry 

barriers tended to reduce competition excessively, resulting in inefficiencies that 

forced banks to hike the costs of offering their services, in that way leading to a fall in 

the demand for credit. 

 

When coming to the model with the capital regulation stringency index, the estimated 

low regime-dependent coefficient exhibited a negative sign for values lower than the 

threshold level of 76.5%. But this index bore a positive sign for values higher than 

that threshold level. However, both the low and high regime-dependent coefficients 

were found to be statistically insignificant, which was a result that neither supported 

the risk-absorption theory nor the financial fragility-crowding out hypothesis (see Kim 

& Sohn, 2017). This was contrary to what Amidu (2014) established in the context of 

SSA economies whereby the stringency of capital regulatory requirements limited the 

provision of bank credit. Therefore, banking capital requirements had no impact on 

bank lending in the selected SSA economies considered in this study, irrespective of 

whether their stringency was lower or higher than the obtained threshold value; that 

is, when controlling for the presence of nonlinear impacts, the effect of the 

adjustments in capital regulation stringency on bank credit became insignificant. This 

was a finding that was comparable to other studies that used linear techniques in 

modelling the nexus between bank regulation and bank lending (see Fratzscher et 

al., 2016; Bridges et al., 2014; Barth et al., 2004). 

 

Other estimated results showed that the stringency of bank supervisory power 

impacted bank credit negatively and significantly. This result aligned with the finding 

established by Merrouche and Nier (2017) and implied that while the strength of bank 

supervision minimised moral hazard problems by enhancing monitoring and 

enforcement of regulatory requirements, it came with a cost of restricting bank credit 

in the selected SSA economies. The estimated results also indicated that economic 

growth and inflation influenced the delivery of bank credit positively and significantly. 

The former result supported the assertion that economies exhibiting higher national 

incomes seemed to be driven by larger credit markets with greater degrees of 

financial deepening because of the economies of scale enjoyed in the organisation of 
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the supporting institutions (Djankov et al., 2007; Cottarelli et al., 2005). On the other 

hand, the latter finding, which was in line with Çatik and Karaçuka (2012), indicated 

that instead of the effect of the rising inflation discouraging customers from obtaining 

additional lending (see Djankov et al., 2007; Adesina, 2019), it promoted credit 

provision plausibly as the effect was outweighed by the expectations of 

macroeconomic stability that usually existed under relatively low-inflation 

environments. 

 

5.4.2 Main Findings from the Granger Causality Models 

The symmetric and asymmetric panel Granger causality results provided in Section 

5.3.3 and Section 5.3.4, respectively, generally showed that long-run bidirectional or 

unidirectional causality existed between bank regulatory measures and bank credit in 

the context of selected SSA countries and their income groups. These findings 

supported the hypothesis that Granger causality could exist between institutions and 

economic performance measures (Law et al., 2013; North, 1981, 1990; Rosenberg & 

Birdzel, 1986). In the short run, the results indicated that there were one-way 

symmetric or asymmetric causal flows either from bank regulatory measures to bank 

lending or from bank lending to bank regulatory measures. The causal flows from 

bank regulatory measures to bank credit highlighted that bank lending responded to 

previous different reforms in bank regulation. Lastly, the causal flows from bank 

credit to bank regulatory measures were in support of the notion that past 

developments in bank lending influenced reforms in banking regulations (Deli & 

Hasan, 2017; Fratzscher et al., 2016; Kim et al., 2014).  

 

5.5 Conclusion 

This chapter presented the study’s empirical findings including i) the linear and 

nonlinear impacts of bank regulatory measures, and their interaction with bank 

supervision, on bank credit using the dynamic panel ARDL model estimated through 

the CCEMG technique, ii) the threshold effects of bank regulatory measures on bank 

credit using the dynamic PTR model estimated through the GMM approach, and iii) 

the symmetric and asymmetric causal relationship between bank regulatory 
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measures and bank credit using the panel Granger causality models. In all these 

methods, relevant tests for model specification and diagnostics were undertaken to 

ensure the reliability of the estimated results. 

 

There were four main findings under the models selected. First, under the linear 

panel ARDL models, bank entry barriers were found to significantly impact bank 

credit negatively in the long term in all selected SSA countries as well as low-income 

SSA economies. However, macroprudential policies had a negative and significant 

long-run impact on bank credit in middle-income SSA economies, but supervisory 

power mitigated those negative effects. Second, under the nonlinear panel ARDL 

models, it was established that various shocks to bank regulatory measures had 

affected bank lending differently. Third, under the PTR model, the threshold values of 

62.8% and 76.5% for the stringency of banking entry barriers and capital regulations, 

respectively, were determined in the case of all selected SSA economies. The effect 

of the stringency of banking entry barriers on bank credit was found to be positive 

below its threshold value but negative above it, while that of capital regulation 

stringency was insignificant either below or above its threshold level. Lastly, the 

symmetric and asymmetric panel Granger causality results generally showed that 

long-run bidirectional or unidirectional causality existed between bank regulatory 

measures and bank credit in the context of selected SSA countries and their income 

groups, while various shocks to bank regulatory measures or bank credit had 

different short-run causal effects. The next chapter concludes the study and offers 

policy implications emanating from these main findings. 
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CHAPTER 6 

CONCLUSION AND POLICY IMPLICATIONS 

6.1 Introduction 

This chapter presents the summary and conclusions from this study. It also provides 

policy implications emanating from the main empirical results of the study as well as 

limitations and areas for further research. After this introduction, Section 6.2 gives an 

overview of the study, while Section 6.3 presents the summary of empirical findings. 

Section 6.4 provides policy implications and recommendations. Lastly, Section 6.5 

offers limitations encountered in this study and identifies areas for further research. 

 

6.2 Overview of the Study 

The explored theoretical and empirical literature highlighted that different possible 

channels existed on how bank regulatory measures and bank lending could influence 

each other. As a result, in establishing the empirical evidence on the nexus between 

bank regulation and bank credit in selected SSA economies and/or their low-income 

and middle-income groups, the study specifically aimed at achieving the following 

objectives: 

 

i) To examine the linear and nonlinear impacts of bank regulatory measures on 

bank lending. 

 

ii) To investigate whether the bank supervisory environment mitigates or 

enhances the effects of bank regulatory measures on bank credit. 

 
iii) To assess the existence of threshold effects of bank regulatory measures on 

bank lending. 

 

iv) To determine the direction of symmetric and asymmetric causality between 

bank regulatory measures and bank credit. 
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The study tested whether the following hypotheses held in the case of selected SSA 

economies and/or their low-income and middle-income groups: 

 

i) Measures of bank regulation have negative effects on bank credit. 

 

ii) Bank supervisory environment mitigates the impact of bank regulatory 

measures on bank lending. 

 
iii) Threshold effects exist in the nexus between bank regulatory measures and 

bank credit. 

 
iv) Bidirectional causality exists between measures of bank regulation and bank 

lending. 

 

To address the objectives of this study and test its hypotheses, various econometric 

models were employed. First, the dynamic panel ARDL model estimated through the 

dynamic CCE method of Chudik and Pesaran (2015) was used to assess the linear 

and nonlinear impact of bank regulatory measures, and their interaction with bank 

supervision, on bank credit. Second, the dynamic PTR model estimated through the 

GMM approach as proposed by Kremer et al. (2013) was employed to analyse the 

threshold impacts of bank regulatory measures on bank credit. Lastly, the panel 

Granger causality model was used to determine the symmetric and asymmetric 

causal association between bank regulatory measures and bank lending. 

 

6.3 Summary of Empirical Findings and Conclusion 

First, the main empirical findings from the dynamic panel ARDL models that analysed 

the linear and nonlinear impact of bank regulatory measures, and their interaction 

with bank supervision, on bank lending, included: 

 

i) Bank entry barriers were found to impact bank credit negatively in all selected 

SSA countries as well as low-income SSA economies, but supervisory power 

mitigated that impact. These findings were in line with the literature that 
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contends that banking entry barriers could limit bank credit by lowering 

competition and eliminating its efficiency benefits (Barth et al., 2004; 

Claessens & Klingebiel, 2001; Nickell, 1996). However, strengthening 

supervisory power managed to mitigate the negative effect of banking entry 

barriers by minimising moral hazard problems through monitoring and 

enforcement of regulations (Merrouche & Nier, 2017). 

 

ii) Positive shocks to banking entry barriers had a long-run negative impact on 

bank lending. Nevertheless, in the short run, positive shocks to banking entry 

barriers affected bank credit positively, whereas negative shocks had a 

negative impact. These results showed that the benefit of experiencing more 

lending from the banks that prevailed in the cases of all selected SSA 

countries as well as low-income SSA economies was short-lived. It was 

possibly caused by the increase in the franchise value of banks as a result of 

tighter banking entry barriers (Keeley, 1990; Peltzman 1965). 

 

iii) Positive shocks to restrictions on the mixing of banking and commerce as well 

as on the banking activities were found to promote bank credit in the long and 

short run, respectively, in low-income SSA countries. These findings were 

consistent with the asymmetric information theory, which contends that limits 

on the extent of ownership between banks, non-financial firms and non-bank 

financial firms or on the banking activities such as securities, insurance and 

real estate minimise conflict of interest and moral hazard problems and yields 

more prudent lending (see Boyd et al., 1998; John et al., 1994). Furthermore, 

the result on banking activity restrictions partly aligned with Amidu’s (2014) 

finding that banking activity restrictions promoted bank credit delivery in the 

short run in SSA countries. 

 

iv) Positive shocks to capital regulations were established to increase bank credit 

in the short run in low-income SSA economies. This was in accordance with 

the risk-absorption theory, which postulates that increasing the stringency of 

capital regulatory requirements promotes prudent lending by improving the 
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risk-bearing capacity of banks (see Kim & Sohn, 2017; Berger & Bouwman, 

2009). Although this effect no longer existed in the long run, the results 

showed that negative shocks to capital requirements affected bank credit 

adversely in low-income SSA countries in the long run, possibly owing to the 

reduced risk-bearing capacity of banks, which hampered their capacity to 

provide more lending, particularly in times of crisis. 

 

v) Macroprudential policies were found to have a negative long-run linear effect 

on bank lending in middle-income SSA countries, but the strength of bank 

supervision mitigated that effect. This result was similar to Carreras et al.’s 

(2018) finding and was in line with expectations as the literature postulated 

that its effect on bank credit should be countercyclical (Cerutti et al., 2017; 

Freixas, Laeven & Peydró, 2015; Drehmann & Gambacorta, 2012; Hanson et 

al., 2011). 

 

Second, the main empirical results from the dynamic PTR model assessing the 

threshold effects of bank regulatory measures on bank credit in all selected SSA 

countries included: 

 

i) The stringency of banking entry barriers was found to have a threshold level of 

62.8%, with the effect of banking entry barriers on bank credit being positive 

below this value. Although this result tallied with Amidu’s (2014) finding, it held 

only when banking entry barrier stringency was lower than the threshold value 

of 62.8%. However, when the stringency of banking entry barriers was higher 

than that threshold level, its effect on bank credit was negative. These results 

supported the theory of market structure. As contended by Keeley (1990), 

imposing banking entry barriers could enhance the market power and 

profitability of banks through the reduction in competition, thereby promoting 

more prudent lending. But, in line with Claessens and Klingebiel (2001), 

stringent banking entry barriers led to excessive reduction in competition and 

resulted in inefficiencies that forced banks to hike the costs of offering their 

services, thereby restricting the demand for credit. 
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ii) Capital regulation stringency was established to have a threshold level of 

76.5%. Nonetheless, its coefficients below and above that threshold value 

were statistically insignificant. This finding neither supported the risk-

absorption theory nor the financial fragility-crowding out hypothesis (see Kim & 

Sohn, 2017). However, this was contrary to the result obtained by Amidu 

(2014), who established that stringent capital regulatory requirements limited 

bank credit in SSA economies. Therefore, when controlling for the presence of 

nonlinear impacts, adjustments in the stringency of capital regulatory 

requirements did not influence bank credit just like in other empirical studies 

that employed linear techniques to modelling (see Fratzscher et al., 2016; 

Bridges et al., 2014; Barth et al., 2004). 

 

Lastly, the main empirical findings from the panel Granger causality models used to 

examine the symmetric and asymmetric causal association between bank regulatory 

measures and bank lending included: 

 

i) It was generally established that long-run bidirectional or unidirectional 

symmetric and asymmetric causality existed between bank regulatory 

measures and bank credit in the case of selected SSA countries and their 

income groups. These results supported the hypothesis that Granger causality 

could exist between institutions and economic performance measures (Law et 

al., 2013; North, 1981, 1990; Rosenberg & Birdzel, 1986). 

 

ii) In the short run, one-way symmetric and asymmetric causal flows were found, 

either running from bank regulatory measures to bank lending or from bank 

lending to bank regulatory measures. The causal flows from bank regulatory 

measures to bank credit highlighted that bank lending responded to previous 

different reforms in bank regulation. Lastly, the causal flows from bank credit 

to bank regulatory measures were in support of the notion that past 

developments in bank lending influenced reforms in banking regulations (Deli 

& Hasan, 2017; Fratzscher et al., 2016; Kim et al., 2014). 
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6.4 Policy Implications and Recommendations 

Based on the main empirical findings of this study, the following policy implications 

and recommendations were reached: 

 

i) Inasmuch as adopting higher bank regulatory measures, especially banking 

entry barriers, might be recommended, policymakers should not adopt such 

reforms for their own sake, since too stringent banking regulations could have 

an adverse medium- to long-term effect on bank credit. Thus, there is a need 

to balance the stringency of bank regulation for the promotion of financing via 

increased bank lending and the achievement of resilience and safety of the 

banking systems. 

 

ii) Policymakers should strengthen the supervisory power of central banks to 

mitigate the negative effects of banking regulation, particularly banking entry 

barriers. This would help to minimise moral hazard problems by enhancing 

monitoring and enforcing regulations. 

 

iii) Regulators should take into consideration the fact that positive and negative 

shocks to bank regulatory measures do not yield similar impacts on bank 

credit. Thus, necessary care should be taken when either increasing or 

reducing the stringency of bank regulation to avoid unintended effects of such 

endeavours on bank lending. 

 
iv) Regulatory authorities should take into account the presence of threshold 

impacts in the nexus between bank credit and bank regulatory measures, 

especially when determining the effectiveness of the latter on the former, since 

not doing so could result in biased estimates and lead to wrong policy 

conclusions. 

 
v) Policymakers need to take into consideration not just the short-term but also 

the long-term causal effects of reforms aimed at enhancing bank regulation or 

lending since their past developments have a bearing on their current long-run 

paths. They should also be aware that positive and negative shocks to bank 
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regulatory measures have different causal effects. As a result, bank regulatory 

reforms should be well-targeted and well-designed for them to stimulate bank 

lending.  

 

6.5 Limitations of the Study and Areas for Further Research 

The encountered data availability constraints limited the study to focus on a panel of 

selected SSA economies and include only certain variables as controls. As more 

data become available in the future, it would be important to undertake single-country 

analyses and include more controls to determine whether the tested hypotheses in 

this study would still hold. 

 

Moreover, the nature of the data on bank regulatory measures enabled the study to 

only determine their threshold effects on bank lending to support the existence of the 

nonlinear association between bank regulation and bank credit, without necessarily 

implying that such thresholds are optimal levels of bank regulation that are conducive 

for bank credit. As a result, future studies could include other relevant factors that 

would help in determining the optimal levels of bank regulation that are suitable for 

the promotion of bank lending. 

 

Furthermore, the lack of sufficient frequency data on bank regulatory measures could 

not allow the use of Dumitrescu and Hurlin (2012) approach to panel causality. 

Therefore, future studies could adopt this technique or others to account for the 

possible existence of error cross-sectional dependence and heterogeneity within 

panel causality frameworks. 

 

Lastly, the econometric approaches used in this study were only appropriate for 

analysing the existence of first-round effects in the nexus between bank regulation 

and lending. However, it would be interesting for future research work to incorporate 

the second-round effects when examining the association between bank regulation 

and lending to see if the observed effects would be reduced or exacerbated. 
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