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INTRODUCTION TO AI

What is Artificial intelligence (AI)? 

The study of computer systems that attempt to model and 

apply the intelligence of the human mind

For example, writing a program to pick out objects in a 

picture

It relates to the bio-Neural network found in a human body.



BRIEF UNDERSTANDING OF A BIO-NEURAL 

NETWORK

– A series of connected neurons forms a pathway

– A series of excited neurons creates a strong pathway

– A biological neuron has multiple input tentacles called 
dendrites and one primary output tentacle called an 
axon

– The gap between an axon and a dendrite is called a 
synapse



A BIOLOGICAL NEURAL NETWORK.

• A biological neural network.



ARTIFICIAL NEURAL NETWORKS 

Artificial neural networks

A computer representation of knowledge that attempts to 

mimic the neural networks of the human body



USES OF AI



THE FUTURE UNAVOIDABLE: AI  
APPLICATIONS.



Artificial intelligence  a broader perspective 

• Artificial intelligence (AI) is intelligence demonstrated by machines, as 

opposed to intelligence displayed by humans or by other animals. 

"Intelligence" encompasses the ability to learn and to reason, to generalize, 

and to infer meaning. Machine learning, deep learning and natural language 

processing (NLP) are all part of AI.



MACHINE LEARNING AND DEEP LEARNING 

• Machine learning is a branch of artificial intelligence (AI) and computer science 
which focuses on the use of data and algorithms to imitate the way that humans 
learn, gradually improving its accuracy.

• Deep learning is a subfield of machine learning focusing on learning data 

representations as successive layers of increasingly meaningful 

representations.

• Natural language processing (NLP) refers to the branch of computer science—and 
more specifically, the branch of artificial intelligence or AI—concerned with giving 
computers the ability to understand text and spoken words in much the same way 
human beings can.

• Source https://www.ibm.com/topics/machine-learning



APPLICATIONS OF NATURAL LANGUAGE 

PROCESSING



NLP APPLICATIONS



Global Trends in NLP

https://www.startus-insights.com/innovators-guide/natural-

language-processing-trends/



NLP APPLICATIONS

• Sentiment Analysis

• Sentiment analysis is the process of analyzing digital text to determine if the 

emotional tone of the message is positive, negative, or neutral. Today, 

companies have large volumes of text data like emails, customer support 

chat transcripts, social media comments, and reviews. Sentiment analysis 

could be used for more African languges.

• Text analytics

• Text analytics converts unstructured text data into meaningful data for 

analysis using different linguistic, statistical, and machine learning 

techniques.



NLP APPLICATIONS 

• Data analysis

• Natural language capabilities are being integrated into data analysis 

workflows as more BI vendors offer a natural language interface to data 

visualizations.

• Language translation

• With NLP, online translators can translate languages more accurately and 

present grammatically-correct results.



NLP APPLICATIONS

• Predictive text

• Things like autocorrect, autocomplete, and predictive text are so 

commonplace on our smartphones that we take them for granted. 

Autocomplete and predictive text are similar to search engines in 

that they predict things to say based on what you type, finishing 

the word or suggesting a relevant one.



How does it work? 



NLP HOW DOES IT WORK?

• Identify the structure and meaning of words, sentences, texts and 

conversations, Deep understanding of broad language

• Tokenization. This is when text is broken down into smaller units to work with.

• 'As', ' she', ' said', ' this', ',', ' she', ' looked', ' down', ' at', ' her', ' hands', ',', ' and', ' 
was', ' surprised', ' to', ' find', ' that', ' she', ' had', ' put', ' on', ' one', ' of', ' the', ' 
rabbit', "'s", ' little', '

• Stop word removal. This is when common words are removed from text so 

unique words that offer the most information about the text remain.

• Lemmatization and stemming. This is when words are reduced to their root 

forms to process.



A REVIEW OF NLP IN AFRICA…



AFRICAN CONTEXT IN NLP

• “Over 1 billion people live in Africa, and its residents speak more than 2,000 

languages. But those languages are among the least represented in NLP 

research, and work on African languages is often side-lined at major venues. 

In 2022, the wave of large language models built through collaborative 

networks and large investments in compute has come to the shores of 

African languages. This year has seen the release of large multilingual 

models such as BLOOM and NLLB-200 for machine translation. While those 

models have been publicly open-sourced, their impact on the community of 

African NLP researchers is yet to be assessed and deserves to be a matter 

of wider discussion”.
• https://sites.google.com/view/africanlp2023/home



African context: How do we compare?

• There are over 7000 languages spoken around the globe, most 

NLP processes only use seven languages: English, Chinese, 

Urdu, Farsi, Arabic, French, and Spanish. 



Review on NLP language in Africa.



Related work on NLP IN AFRICA



Related work on NLP IN AFRICA



Problems associated with NLP in an African context

Even in the forums which aim to widen NLP participation, Africa is barely represented - despite the fact that Africa has over 2000 

languages. The 4th Industrial revolution in Africa cannot take place in English. It is imperative that NLP models be developed for the 

African continent

• As per Martinus (2019), some problems facing NLP in African languages are as follows:

•Focus: According to Alexander (2009), African society does not see hope for indigenous languages to be accepted as a more primary 

mode for communication. As a result, there are few efforts to fund and focus on support of these languages, despite their potential 

impact

•Low Resourced: The lack of resources for African languages hinders the ability for researchers to do NLP

•Low Discoverability: The resources for African languages that do exist are hard to find. Often one needs to be associated with a specific 

academic institution in a specific country to gain access to the language data available for that country. This reduces the ability of 

countries and institutions to combine their knowledge and datasets to achieve better performance and innovations. Often the existing 

research itself is hard to discover since they are often published in smaller African conferences or journals, which are not electronically 

available nor indexed by research tools such as Google Scholar.

•Lack of publicly-available benchmarks: Due to the low discoverability and the lack of research in the field, there are no publicly 

available benchmarks or leaderboards to new compare NLP techniques to

•Reproducibility: The data and code of existing research are rarely shared, which means researchers cannot reproduce the results 

properly.

https://arxiv.org/abs/1906.05685


What is Language colonisation 

• “The domination of a people’s language by the 

languages of the colonising nations was crucial to 

the domination of the mental universe of the 

colonised.” Ngũgĩ wa Thiong’o



LANGUAGE COLONISATION



Language colonisation: how did it happen

• Most words in Africa were borrowed more from 

Eurocentric languages. 

• Bicycle       Mbasikolo

• English names were given on the premise of western 

world failing to pronounce African names.

• As pronunciation of names and words became difficult to 

pronounce for the coloniser, substitutes of so-called 

“Christian” names were given to Africans



Language colonisation in NLP context

• Lack of translators for most African languages to Western 

languages.

• Lack of sentiment analysers on African languages. e.g. on 

twitter, tiktok, facebook, Chatbox, teams, WhatsApp. 



The culprits 

• The culprits include most of the social media platforms 

where translation is done  for most common languages 

but not for African languages.

•



How do we decolonise African languages through NLP?



• THE TIME TO DECOLONISE OUR LANGUGES IS NOW

• AND  HOW DO WE DO IT?

• WE  NEED TO DECOLONISE OUR TECHNOLOGY



Large Language Models (LLM)

• Large Language Models have gained significant attention in recent years due 

to their unparalleled ability to understand and generate human-like text 

across a variety of linguistic tasks. With the increasing size of training 

datasets and advancements in deep learning algorithms, models like GPT-3 

and Bidirectional Encoder Representations from Transformers (BERT) have 

reached state-of-the-art benchmarks for various natural language processing 

applications. 

• For example, the GPT-3 model that is backing the ChatGPT service was 

trained on massive amounts of text data from the internet. This includes 

books, articles, websites, and various other sources. During the training 

process, the model learns the statistical relationships between words, 

phrases, and sentences, allowing it to generate coherent and contextually 

relevant responses when given a prompt or query



LLM

• These have not been trained on African corpus or names.

• Lack of huge African datasets prevents the training of the 

LLM on African languages.



CURRENT RESEARCH 



Current research in NLP and LLM



NECESSARY THINGS TO ACVHIVE THE 

DECOLONISATION

• Lack of Relevant Government Policies

• Ethics

• User Attitudes

• Insufficient Infrastructure and Network Connectivity

• Lack of Structured Data Ecosystem

• Lack of Skills Acquisition

• Lack of structured corpus in low resourced languages.



NLP AND THE FUTURE OF AFRICAN LANGUAGES

• Research has shown that African languages through lagging behind  have a potential to be 

included in the NLP and LLM applications, but a lot is being done to catch up with the west 

whose NLP are well advanced.

• The new neural network model, which the researchers have dubbed AfriBERTa, uses deep-

learning techniques to achieve state-of-the-art results for low-resource languages.

• The neural network language model works specifically with 11 African languages, such as 

Amharic, Hausa, and Swahili, spoken collectively by more than 400 million people. It 

achieves competitive output quality despite learning from just one gigabyte of text, while 

other models require thousands of times more data.



BENEFITS TOWARDS SOCIAL AND ECONOMIC 

DEVELOPMENT

• Rural people in Africa will be involved in e-commerce.

• Teaching and learning can be done in one’s language by using translators.

• In essence we cannot decolonise before we decolonise technology.
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