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Abstract 

Intrusion detection systems play a critical role in the mitigation of cyber-attacks 
on the Internet of Things (IoT) environment. Due to the integration of many devices 
within the IoT environment, a huge amount of data is generated. The generated data 
sets in most cases consist of irrelevant and redundant features that affect the per-
formance of the existing intrusion detection systems (IDS). The selection of optimal 
features plays a critical role in the enhancement of intrusion detection systems. This 
study proposes a sequential feature selection approach using an optimized extreme 
learning machine (ELM) with an SVM (support vector machine) classifier. The main chal-
lenge of ELM is the selection of the input parameters, which affect its performance. In 
this study, the genetic algorithm (GA) is used to optimize the weights of ELM to boost 
its performance. After the optimization, the algorithm is applied as an estimator 
in the sequential forward selection (wrapper technique) to select key features. The final 
obtained feature subset is applied for classification using SVM. The IoT_ToN network 
and UNSWNB15 datasets were used to test the model’s performance. The perfor-
mance of the model was compared with other existing state-of-the-art classifiers such 
as k-nearest neighbors, gradient boosting, random forest, and decision tree. The model 
had the best quality of the selected feature subset. The results indicate that the pro-
posed model had a better intrusion detection performance with 99%, and 86% accu-
racy for IoT_ToN network dataset and UNSWNB15 datasets, respectively. The model 
can be used as a promising tool for enhancing the classification performance of IDS 
datasets.

Keywords:  Extreme learning machine, Genetic algorithm, Feature selection, Wrapper 
methods, IoT, ToN network data set

Introduction
Due to the increased security incidences in IoT devices, researchers have increased 
their efforts in developing efficient and effective intrusion detection systems. 
In most cases, IDS acts as the first line of defense against intrusions into any net-
work infrastructure. The IDS checks network traffic to detect any suspicious activ-
ity within a given network, preventing cyber security threats. The performance of 
any IDS is as good as its training dataset. The integration of many devices within the 
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IoT environment has triggered the generation of massive amounts of data. This data 
mostly consists of irrelevant and redundant features which reduce the effectiveness of 
machine learning algorithms and classification accuracy. In addition, these unwanted 
features affect the computation power of the available resources. Research shows that 
most of the datasets used in the training and testing of IDS suffer from the problem of 
high dimensionality, which reduces their performance [1–3]. To overcome these chal-
lenges, researchers have adopted feature selection as a measure of feature reduction. 
Feature selection aims at reducing the number of input features through the selection 
of the most important or relevant features in each domain [4]. This process increases 
the effectiveness and improves the model’s classification accuracy. The main prob-
lem in feature selection is the elimination of the less important feature to keep the 
most relevant feature. Feature selection techniques can be classified as filter, wrap-
per, embedded, and hybrid techniques. The choice of feature selection techniques can 
have either a positive or negative impact on the model’s overall performance [5]. A 
poor choice of feature selection techniques will reduce the detection rate of an intru-
sion detection system.

One of the most effective feature selection techniques is the wrapper method. The 
goal of this method is to select the best features that will yield the best performance of 
a model. This technique is further subdivided into recursive feature selection (RFE), 
sequential feature selection (SFS), and exhaustive search. In recursive feature selec-
tion, the goal is to eliminate the features with the lowest coefficient. The principle of 
operation of this technique is based on the filter selection technique in the ranking of 
feature importance. Exhaustive search evaluates all possible combinations of the fea-
tures within a data set. It has a high computational cost and takes a lot of time to run. 
Despite the listed challenges, this method produces the best feature combination with 
high accuracy. Lastly, sequential feature selection adds or removes features from a 
feature subset in a greedy manner. This method is faster with less computational cost 
compared to an exhaustive search.

The study by [5], observed that many AI techniques have been applied in this field 
of feature selection to improve the performance of IDS. In this paper, we propose 
a new wrapper sequential feature selection based on GA and ELM. This method, 
known as GAELMSFS, aims at reducing the features of IoT data sets to improve the 
performance of intrusion detection systems. To achieve this, first, we will improve 
the performance of ELM through optimal weight selection using GA, and then use 
the optimized ELM in the sequential forward selection. The key contributions of this 
work are:

•	 Application of GA-ELM for feature selection. GA is applied to optimize ELM 
input parameters.

•	 Development of a novel hybrid intrusion detection system based on GA-ELM and 
SVM. The first phase of the model performs feature reduction while the second 
phase does classification.
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•	 Evaluation of the model using two datasets (IoT_ToN dataset and UNSWNB15 
dataset). IoT_ToN is a current dataset that reflects the current digital environ-
ment.

•	 Performance comparison of the model with other existing state-of-the-art classi-
fiers.

The rest of the paper is organized as follows: "Related Work" section of the paper 
explains earlier works related to the current research. "The proposed classifier" section 
introduces the proposed classifier, "Experiments" section, the experiments, In "Results 
and Discussion" section, discussion of the results, "Limitation of the proposed approach" 
section limitations of the study, "Threats to validity" section discusses the validity of the 
experiment, Lastly, "Limitation of the proposed approach" section concludes the paper 
with a discussion of the contributions and prospects for future work.

Related work
To extract the best features [6], meta-heuristic-based sequential forward selection (MH_
SFS) was proposed to reduce the number of features for anomaly classification. The 
researchers deployed a meta-heuristic search to solve the problem of the "nesting effect" 
found in the original SFS. The model outperformed both the original wrapper based 
SFS and the Improved Forward Floating Selection algorithms. The researchers focused 
only on anomaly detection. Research done by [2] proposed a wrapper feature selection 
for an IDS-based Pigeon Inspired Optimizer. In this research, the pigeon-inspired opti-
mizer was used to select the most relevant features. To evaluate the model, the research-
ers used three datasets: KDDCUP 99, NLS-KDD, and UNSW-NB15. The researchers 
reported that the model reduced the data set features significantly. This reduced the 
model’s learning rate and improved its performance in terms of TPR, FPR, accuracy, and 
F-score. In the future, this model can be tested using current intrusion detection system 
data sets that capture the state of the current digital environment. This research [7] pro-
posed a genetic algorithm wrapper-based feature selection and a naive bayes classifier 
for intrusion detection in a fog environment. The model aims to reduce the redundant 
features and increase the detection accuracy of the model. The researchers claimed to 
have selected the most relevant features in the NSL-KDD dataset, which improved the 
performance of the model. The model had a detection accuracy of 99.73% and a false 
positive rate of 0.6%. The model recorded a lower F-score compared to SVM, Random 
Forest, and Decision tree algorithms.

In [8], the authors propose a hybrid feature selection technique. In the first phase, the 
authors use filter feature techniques to extract relevant features from cancerous micro-
array datasets. In the second phase, they apply a wrapper-based sequential forward 
selection method to select key features. The research applies four types of estimators: 
support vector machine (SVM), decision tree (DT), random forest (RF), and K-nearest 
neighbor (KNN). The estimators reduced the number of features significantly in all 
the datasets. SVM achieved the highest accuracy compared to the other three estima-
tors. The researchers proposed that the model be tested in the future using microar-
ray datasets of larger size. Also [9], a hybrid ensemble-filter wrapper selection technique 
is proposed. The wrapper stage was based on a sequential forward selection technique 
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for feature reduction. The model was evaluated using twenty medical datasets from 
diverse sources. The model had better performance compared to the other fourteen 
algorithms. This study [10] proposes wrapper-based feature selection techniques and 
intrusion detection systems for Wi-Fi networks. The authors reported a detection accu-
racy of 99.95% using the Aegean Wi-Fi Intrusion Dataset. One major concern raised by 
the researchers is the time taken to develop the model. Another study [11] proposed a 
feature reduction technique using two wrapper-based ML algorithms, namely SVM and 
J48, for the classification of impersonation attacks. This work aimed to develop semi-dis-
tributed and distributed IDS to solve the limitations of centralized IDS. Centralized IDS 
are slow and have a single point of failure, which limits their operation. With the appli-
cation of a multi-layer perceptron (MLP) classifier, distributed IDS had the lowest CPU 
running time of 73.52 s and the best detection accuracy of 97.80%. However, the authors 
noted the need for up-to-date datasets for further evaluation of the model. A similar 
version [12], introduced a novel wrapper feature selection based on a new feature selec-
tion metric known as CorrACC (Correlation attribute evaluation (CAE, and classifier 
accuracy (ACC) metric) to select the key features. Before the application of the wrapper 
feature selection, the authors apply the bijective soft set technique for the extraction of 
key features. Moreover, four machine learning classifiers were applied in their model, 
which enhanced the performance with an average accuracy of 95% on the BoT-IoT data-
set using only 7 features out of the 39 original features. However, the study focused only 
on anomaly intrusion detection in an IoT environment.

The study done by [5], proposed a wrapper feature selection based on differential 
evolution (DE) with an extreme learning machine (ELM) classifier to improve the per-
formance of IDS. The experiment applied the NSL-KDD intrusion detection dataset; 
9 notable features were selected from the 42 original features. The selected features 
improved the accuracy of the model and reduced its running time. The researchers sug-
gest the future application of more powerful classifiers to improve the performance of 
the model. Research done by [13], proposed the whale optimization algorithm-genetic 
algorithm (WOA-GA) wrapper technique for feature selection in wireless mesh net-
works. In this study, a support vector machine (SVM) was used to classify the selected 
features. The study applied CICIDS2017 and ADFA-LD datasets to evaluate the model. 
77 features in CICIDS2017 were reduced to 35, and 44 features in ADFA-LD were 
reduced to 25. The improved WOA performed better compared with the traditional 
WOA in terms of detection rate and accuracy. Investigations can be done in the future 
to further reduce the features. In [14] proposed a new wrapper feature selection tech-
nique for IDS using a multi-objective BAT algorithm for feature selection and optimized 
neural networks for classification. In this study, the researchers adopt the optimized bat 
algorithm (EBAT) as a multi-objective and binary variation of the bat algorithm (MOB-
BAT) as the base estimator for the feature selection. MLP was optimized using EBAT 
(EBATMLP) for classification purposes. The model was evaluated using NLS-KDD, 
ISCX2012, UNSW-NB15, KDD CUP 1999, and CICIDS2017 datasets. The research-
ers concluded that the model produced better performance compared to other existing 
models.

Research by [1] combined both filter and wrapper feature methods for the best fea-
ture selection. The aim was to drop the features with the smallest value in the first 
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stage while keeping the features with high values using filter methods. The wrapper 
method in the second phase used evolutionary algorithms for the selection of the best 
feature subsets for the model to increase the classification accuracy. To select fea-
tures with high coefficients, the researchers used correlation-based feature selection 
(CFS) and minimum redundancy and maximum relevance (mRMR) algorithms. The 
binary genetic algorithm (BGA) and binary particle swarm optimization (BPSO) were 
used in this study as wrapper models. The researchers used several data sets to eval-
uate the performance of the model. The researchers saw that the integration of the 
two types of feature selection techniques improved the model’s efficiency. In a smiler 
context [15], introduced a feature reduction technique based on the maximum rel-
evance minimum redundancy (mRMR) algorithm and the improved dragonfly algo-
rithm (IDA). In this study, mRMR is used for the selection of high-ranking features to 
minimize redundancy. The selected subsets form the input for the wrapper algorithm 
(IDA) for best feature selection. The researchers observed that the hybrid model has 
high computational complexity compared to the wrapper algorithm. This study by 
[16], proposed a hybrid feature reduction technique (wrapper–filter). The genetic and 
PSO algorithms (HGPFS) are integrated to extract the most relevant features in the 
filtering phase. Genetic and PSO algorithms are used independently as estimators in 
the wrapper phase to further reduce the selected feature subset into optimal features. 
The output of these two wrapper algorithms is analyzed, and the best feature subset 
is selected. The authors claimed the model had satisfactory performance in feature 
reduction and classification accuracy. The authors did not compare the computational 
requirements of the model with other models.

Research by [17], presented a wrapper-based feature reduction method using a 
binary version of the hybrid grey wolf optimization (GWO) and particle swarm opti-
mization (BGWOPSO). The authors deploy BGWOPSO as the wrapper estimator for 
the selection of best features and K-nearest neighbors for classification. The proposed 
model outperformed other models in accuracy, best feature selection, and computa-
tional time. The authors propose that the model be confirmed with other classifica-
tion algorithms such as SVM and artificial neural networks (ANN) to see if there will 
be any variation in performance. The authors [18] presented a wrapper approach for 
best feature selection and a genetic algorithm for further reduction of the selected 
best features for sentiment classification. The authors concluded that this technique 
had the capability of reducing the feature subsets up to 61.95% without affecting the 
accuracy level of the model. The authors evaluated the model using only one data-
set, in the future, as proposed by the authors, the model can be validated using other 
datasets.

Research by [19], developed a hybrid wrapper feature selection technique based on 
Genetic Algorithm and Permutation Importance (GA-PI). To test the classification accu-
racy of the selected features the study used support vector machines (SVM). Compared 
with other models the proposed model yielded better performance in terms of accuracy 
and execution time. The UNSWNB-15 dataset was used for the evaluation of the model. 
The main limitation of the model is that it focused on the detection of only two types 
of attacks. In an equivalent manner, [20] proposed a hybrid feature technique based on 
embedded and wrapper methods. In this research the two feature reduction techniques 
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we combined to leverage their advantages. SVM and Naive Bayesian were used as base 
classifiers in this research. The model used NSL-KDD dataset a classical dataset that 
does not capture the current intrusion threats Table 1.

Feature selection technics

Feature reduction techniques can be broadly classified into two categories: unsupervised 
and supervised. Supervised techniques are further classified as filter, wrapper, embed-
ded, and hybrid techniques [8]. Supervised techniques select features by their relation 
to the target variable [4]. Filter techniques statistically evaluate the performance of 
each feature against the output variable and keep scores as the basis of performance. 
These techniques are computationally inexpensive but have low accuracy [4, 8]. On the 
other hand, wrapper techniques evaluate the performance of different combinations of 
the input variables to figure out the best combination for the model. This technique is 
computationally expensive but has high accuracy. The hybrid technique is an integra-
tion of the filter and wrapper techniques [4, 8]. Embedded feature selection techniques 
have their own inbuilt mechanisms for selecting key features as part of the learning [21]. 
Hybrid feature selection techniques take advantage of both the filter and wrapper meth-
ods for feature selection. In most cases, hybrid feature selection techniques have two or 
more phases. Filter techniques are usually applied in the first phase to reduce the fea-
tures according to their importance, and in the second phase, these techniques apply 
wrapper techniques for best feature selection to improve classification accuracy [22]. 
Most of these techniques suffer from high computational capacity compared to their 
counterparts.

This study focused on wrapper feature selection techniques that offer high accuracy 
compared to filter feature selection techniques. The major categories of wrapper feature 
selection techniques are sequential feature selection and recursive feature elimination. 
According to [6], the traditional sequential selection algorithms are sequential forward 
selection (SFS) and sequential backward selection (SBS). Sequential feature selection 
automatically selects key features from the original dataset (X) to reduce the dataset to 
an optimal feature subset (K) [23]. According to [6, 23], SFS eliminates or adds one fea-
ture at a time until the predefined feature subset is reached. The predefined features sub-
set is smaller than the original features (X > K).

Sequential forward selection (SFS) begins with an empty set and adds one feature at a 
time to optimize the performance of the classifier. This is repeated until the required fea-
tures are generated [24]. The authors [24] evaluated the performance of three wrapper 
feature selection techniques, namely, sequential forward selection, sequential backward 
selection, and recursive feature elimination, in the selection of an optimal feature sub-
set. The researchers observed that sequential forward selection could select the optimal 
feature subset that increased the classification performance of ANN compared to the 
other two techniques. In this study, we propose a novel SFS based on a hybrid method 
(GA-ELM). The aim is to improve the model’s accuracy, reduce computational costs, and 
improve its running time.
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The proposed classifier
Motivation

As discussed earlier, the IoT environment consists of the integration of diverse types 
of devices, leading to enormous data generation. The main challenge of the generated 
data set is that it suffers from the problem of high dimensionality in that it consists of 
irrelevant features that affect the accuracy and performance of intrusion detection sys-
tems. The selection of key features is a key element for the optimal performance of any 
machine learning algorithm. The choice of dataset in the development of an intrusion 
detection system plays a key role in the overall performance of an intrusion detection 
model [25]. To evaluate the proposed model, the researchers adopted two publicly avail-
able datasets namely the IoT_ToN dataset and UNSWNB15 dataset. These two datasets 
capture the current attacks in the cyber world. That captures current intrusions. Like 
other forms of datasets, the two datasets are enormous in nature, consisting of irrele-
vant features that affect the effectiveness of an intrusion detection system. This study 
proposes the development of effective IDS based on GA-ELM and SVM. The proposed 
technique aims to improve the effectiveness and accuracy of IDS through feature reduc-
tion in the two selected datasets using GA-ELM.

The first phase of the model is data preprocessing or cleaning. This phase’s aim is to 
ensure the data set is suitable for the proposed model. To solve the problem of class 
imbalance, which is found in many datasets [26], this study adopted a hybrid technique 
known as SMOTE-Tomek Links which combines both oversampling and under sam-
pling. In this technique, SMOTE is used to increase the minority class through over-
sampling. When the desired proportion of the minority class is achieved, Tomek Links is 
applied to aliment data samples from the majority class that are identified to be near the 
minority class. This process is applied to the training data set only. The second phase of 
the model is the feature selection phase. This study integrates GA and ELM to develop 
a more efficient and effective wrapper feature reduction technique. This technique has 
been used in many fields with immense success but has not yet been tested as a feature-
reduction technique in an IoT environment. GA aims to optimize the performance of 
ELM. To optimize ELM performance, GA is used in selecting input weights. The first 
task in this process is setting the number of hidden neurons and activation function. 
After the setup, the initial input weights are randomly generated. The ELM will be 
trained to produce the first GA population. GA will be trained to produce the best input 
weights for ELM through evolution principles. This process aims to improve the perfor-
mance of ELM by selecting the best input weights. Research shows that the performance 
of ELM is highly affected by randomly generated input weights. The optimized ELM will 
be used in this study as the base classifier in the sequential forward selection. The main 
goal of the optimized ELM is to select the best features and drop the irrelevant features. 
The third and final phase of the model is the feature classification. The best feature sub-
set from the second phase forms the input of the third phase. This study adopted SVM 
as the base classifier due to its effectiveness in classification.
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Methodology

The proposed IoT intrusion detection system consists of three stages: data preprocess-
ing/cleaning, sequential forward selection, and classification, as shown in Fig. 1.

Fig. 1  Proposed IDS Model

Fig. 2  IoT_ToN training–testing attack distributions
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Datasets

To evaluate the proposed model, the researchers selected two public datasets namely the 
IoT_ToN dataset and the UNSWNB15 dataset. The aim was to eliminate any bias in the 
evaluation of the model.

Fig. 3  a UNSWNB15 training dataset attack distributions. b UNSWNB15 testing dataset attack distributions

Fig. 4  Support Vector Machine
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IoT_ToN network dataset

The IoT_ToN network dataset was used in this study because it has many advantages 
compared to the existing datasets. This data set is heterogeneous capturing data from 
four sources namely network traffic, windows, Linux operating systems, and IoT/IIoT 
services. In addition, this data set captures current IoT networks and complex cyber 
malicious activities making it suitable for the evaluation of new intrusion detection 
systems. The data set consists of nine attack distributions as shown in Fig. 2.

UNSWNB15 dataset

This dataset has been widely applied in the evaluation of intrusion detection systems 
in many studies. It was first published in 2015 [27]. The dataset consists of nine types 
of attacks and several normal traffic as shown in Figs. 3, 4 representing class distribu-
tion for both training and testing datasets, respectively. In addition, each attack con-
sists of 44 features and the class label.

Data preprocessing phase

Data preprocessing is an important task in machine learning. The raw data is trans-
formed during this phase into a form suitable for a particular prediction model. In most 
cases, raw data cannot be used directly. The major tasks to be performed during this 
stage are data cleaning and data transformation. Data cleaning is the process of finding 
and correcting any errors within the dataset. During data cleaning, columns that have 
the same value or no variance and duplicate rows of data are removed. In addition, miss-
ing values are marked and replaced using statistics or a learned model. Data transforma-
tion is the process of changing the scale or distribution of variables in the raw data. Data 
may have one of a few types, such as numeric or categorical, with subtypes for each, such 
as integer and real-valued floating-point values for numeric, and nominal, ordinal, and 
boolean for categorical. We may wish to convert a numeric variable to an ordinal varia-
ble in a process called discretization. Alternatively, we may encode a categorical variable 
as integers or Boolean variables, which are needed on most classification tasks.

Sequential forward selection (SFS)

In the second phase, the sequential forward selection is applied using different mod-
els for the selection of the optimal feature subset. Sequential feature selection highly 
depends on the base classifier’s performance to add or remove features [21, 22]. Some 
well-known classifiers include support vector machine (SVM), decision tree (DT), ran-
dom forest (RF), and K-nearest neighbor (KNN) classifier. This study proposes a hybrid 
classifier based on GA-ELM be adopted as a base estimator in SFS. SFS to select optimal 
features starts with an empty feature subset and adds a feature on each iteration. After 
the addition of the feature, the algorithm evaluates the accuracy of the classifier based 
on the selected feature subset to decide which feature should be selected. The feature 
with the best accuracy is selected to be part of the relevant feature subset, The selection 
process runs until the terminal condition is met. The selected feature subset is a dimen-
sional optimal feature subset whose classification performance is the first highest.

Let complete dataset: M = {P1, P2…. Pk}
Let the new subset: D = {}
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For y iteration do
dadd = best F (S + d), where d ∈ M–D
D = D + dadd

y = y + 1
As mentioned previously the effectiveness of SFS is determined by the base classifier. 

This study will investigate the performance of the GA-ELM classifier for optimal feature 
selection using the SFS-wrapper selection technique.

ELM

When ELM was first proposed by [28], the aim was to improve the performance of 
feedforward neural networks, which are slow by nature. ELM is reported to have 
a fast-learning speed and better generalization performance. The main limita-
tion of this algorithm is its randomization in initial parameters (weights and biases) 
selection. One way to overcome this challenge is to optimize the input parame-
ters selection using the metaheuristic algorithms as proposed by [26]. ELM can be 
explained as follows, according to [28]: Given N distinct training set (Xi, ti) , where 
Xi = [xi1, xi2, . . . , xin]

T ∈ R
nandti = [ti1, ti2, . . . , tim]

T ∈ R
m . Z and g(x) represents 

number of hidden nodes and activation function, respectively. ELM can be implemented 
by randomly assigning the parameters of the hidden nodes (ω, b) , computing the hidden 
layer output matrix (H ) and the output weights (β ). Using N samples, our target output 
T can be obtained using the equation below:

where

To compute the weights connecting the hidden layer and the output layer represented 
by β, the least-squares technique is applied to minimize the error between the target and 
the output.

(1)Hβ = T

(2)
(

ω1, · · · ,ωZ , b1, · · · , bZ , x1, · · · , xN
)

(3)






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



NZ

(4)β =








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




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






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where H† is the Moore–Penrose generalized inverse of matrix H, and T is the target.

Genetic algorithm (GA)

GA is a well-known evolutionary algorithm that has been applied in many fields as a 
search space and optimization algorithm [29, 30]. As part of the evolutionary algorithm, 
GA solves complex problems through the evolutionary mechanism. Most of the exist-
ing optimization techniques suffer from the problem of local minima and lack the capa-
bilities of finding global solutions. However, GA, due to its randomness, can find global 
solutions. Over time GA has proven to be effective and efficient in finding global opti-
mum solutions. Due to the mentioned advantages, GA was adopted to optimize ELM in 
this study. The standard GA procedure is described below:

	 i.	 The initial population is randomly generated. The population is made up of indi-
viduals with weights and biases.

	 ii.	 The fitness value of each individual is calculated using Eq. (7)

	iii.	 Research by [28] compared three GA selection criteria namely roulette, K-tourna-
ment and random. The aim was to study their effects on the overall performance of 
the OGA–ELM model. According to the study, there was no significant difference 
in classification accuracy. K-tournament achieved the highest accuracy of 100%, 
while random criteria achieved the lowest accuracy of 99.38%. With these results, 
this study used random criteria, which is simple and easy to implement. Using ran-
dom selection, 2 parents are randomly selected from the initial population.

	iv.	 One-point crossover method is applied on the selected parents. The cut point is 
the center of the two genes. The tail of the two genes is switched to form new off-
springs.

	 v.	 The chromosome to be subjected to mutation is randomly selected. The aim is to 
alter the genetic composition of the chromosome, hence creating diversity within 
the population, which improves GA performance. This work uses uniform muta-
tion. The uniform mutation works to substitute the selected gene’s value with a uni-
form random value chosen from the gene’s user-specified upper and lower bounds 
(for the input-hidden layer weights [− 1, 1] while for the hidden layer biases [0, 1].

Following the selection, crossover, and mutation processes, the generation of a new 
population is achieved. This new population is used in the subsequent iteration, fol-
lowing which the process is repeated until the maximum number of generations (50) 
is reached. The GA approach will seek to enhance the ELM, as discussed in the next 
subsection.

(6)β̂ = H
†
T

(7)
∑

(

population_i ∗ equation_inputs_j
)
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GA‑ELM

In this study, GA was used to generate the optimal weights to improve the performance 
of ELM. The optimized ELM algorithm follows the steps below:

	 1.	 Start
	 2.	 Split the dataset into training and test datasets
	 3.	 Set the number of hidden neurons and the activation function
	 4.	 Randomly initialize the input weights and biases
	 5.	 Train the ELM and extract the output values
	 6.	 ELM output value forms the initial input value of GA
	 7.	 Initialize the fitness score
	 8.	 Select the weight with best fitness score
	 9.	 Crossover weights
	10.	 Mutate weights
	11.	 Test if the termination condition has been achieved
	12.	 If “NO” repeat step 7–10
	13.	 If “YES” pick the optimal weights and train the ELM
	14.	 Test the accuracy of the model.
	15.	 END

The optimized ELM (GA-ELM) will be adopted as the base classifier in this study to 
select the optimal features.

Classification

To test the classification accuracy of the selected optimal feature, this study adopted 
an SVM classifier. A support vector machine is a type of supervised machine learning 
algorithm that is used to perform classification and regression [31, 32]. SVM was first 
proposed by Cortes and Vapnik [33] in 1995. By using a hyperplane, they perform clas-
sification. Hyperplane maximizes the edge between two classes. The vectors that char-
acterize the hyperplane are called support vectors. In this algorithm, each piece of data 
is considered a point in n-dimensional space. The value of each piece of data is taken as 
a coordinate on the plane, and then classification is performed by finding an optimal 
hyperplane that divides the two classes. The main advantage of using SVMs is that they 
are good at generalization and can overcome the curse of dimensionality [31]. Figure 4 
shows the support vector and optimal hyperplane that perform classification.

With the training sample of (xi, yi), i = {1, 2, 3…M}, where M is the total number of 
predictors, yi defines the class of the training data as either − 1 or + 1 (= {yi = {− 1, + 1}), 
x ∈ R.n where n is the number of features in each sample. The standard equation of the 
hyperplane in SVM is shown in equation [8]

To predict the class of new observation (Y) use the equations below.

(8)WTx + b = 0

(9)+1 if WTx + b ≥ 0
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The goal of SVM in training is to maximize the width or distance of the margins 
between the two hyperplanes i.e. equation [9] and [10]. The distance (d) between the two 
line is given by:

To achieve the max distance, we can minimize the denominator (||w||)

To calculate the extremes of a function within a given constraints, langrage multipliers 
are applied.

With the partial derivatives of w and b being zero, Quadratic programming (QP) prob-
lem is transformed into:

With the above equation [14], the optimization depends on the dot product of the 
samples xi and xj.

For non-liner classification tasks, the vectors can be transformed into a new sample 
space for classification.

where K is a kernel function which provides the dot products of the vectors in another 
space.

Experiments
This section presents experimental implementation and significant results evaluations 
and discussions.

Dataset

To evaluate the model, the study used the publicly available datasets referred to as 
the TON_IoT network dataset [34] and UNSWNB15 dataset [27]. According to the 
researchers, TON_IoT network dataset was developed for the evaluation of AI-based 
security solutions. This data was adopted because it reflects actual IoT cyber activities, 
which makes the data reliable when investigating the performance of new IoT IDS. The 
initial inspection of the dataset proved that the dataset had missing data for some feature 
columns, as shown in Fig. 5, and categorical data. The researchers applied the Ordinal 
Encoder scheme to convert the categorical dataset to a numerical dataset. Secondly, the 
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researchers replaced all the missing values with a constant figure. Research done by [35] 
recommended that both IP (Internet Protocol) addresses and ports be dropped in the 
construction of the new machine-learning models. In addition, the type attribute was 
dropped because it is only applicable in a multi-classification model [35]. The research-
ers performed data splitting into training and testing datasets before normalizing the 
data set to avoid data leakage, as suggested [4]. UNSWNB15 dataset was subjected on 
the same process of preprocessing to clean and prepare the data for evaluation. How-
ever, the major difference in the preprocess stage is that there was no need for data split-
ting with UNSWNB15 dataset because the authors had already separated the dataset 
into training and testing sets.

Parameter settings

For selection of optimal features, the SSF wrapper-based method GA-ELM was used. 
GA-ELM acted as the base classifier in this study. The GA-ELM’s parameters were set 
by these values (hidden_units = 100, activation_function = ’relu’, x = X_train_minmax, 
y = y_train, weight_type = "GA_weight", C = 0.1, alg_type = "clf "). The parameters of the 
proposed approach are listed below in summary:

•	 hidden_units = 100: Number of hidden neurons.
•	 activation_function = ’relu’: The activation function to be used. The rectified linear 

unit (ReLU) function is used in this case.
•	 x = X_train_minmax: The input features to be used. Each feature is scaled to the 

range [0,1].
•	 y = y_train: The output targets to be used.
•	 weight_type = "GA_weight": Optimzed input weights from GA.
•	 C = 0.1: Regularization parameter.

Fig. 5  The proportion of missing values in the column
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•	 alg_type = "clf ": "clf " refers to a classification problem.

After setting the parameters the optimized ELM was used in the sequential forward 
selection. To perform SFS, the study used SequentialFeatureSelector function from 

Fig. 6  Optimum features for GA-ELM

Table 2  Selected features

ID Name Description

0 duration Packet connection time

9 dns_qtype Value which specifies the DNS (Domain Name System) query types

11 http_request_body_len The original size of the HTTP data from the client

12 http_response_body_len The original size of the HTTP data from the server

13 http_status_code HTTP server status

14 proto Transport layer protocols of flow connections

15 service Dynamically detected protocols, such as DNS, HTTP and SSL (Secure Socket 
Layer)

18 dns_AA Authoritative answers of DNS, where T denotes server is authoritative for query

23 ssl_cipher SSL cipher suite which the server chose

24 ssl_resumed SSL flag shows the session that can be used to start new connections, where T 
refers to the SSL connection is initiated

25 ssl_established SSL flag indicates establishing connections between two parties, where T refers 
to establishing the connection

26 ssl_subject Subject of the X.509 cert offered by the server

27 ssl_issuer Trusted owner/originator of SLL and digital certificate (certificate authority)

28 http_trans_depth Pipelined depth into the HTTP connection

29 http_method HTTP request methods such as GET, POST and HEAD

30 http_uri URIs used in the HTTP request

31 http_version The HTTP versions utilized such as V1.1

32 http_user_agent Values of the User- Agent header in the HTTP protocol

33 http_orig_mime_types Ordered vectors of mime types from source system in the HTTP protocol

34 http_resp_mime_types Ordered vectors of mime types from destination system in the HTTP protocol

35 weird_name Names of anomalies/violations related to protocols that happened
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the library of mlxtend. The optimized ELM classifier is employed to select the optimal 
parameters as an estimator for the SequentialFeatureSelector function. The researchers 
used k-fold cross-validation on the feature selector to avoid the issue of overfitting. The 
basic principle of operation in this approach is to subdivide the training data into small 
K subsets. The model is trained using these K subsets. The performance of the model 
is the average value of the scores obtained from the subsets. In this work the research-
ers used k = 10, to subdivide the training data into tenfold of the same size. Finally, a fit 
function can pass all training and testing datasets.

The estimator requires 21 features to register optimum classification as shown in Fig. 6 
below. The generated features (K) were used for testing the classification accuracy of the 
model. Table 2 is the summary of the selected feature subset.

Feature classification

As earlier mentioned, kernel functions can be used in SVM to transform input vec-
tors with complex boundaries into a new space dimension for classification, this study 
opted to apply Gaussian radial basis function (RBF). According to a study done by 
[36], RBF are effective in separation of samples with sophisticated patterns. The RBF 
kernel used in this study, is shown below:

The SVM classifier was trained using the training data, which was generated using the 
informative features selected by the optimized GA-ELM. The trained SVM was then 
assessed with the testing data. The metrics used to test the performance of classifier 
were accuracy, precision, and recall. These three metrics are derived from five parame-
ters namely: the true positive (TP), false positive (FP), false negative (FN), and true nega-
tive (TN) rates:

(16)K
(

xixj
)

= e−γ ||xi−xj ||
2
, γ > 0

Accuracy =
(TP + TN )

(TP + FP + FN + TN )

Precision =
(TP)

(TP + FP)

Recall =
(TP)

(TP + FN )

Table 3  The selected set of features from The IoT_ToN network dataset

Method Selected 
features

Feature indexes

GA-ELM 21 (0,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28)

DT 35 (0,1,2,3,4,5,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,27,28,29,30,32,34,35,36,37,38)

RF 25 (0,4,9,10,11,12,13,14,15,19,20,22,23,24,25,26,27,28,29,30,31,32,33,34,35)

GB 34 (0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,32,33,34,35,36,37,38)

KNN 21 (0,4,11,12,13,14,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36)
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Here,
TP is the correctly detected real positive data;
TN is the correctly detected real negative data;
FP is the data for positives wrongly detected as negatives;
and
FN is the data for negatives wrongly detected as positives.

Results and discussion
The researchers evaluated the proposed model in terms of accuracy, precision, and 
recall. SVM was adopted as the base classifier in this study. The performance of the 
model was compared with the other four state-of-the-art algorithms.

The IoT_ToN network dataset evaluation

Table 3 presents all the state-of-the-art algorithms used to compare with the proposed 
algorithm and the number of features selected for the IoT_ToN network data set. The 
proposed model together with the KNN reduced the number of features from 45 to 
21, which was a superior performance compared to DT, RF and GB. This was followed 
closely by RF which selected the 25 best features. The third in ranking in terms of feature 
reduction was GB which managed to select 34 best feature subsets. However, DT per-
formed poorly on feature reduction, with 35 sub-features.

Figure 7 illustrates the result of the accuracy of the evaluated algorithms. To test the 
accuracy of the models, the above selected sub-features formed the input to the base 
classier. Each bar in Fig. 4, stands for the score of each algorithm. The results show that 
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the proposed algorithm scored an accuracy of 99% which was the highest compared to 
all other evaluated algorithms. GB achieved the second-highest accuracy score of 90%. 
DT, RF and KNN scored accuracy of 87.67%, 83.67 and 70% respectively. Figure 8 illus-
trates the result of the precision for the evaluated algorithms. Like the earlier results on 
accuracy, both GA-ELM and GB achieved the highest scores in precision compared to 
the other tested algorithms, 1 and 0.808, respectively. DT, RF and KNN registered preci-
sion scores of 0.791, 0.676 and 0.543, respectively. Figure 9 illustrates the result of the 
recall for the evaluated algorithms. On this measure, GA-ELM and KNN achieved the 
highest score compared to the other evaluated algorithms. Both models registered recall 
score of 1. RF, GB, and DT registered recall scores of 0.953, 0f.927 and 0.874, respectiv
ely.
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Fig. 9  Recall results of the algorithms

Table 4  The selected set of features from the UNSWNB15 dataset

Method Selected features Feature indexes

GA-ELM 21 (6, 7, 11, 16, 19, 20, 21, 22, 25, 28, 29, 30, 31, 33, 34, 35, 38, 39, 40, 41, 42)

DT 20 (0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 39)

RF 13 (6, 7, 16, 19, 20, 21, 22, 25, 31, 33, 34, 38, 39)

GB 30 (0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 
23, 32, 33, 34, 35, 36, 39)

KNN 11 (6, 7, 20, 21, 22, 25, 33, 34, 35, 38, 39)
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Fig. 10  Accuracy results of the algorithms
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The UNSWNB15 evaluation

Table 4 presents all the selected features subsets from the UNSWNB15 dataset using the 
proposed model and the other state-of-the-art algorithms. The proposed model reduced 
the number of features from 44 to 21, while DT, RF GB and KNN reduced the features to 
20, 13, 30 and 11, respectively. However, GB performed poorly on feature reduction on 
this dataset.

Figure 10 illustrates the result of the accuracy of the evaluated algorithms. To test the 
accuracy of the models, the above selected sub-features formed the input to the base 
classier. Each bar in Fig. 4, stands for the score of each algorithm based on the selected 
features subset. The results show that the proposed algorithm scored an accuracy of 
86% which was the highest compared to all other evaluated algorithms. KNN and RF 
achieved the second-highest accuracy score of 82%. DT and GB scored accuracy of 65, 
and 67% respectively. Figure 11 illustrates the result of the precision for the evaluated 
algorithms. Both GA-ELM and RF achieved the highest precision score of 0.95. This 
was followed closely by KNN that registered precision scores of 0.94. However, DT and 
GB had a precision score of 0.80 and 0.82, respectively. Figure 12 illustrates the result of 
the recall for the evaluated algorithms. On this measure, GA-ELM achieved the highest 
recall score of 0.84 compared to the other evaluated algorithms. KNN, RF, GB, and DT 
registered recall scores of 0.79, 0.78, 0.66 and 0.65, respectively.
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Limitation of the proposed approach
The main disadvantage of the Sequential forward selection (SFS) is that once a feature 
has been selected there is no chance of removing the feature even if it does not add value 
to the model with the addition of new features. In addition, selecting a feature per its 
performance does not grantee better model performance.

Threats to validity
To evaluate the models, this work used IoT_ToN network and UNSWNB15 datasets 
which are public datasets and highly recommended for testing IDS due to their reflec-
tion of the current cyber threats. The results obtained in this study may not be replicated 
in a real-world environment due to open-source assessment and classification tools.

Conclusion
In this paper, a hybrid wrapper features selection method based on a genetic algo-
rithm and an extreme learning machine for intrusion detection in an IoT environment 
was proposed. The aim was to reduce the number of features in the IoT data set while 
improving the performance of IoT intrusion detection systems. The model was evalu-
ated using the IoT_ToN network data set, which captures most of the attacks in the IoT 
environment. To avoid any biase the model was further evaluated using UNSWNB15 
dataset. The researchers used three metrics for the evaluation of the model: precision, 
accuracy, and recall. The results of the model were compared to other state-of-the-art 
classifiers, namely the random forest classifier, the decision tree classifier, the gradient 
boosting classifier, and the k-nearest neighbors classifier. SVM was adopted as the base 
classifier to classify the selected feature subset.

The proposed GA-ELM feature selection algorithm reduced the number of features in 
the IoT_ToN datasets from 49 to only 21. Using the UNSWNB15 dataset, the model had 
a relatively reliable performance, on this dataset it reduced the 44 features to 21 feature 
subsets. However, KNN managed to reduce the features from 44 to 11 which was an out-
standing performance compared to the reset. The model achieved high accuracy, preci-
sion, and recall compared to the other evaluated algorithms. This performance showed 
that feature reduction should not only focus on the elimination of features but also on 
the quality of the features selected.

In the future, we propose that the performance of the proposed model be evaluated 
with other types of data sets. Also, the model can be deployed in a real IoT environment 
for intrusion detection.
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