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Preface and Executive Summary 
The NEMISA Digital Skills Conference (Colloquium) 2023, and the associated events 
(Postgraduate Symposium and Technology Innovation session) was held between 15-17 
February 2023 at the Coastlands Umhlanga Hotel & Convention Centre in Durban, hosted 
by the Durban University of Technology (DUT) in collaboration with the Knowledge for 
Innovation unit (K4I) at the University of South Africa (UNISA) and the National Electronic 
Media Institute of South Africa (NEMISA).  

A total of 496 delegates (184 in person and 312 virtually through Zoom) attended the 
three collocated events (Conference, Postgraduate Symposium and Technology 
Innovation) bringing together thought leaders, policy makers, software developers, 
technology enthusiasts, industry leaders, academics, students, social entrepreneurs, 
leaders of non-government organisations and innovation hubs to address how to scale 
data skills for multidisciplinary impact. The virtual delegates joined from 2 continents and 
5 countries (excluding South Africa); Eswatini, Ethiopia, Germany, Kenya and Nigeria. 

The purpose of the colloquium and events centred around the central role that data plays 
today as a desirable commodity that must become an important part of massifying digital 
skilling efforts. Governments amass even more critical data that, if leveraged, could 
change the way public services are delivered, and even change the social and economic 
fortunes of any country. Therefore, smart governments and organisations increasingly 
require data skills to gain insights and foresight, to secure themselves, and for improved 
decision making and efficiency. However, data skills are scarce, and even more 
challenging is the inconsistency of the associated training programs with most curated for 
the Science, Technology, Engineering, and Mathematics (STEM) disciplines. 
Nonetheless, the interdisciplinary yet agnostic nature of data means that there is 
opportunity to expand data skills into the non-STEM disciplines as well. 

 

Technology Innovation 

The Technology Innovation session was a culmination of the NEMISA Datathon held in 
November 2023 under the same theme of “Scaling data skills for multidisciplinary impact”. 
The datathon resulted in five talented winning teams being selected. It is noteworthy that 
each of these teams hailed from a different province of South Africa, including 
Mpumalanga, Gauteng, North West, Limpopo, and Free State. Over the course of two 
months following their victory, each team worked tirelessly with an innovation hub and 
mentors Koedr and Thenjiwe Kubheka to refine their solutions and compete for the 
ultimate winner prize at the conference. The panel of judges who evaluated their 
submissions was composed of esteemed professionals in the field, bringing a high level 
of expertise and credibility to the selection process. These judges were: Mr Tiyani 
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Nghonyama (Geekulcha), Mr Tumelo Baloyi (Monolith), Dr Naomi Isabirye (University of 
the Witwatersrand) and Dr Banele Mhlongo (Department of Health). 

Mr Thato Semenya, Mr Letlhogonolo Korosi, Mr Nthabiseng Mathikge, Mr Itumeleng Pitje 
and Mr Katlego Mokgosane from Future DX were the winners in North West and worked 
with Mafikeng Digital Innovation Hub. Their solution was an online learning management 
system that offers future courses based on emerging technologies. The solution offers 
each student a portfolio of evidence on completion. The solution also AI to predict which 
jobs might be suitable to the learner and makes a recommendation. 

The A-Team consisted of Ms Sanna Rasethaba, Ms Malebo Moleleki, Mr Kenan Kasongo 
and Mr Aaron Kibambe. They are from the Gauteng Province under the 
Technopreneurship Centre at the University of Johannesburg. Their solution focused on 
detecting misinformation mainly from social media using AI, and determining whether 
information being placed in the public domain is likely true or false. They saw an 
opportunity to offer reliable information to the public and to foster greater transparency 
and accountability. 

Mr Lunga Feni and Mr Bahle Menziwa from the Cortex Hub were from the Limpopo 
Province. They presented a solution aimed to address the digitization gap in rural areas 
in South Africa, with a focus on network coverage, road access, electricity coverage, 
schools, and health care services, as well as census data. Their solution saw the 
opportunity from areas that do not have access to communications coverage and are 
therefore digitally excluded. 

Techgro members were Mr Tshwarelo Madisha, Mr Bigboy Mogajane, Ms Maria 
Kanyane, Ms Patricia Kekana and Ms Tshegofatso. They were the datathon winners from 
Mpumalanga. They worked with the Vulingqondo Innovation Hub to refine their solution 
on Smart Agriculture. Being in a rural community that experiences high unemployment 
and poverty, their solution focused on rural smart agriculture initiatives that can unlock 
economic activities and create green job opportunities. They identified the opportunity as 
access to vast amounts of land but with limited water and long spells of heat. 

Mr Jandre van Vuuren, Mr Ruan Britz, Mr Corne Combrink and Mr Schalk Hanekom of 
Elite Vine were from Free State. Their solution, Jobboard, is a cloud-based platform to 
connect job seekers and employers. It offers a convenient solution for individuals who are 
unemployed or facing resource limitations by providing access to job and education 
opportunities through both online and physical channels. 
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Postgraduate Symposium 

The postgraduate symposium provided a facilitative platform for emerging researchers to 
showcase their work, to network, and to engage with seasoned academics and 
practitioners.  

The day was opened by Prof Shawren Singh, the Head of the Department of Information 
Systems at the University of South Africa. He emphasised on the importance of 
continuous innovation across all sectors, driven by digital technologies, to improve South 
Africa’s economy. 

Prof Nixon Muganda Ochara from the University of the Witwatersrand urged students and 
researchers to incorporate AI and other digital technology tools into their postgraduate 
studies. He highlighted the significance of the current era, where access to information 
through digital assistants has become much easier. Prof Ochara emphasized the need 
for the practice of science to evolve with the available digital tools, rather than clinging to 
traditional methods. Additionally, Prof Ochara pointed out that a researcher's world view 
or philosophical stance has a significant impact on the culture of research writing, making 
it crucial for researchers to be mindful of this aspect. This perspective also influences the 
ethics surrounding research findings. Therefore, researchers should prioritize deep 
critical thinking and to develop the digital skills to use multiple digital assistants to enhance 
their work. 

Prof Wallace Chigona, from the University of Cape Town, shared his insights on 
postgraduate supervision. He highlighted the increasing role of postgraduate students in 
their own supervision and drew from his wealth of experience in supervising postdoctoral 
fellows, PhD and Masters students. Prof Chigona shed light on a topic that is often 
overlooked - the supervisory experience of academics. He emphasized the need for more 
discourse on this subject, especially given the growing pressure on supervisors to 
produce more postgraduate students. The discussion also explored the intricate 
relationships between students and their supervisors, emphasizing the importance of 
emotional and social support in addition to technical guidance. The discussion also noted 
that some students may attempt the PhD for the wrong reasons and require additional 
support to successfully complete their studies. The discussion highlighted the need for 
more attention to be given to the supervision process and the importance of providing 
comprehensive support to postgraduate students. 

Three PhD posters were presented: Chimwemwe Queen Mtegha from the University of 
Cape Town presented her research on institutional factors in government agencies that 
affect the realisation of national cybersecurity capacity building outcomes. She drew from 
Malawi. Thaneshni Moodley from the Durban University of Technology presented on 
framework to observe and analyse customer experience on the twitter platform using 
machine learning techniques. Teofelus Tonateni Tuyeni also from the University of Cape 
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Town discussed the research on identifying important factors that influence governments 
commitment to cybersecurity drawing from Namibia. 

There were two workshops; one was on Natural Language Processing and Sentiment 
Analysis by Prof Colin Thakur and Mr Yassen Khan, and the other on Statistical Analysis 
using R by Dr Lateef Amusa and Ms Sibukele Gumbo. The Natural Language Processing 
and Sentiment Analysis workshop provided the audience with an in-depth understanding 
of how to extract meaning from textual data, identifying patterns and trends, and analysing 
the sentiment behind written content. Similarly, the Statistical Analysis using R offered an 
introduction to the R programming language and its use in statistical analysis. The 
audience learned how to visualize, explore, and analyse complex data sets using various 
R packages and tools, as well as how to perform hypothesis testing and regression 
analysis. The hands-on approaches of both workshops were particularly helpful in 
delivering an appreciation of data skills used on real-world data sets. 

 

Colloquium 

A total of 18 submissions were received for the colloquium of which 12 were accepted as 
full research papers after a double-blind peer review process, representing a 66.7% 
acceptance rate. The average peer review rate was 2.43, which means that each 
research paper was reviewed by at least 2 reviewers with some having more reviews. 

 
Prof Shawren Singh, speaking on behalf of the Deputy Vice Chancellor of Teaching and 
Learning at the University of South Africa, gave a warm welcome to the esteemed 
attendees of the colloquium. In his opening remarks, Prof Singh emphasized the 
importance of creating an environment that fosters a thriving culture of research at the 
postgraduate level, which is inclusive of multiple sectors of society. Prof Singh went on to 
highlight the evolving demands placed on postgraduate research in today's world, which 
now requires not just theoretical contributions, but practical ones as well. He stressed the 
significance of globalisation in research and how it has intensified the competition at a 
global level, putting pressure on students to complete their postgraduate degrees in a 
shorter period of time. The discussion also delved into how research is driving 
organisations globally, but in South Africa, there seems to be a slow pace in focusing on 
solving critical societal problems. This puts a greater expectation on postgraduate 
students in South Africa today to deliver results that will have a real impact. 

Prof Colin Thakur gave a welcome on behalf of the Deputy Vice Chancellor of Durban 
University of Technology. He stressed the significance of innovation in today's rapidly 
evolving business landscape and gave a reminder of the importance of asking questions, 
the right questions, and valuing all stakeholders in the creation of new knowledge. 
However, he cautioned that knowledge alone does not guarantee success. We must also 
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possess the wisdom to use it appropriately and avoid potential destructive consequences. 
Innovation is an ever-changing target that requires constant improvement, for which we 
must remain vigilant and strive to continually develop innovative capabilities. 

The Chair of the NEMISA Board, Ms Molebogeng Leshabane, extended a warm welcome 
to all guests and introduced the Acting Deputy Director General who officially opened the 
conference. During her remarks, Ms Leshabane noted the increasing complexity in the 
world that requires a multidisciplinary approach. She emphasized that data, in its agnostic 
nature, permeates all industries and is central to bringing together different sectors of 
society. Navigating these complexities to lead digital skills efforts in such a society is a 
great task for NEMISA. However, the organization is committed to reducing inequality and 
ensuring that no one is left behind. In addition, Ms Leshabane highlighted that youth 
unemployment is a pressing challenge that requires significant effort. The digital economy 
provides new opportunities, such as algorithmic auditing, which can help address this 
issue. Youth can also access markets that were not previously available, and government 
services can be improved through digital innovation. 

The conference was officially opened by the Acting Deputy Director General of the 
Department of Communications and Digital Technologies (DCDT), Ms Nonkqubela 
Thathakahle Jordan-Dyani. On behalf of the Deputy Minister, My Philly Mapulane, she 
extended a warm welcome to all the partners of NEMISA who are committed to achieving 
the digital skills mandate, as well as the researchers who will be leading the way forward. 
Ms Jordan-Dyani emphasized the importance of addressing the curriculum and access 
to higher education to ensure that everyone has equal opportunities to develop the digital 
skills needed in today's world. She challenged NEMISA to fast-track the importance of 
digital skills in a changing world that is being driven by advanced digital technologies. 
With the skills South Africa already has, talent is not the challenge. What is needed is to 
share research findings and knowledge to enable everyone to benefit. She decried the 
silos in government and urged NEMISA to share the learnings from the conference widely 
through digital platforms. How can advanced digital technologies be filtered down to the 
every South African? This was a question she posed, as she highlighted the need to 
address the current challenges facing South Africa, such as unemployment, poverty, and 
socioeconomic equity. Skills development is a crucial part of South Africa's advancement, 
including responsive innovation to meet local demands. Achieving this requires strong 
partnerships from different sectors of society, including the rural areas. Addressing the 
issue of male dominance in the ICT field and making data and infrastructure more widely 
available are critical components of this effort. Ms Jordan-Dyani concluded by 
encouraging NEMISA to share the results and outcomes of the conference for others to 
draw upon. With everyone working together, South Africa can move forward with 
confidence and ensure that no one is left behind in the digital age. 
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The second keynote was offered by Dr Mark Nasila, the Chief Data Analytics Officer at 
the First Rand Group. Dr Nasila underscored the need to adopt new thinking in order to 
create a better future. He highlighted the importance of how advanced technologies such 
as AI are introduced into organisation, and emphasized the social aspects that must be 
considered in doing so. Dr Nasila compared how over $16 trillion is being invested in 
bringing AI into organizations worldwide, with China and the USA leading the way. He 
stressed the importance of skilling people to be a part of this wave of investment and to 
trust in AI. He also spoke about the ethical implications of AI, including the fear of job 
losses, and laboured the need for leaders to repurpose people into new roles that will not 
be taken over by machines. The keynote speech expressed confidence that NEMISA's 
investment in AI skilling will pay off and contribute to a better future for South Africa. 

Ms Cheryl Benadie in her keynote emphasized the importance of focusing on the humans 
behind the data, science, and technology. Specifically, she brought attention to the area 
of wellness, which is often overlooked in the rapidly changing and advancing technology 
space. Ms. Benadie noted that the younger generations have grown up in a world where 
technology and reality are not distinguished, leading to a sense of disconnection from the 
real world. Shockingly, suicide has become the second leading cause of death among 
those aged 15-24, with the Gen Z facing a crisis of identity. Ms. Benadie called for purpose 
to be considered a critical digital skill for the younger generation to help combat this issue. 
It is crucial to connect the head and the heart to create a sense of wholeness among the 
Gen Z, who are more prone to burnout and stress. Ms. Benadie observed that technology 
can sometimes overshadow the humanity of people, leading to a loss of connection. 
Finally, she noted that jobs are becoming increasingly fluid, making it difficult to guarantee 
employment after completing studies – this is also a significant stressor today. 

 

Panel on the Digital Skills Framework 

Prof Leona Craffert, who chaired the panel session, offered an overview of the Digital 
Skills Framework (DSF) created in 2013, highlighting how the DSF provides an organizing 
framework on digital skills in South Africa, ranging from basic to advanced high-tech 
digital skills. Mr Trevor Rammitlwa, the CEO facilitated the panel, identifying how the 
transformation South Africa is going through is making digital skills essential across the 
board. However, there is a fragmentation of how digital skills are being approached, and 
the DSF serves as a means of bringing together different perspectives on digital skills. 
Prof Debbie Collier, an expert in Labour Law who works on digital work, the platform 
economy, and recently with Labour Unions and Nedlac on the regulatory (or policy) 
aspects of digital skills, noted that context plays a significant role in the world of work, and 
the strategy to roll out digital skills and the framework for digital skills need to interact in 
the holistic world of work. The framework is goal-oriented, offering a guide on what to look 
for, how to continually adapt to the changing world of work, and how to gain skills needed 
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for new environments. M. Andy Searly, Director of Paladin Consulting and he original 
founder of the Digital Work Accelerator intiative,  provided a perspective from industry on 
digital skills as part of collective action, noting the challenges of speed and scale 
demanded for skills for the market. He found that digital skills need to start at the primary 
level, extending to the workplace. The framework provides a common language and 
pathway to connect different paths a person may want to take, offering certainty to 
industry about what to expect from graduates of programs designed around the 
framework. Mr John April, Director in the Office of the CEO for QCTO, noted that the 
framework offers an opportunity to respond to the growing demand for digital skills, 
helping to set standards against which to develop content and qualifications, including 
verification and authentication. Mr Mlindi Mashologu, DDG for the Department of 
Communication and Digital Technologies (DCDT), emphasized that from a policy 
perspective, a digitally skilled society needs to have a reference point in the Future Skills 
plan of South Africa, which is supported by the ministry. Failing to have a digitally skilled 
population by 2030 risks alienation from a global society, a massive loss of jobs, and 
failure to be a competitive nation. Finally, it was mentioned that NEMISA has been 
working on an online platform from which digital skills are delivered. In conclusion, the 
panel discussed the importance of the DSF framework, which offers a common language 
between stakeholders, addresses the urgency of skills development, and emphasizes the 
need to prioritize areas to ensure a digitally skilled population in South Africa.  

 

The CEO of NEMISA closed the conference and expressed his thanks for the rich 
engagement that had happened at the conference from the postgraduate symposium 
right to the final session, the panel on the Digital Skills Framework. Digital transformation 
when done well is a benefit for society, and that we cannot forget mental wellness and 
wholeness. The human element cannot be ignored and design thinking needs to be a part 
of efforts going forward. We need a post-colloquium review session so that we determine 
what next after the conference. 

 

Universities represented at the Colloquium. 

1. Durban University of Technology, South Africa 

2. Ghent University, Belgium 

3. Malawi University of Science and Technology, Malawi 

4. Sol Plaatje University, South Africa 

5. University of Cape Town, South Africa 

6. University of Johannesburg, South Africa 



xv 
 

7. University of Pretoria, South Africa 

8. University of South Africa, South Africa 

9. University of the Western Cape, South Africa 

10. University of the Witwatersrand, South Africa   

11. Walter Sisulu University, South Africa 

12. Zimbabwe National Defense University, Zimbabwe 

 

Summary of the accepted research papers 
Thato Ditsele, Wallace Chigona, and Malebo Sephodi, investigated the sentiment of 

South African Twitter users towards COVID-19 vaccines. The study provides valuable 

insights for policymakers and healthcare organizations to shape effective strategies for 

promoting vaccine adoption. 

 

Papama Mtambeka, Chimwemwe Queen Mtegha, Wallace Chigona, and Teofelus 

Tonateni Tuyeni, delves into the factors that affect students' compliance with universities' 

cybersecurity measures. The study provides insights into how universities can better 

protect their critical infrastructures and students against cyberattacks. 

 

Prince Zaqueu and Tendani Mawela's identified the contributing factors for successful 

cybersecurity awareness, education, and training programs. The study offers several 

recommendations towards effective cybersecurity awareness, education, and training. 

 

Vengai Musanga and Colin Chibaya proposed a machine learning model to forecast 

employee churn in organizations. Employee churn can be harmful to the quality of 

services, productivity, and customer loyalty. Therefore, retaining valuable employees is 

crucial for organizations. The authors used feature selection methods combined with 

strong classification models to predict employee churn. The results revealed that random 

forest is the most accurate in predicting employee churn. 
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Siphiwe Mndebele and Thembekile Mayayise presented a systematic literature review 

that investigated the challenges and impacts of implementing machine learning in the 

financial services sector. The authors uses three databases to search for relevant sources 

and conducted a thematic analysis. The review shows that more complex models are 

implemented in all the identified financial services sectors, followed by support vector 

machines. The paper concludes that data quality is crucial for predicting performance, 

efficiency, and accuracy of the model. 

 

Marungwane Leshego Mogale evaluated the impact of organizational resources and big 

data analytics on the business performance of South African e-commerce SMMEs. The 

author used a systematic approach to literature and identifies key organizational 

resources that enable the use of big data analytics. These resources include IT 

infrastructure, IT human resources, financial resources, risk-taking, innovativeness, and 

proactiveness. The paper develops a conceptual framework that may be tested in future 

research using empirical data. 

 

Nixon Muganda Ochara analyzed how the emerging digitalization issues might be 

philosophically understood from a systems viewpoint. The paper identified five systemic 

digitalization challenges, including the circular economy, cyberphysical systems, sharing 

economy, digital transformation, and smart systems. The author used five systems 

metaphors to investigate the challenges. 

 

Priscilla Maliwichi, Wallace Chigona, Address Malata, and Karen Sowon explored the 

challenge of low mobile phone ownership among women in poor-resource settings. The 

authors investigated how maternal healthcare clients who do not own mobile phones 

negotiate access to mobile phones for maternal healthcare in rural Malawi. 

 

Nkosikhona Msweli focused on the competencies required to teach data science in a 

higher learning institution. She examined instructors' perceptions of their skills and 

competencies in teaching data science, which is a developing topic. 
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Elias Tabane  investigated the use of dimensionality reduction techniques in machine 

learning to diagnose heart diseases in South Africa. The paper provides an overview of 

the different techniques and highlights the importance of considering the interpretability 

of the results and potential biases in the data and algorithms. 

 

Sibukele Gumbo and Hossana Twinomurinzi explored the challenge of improving the 

completion rate of self-paced online learning courses, particularly in the context of Fourth 

Industrial Revolution (4IR) skills development in South Africa. The authors reported on 

the strategy implemented to improve the course completion rate of a self-selected sample 

of students who attended face-to-face data science introduction workshops. 

 

Julia Keddie, Renette Blignaut, Fallo Kanye, Lieven De Marez, and Simon Perneel, 

investigated the use of the mobileDNA application to explore location information. The 

authors examined the behavior of mobileDNA users in terms of where, when, and how 

they utilized their smartphones daily. 
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Research in Progress, Short Papers and Abstracts 
 

A framework for South African university students' online learning: Social 
presence, digital skills, and competencies 

Ntombizethu Lubisi and Samwel Mwapwele 

 

Over the years, institutions of higher learning across the world have embraced the use of 

digital technology to facilitate learning. University students require digital skills and digital 

competencies to take full advantage of online learning. Additionally, one of the most 

important factors in students’ learning experience in an online environment is the sense 

of belonging. Students engaging in online learning, geographically separated, often feel 

isolated from their peers and instructors due to the lack of social presence. The purpose 

of the study was to explain the necessary digital skills, digital competencies, and social 

presence for effective online learning in a South African university. The study used the 

extended general technology competency and use (GTCU) framework which is combined 

with the social presence theory as a lens to study South African university online learning. 

A case study approach was used involving a highly ranked university in South Africa. We 

followed a mixed-method approach. Data was collected via an online questionnaire with 

127 respondents and semi-structured interviews with seven participants. Quantitative 

data were analysed using descriptive statistics and the qualitative data was analysed 

using thematic analysis. Findings from the study indicate that online communication, 

social context, and interactivity were a challenge to students we collected data from when 

engaging in online learning. The interaction was a challenge, and participants felt isolated 

from their instructors which impacted their online learning experience. Students did not 

feel a sense of belonging to their courses. The study contributes to the theory by 

extending the GTCU framework. The study con-tributes to policies such as the South 

African National Development Plan (NDP) 2030 with a focus on lifelong learn-ing, and 

quality education from the United Nations (UN) Sustainable Development Goal 4. It also 

contributes to the ICT and education body of knowledge. 
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Exploring critical factors for effective digital skills delivery towards meaningful 
outcomes in an online-first South African context  

Natasha Katunga, Carlynn Pokpas, Leona Craffert and Rorisang Molukanele 

 

As South Africa embraces the Fourth Industrial Revolution (4IR) and pursues its digital 

transformation agenda (DCDT, 2020), there has been a significant focus on the digital 

skills development of citizens, ranging from basic digital literacy to more specialised skills 

in areas like robotics, data science and artificial intelligence. In this light, concerted efforts 

have been made to realise approaches and methods of skills delivery that are both 

feasible and effective in the given context – specifically in reaching the most vulnerable, 

under-resourced and digitally excluded communities. 

 

Approaches towards digital skilling interventions across the country have typically been 

face-to-face, however, there has been considerable emphasis over the past years to shift 

gears. Online methods of teaching and learning have become central to the South African 

government’s digital agenda. The COVID-19 pandemic unquestionably intensified and 

accelerated efforts in this regard. At a national level, research suggests that “during the 

lockdown, various 4IR tools were unleashed for primary education to higher and tertiary 

education where educational activities switched to remote learning (online learning) … 

[and] that South Africa generally has some pockets of excellence to drive the education 

sector into the 4IR, which has the potential to increase education access” (Mhlanga & 

Moloi, 2020, p. 1). Similarly, concerted shifts towards online learning approaches may 

potentially have significantly beneficial implications in enhancing the digital skills of South 

African citizens. 

 

However, online learning certainly does not come without distinct challenges. The 

absence of social interaction and personal support from a teacher or peer has had 

negative consequences in cases where many require human intervention in learning 

(Haché, 2011). Factors like loneliness and lack of motivation (Precel, Eshet-Alkalai & 

Alberton, 2009), as well as poor language fluency and miscommunication, may negatively 

impact online learning attempts. More pressing concerns, however, are the individual’s 

unfamiliarity with the technology required for online learning and the lack of cognitive skills 
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which are required to engage effectively with (particularly online) technology (Precel et 

al., 2009). While technical difficulties and errors (for example, programs crashing) are to 

be expected in the online era, the far more significant dilemma is presented in the poor 

access to digital devices and the Internet – made glaring across the world during the 

current pandemic and particularly damaging and restricting to learning activities in 

developing regions. 

 

Consequently, there is a need for education and training institutions across all sectors to 

investigate and devise the most effective teaching and learning methods (ITU et al., 

2020), particularly considering the shift towards online learning. In this regard, a mixed-

method case study guided by monitoring and evaluation techniques was conducted to 

explore critical factors which would enable digital skills training providers and key 

roleplayers to deliver digital skills most effectively for meaningful outcomes in an online-

first South African context. The investigation focused on four digital skills development 

facilitators operating in under-resourced communities in the Western Cape province. 

These community-based organisations provide formal and informal digital skills learning 

opportunities to empower citizens and make them more employable, more 

entrepreneurial, and capable of generating income. The investigation included the 

perspectives of both the organisations and training beneficiaries. 

 

The study results shed light on various key factors to be considered in the implementation 

of online digital skills training interventions in South Africa, including the digital inclusion 

profile of training beneficiaries and their preferences in terms of appropriate training 

approaches, and training facilitators’ experience and perspectives on effective 

intervention delivery given the socioeconomic realities faced in their communities. Critical 

success factors in delivering digital skills training interventions effectively for meaningful 

outcomes in an online-first South African context, therefore, include adequate 

infrastructure and digital technologies, an ecosystem of broad and diverse networks and 

a nuanced people-centric teaching approach. 
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The Future of Work in the Broadcasting Sector: Preliminary Results 

Hossana Twinomurinzi, Naomi Isabirye and Trevor Rammitlwa 

 

The abstract shares preliminary findings from data about job susceptibility in the 

Broadcasting sector using a model measuring political, economic, social and 

technological factors. Five groups were measured: content creators (55), human resource 

practitioners (21), management (23), presenters and anchors (55), and technical 

personnel (52). It was found that overall, all the categories experience uncertainty about 

the availability of jobs in the broadcasting market, and that competition for jobs has 

increased. More specifically, content creators, presenters and anchors, and technical 

personnel feel a sense of job insecurity. HR practitioners are most cognisant though that 

jobs in the broadcasting sector are at risk, there is a new emergence of new forms of work 

in the broadcasting sector despite the sector providing fair wages for work done.  
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How Institutional Factors in Government Agencies Affect Developing Countries in 
the Realisation of National Cybersecurity Capacity Building Outcomes: A Case of 
Malawi 

Chimwemwe Queen Mtegha 

 

National cybersecurity capacity building is essential in expanding the countries’ 

capabilities to fight against cybercrimes. Government agencies play a pivotal role in 

national cybersecurity capacity building as these are tasked with implementing the 

initiatives to build a country’s cyber resilience. One of the key strategies countries use to 

develop national cybersecurity capacity is the National Cybersecurity Capacity Building 

Frameworks (NCCBF). These NCCBFs enable myriad opportunities for government 

agencies to realise national cybersecurity capacity building outcomes through the 

development of national cybersecurity policies, cybersecurity education and training, 

regulations, and incidence response mechanisms. In developing countries, the outcomes 

that have been realised from these NCCBFs have not been satisfactory. Studies have 

shown that the potential impact of these NCCBF to realise the cybersecurity capacity 

building outcomes are limited by the institutional context in which these interventions are 

being used. Research has seldom been done to explain how government agencies use 

these NCCBFs to generate the outcomes and how institutional factors affect the 

realisation of these national cybersecurity capacity building outcomes. 

 

 

Evolving a framework to observe and analyse customer experience on the Twitter 
platform using Machine Learning Techniques 

Thaneshni Moodley, Surendra Thakur and Alveen Singh 

 

A customer's entire online experience with a brand is referred to as their "digital customer 

experience. The company website can serve as the initial touchpoint, but it may also 

include mobile apps, chatbots, social media, and other channels where the touchpoint is 

virtual (Pillarisetty and Mishra 2022; Roggeveen and Rosengren 2022). Some retailers 

have seen a decline in customer base as consumers, forced migrated to online shopping 

habits and modes of transacting (Stiegler and Bouchard 2020). Retail services comprise 
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hardware, apparel, appliances, electronics, books, presents, and second-hand products, 

as well as incidental repairs, and involves the use of a building or portion of a building by 

persons engaged in the selling of goods to clients (Lømo and Ulsaker 2021). 

 

It is clear that the 2020 Covid-19 pandemic – has forced a transformation retailers 

(Ogunlela and Tengeh 2020). Within months, a revolution has taken place, constituting 

major changes to how consumers view cash, how consumers shop online, what 

consumers expect from retailers, and which things consumers value as part of a positive 

buying experience (Rukuni and Maziriri 2020). 

 

Consumers increasingly expected retailers to create seamless customer experiences 

(Mhlanga and Moloi 2020). This often meant leaning on digital capabilities to create a 

seamless, omni-channel experience by linking different aspects of the customer shopping 

experience. Some retailers were better at this than others(Haapio et al. 2021). 

Expectation is becoming a requirement for all retailers in order to operate, with many 

rapidly needing to rapidly include their operations to online(Lashgari and Shahab 2022). 

Retailers need a way to identify retail complaints and understand them. By identifying 

complaints, the retailers benefits by understanding the gap in their services and improve 

product quality, improve customer’s loyalty and improve their business online 

reputation(Jiang and Stylos 2021; Nuninger 2022). 

 

Among the many popular social media platforms available in RSA, Twitter is the fifth most 

popular. Twitter is a microblogging and social networking website based in the United 

States that allows users to send and receive messages known as "tweets." Unregistered 

users can only read tweets that are publicly visible, while registered users can write, like, 

and retweet them (Erskine and Hendricks 2021). With 100 million daily active users and 

500 million tweets sent daily, Twitter, a social networking site started in 2006, is one of 

the most prominent social media platforms available today. At the 2007 South by 

Southwest Interactive conference, more than 60,000 tweets were exchanged, 

demonstrating Twitter's phenomenal growth (Okazaki et al. 2020b). The Twitter team 

used the conference to start expanding their user base. The 140-character limit was 
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originally set by cell carriers, not Twitter, because Twitter started as an SMS-based 

site(Gunarathne, Rui and Seidmann 2018). 

 

However, as Twitter evolved into a web platform, the limit was maintained because it was 

consistent with the Twitter brand: Twitter is a platform that tries to provide short, readable 

material (Ibrahim and Wang 2019; Singh et al. 2021). 

 

This research works in the intersection of “establishing an understanding of how online 

retailers analyse customer experiences narrated on social media” and “customer 

experiences expressed on the Twitter social media platform”. Given recent and rapid 

advancements in data science, there are several possible tools that can be crafted to 

allow online retailers to intercept, interpret and respond to their customers. At this point, 

the question is “what are the best tools?” Therefore, the aim of this study is to determine 

which is the best ML algorithm work best in the data analytic framework to identify retail 

complaints posted in Twitter. 

 

There are many recent developments in data science, and this research focuses on 

machine learning (ML). Classical ML includes supervised and unsupervised learning 

models while newer are ensemble ML models. These models have the potential to 

underpin these tools that online retailers can leverage upon to better interpret customer 

comments and in turn to better understand online customer needs. This study focuses on 

experimenting with ML techniques to determine which is the best for the purpose to 

understand and interpret online customer comments. 

 

The research aims to answer the best ML technique found in supervised, unsupervised, 

and more recently, ensemble as well as deep learning. The process of studying raw data 

in order to draw conclusions about it is known as data analytics. Data analytics techniques 

and processes have been turned into mechanical processes and algorithms that operate 

on raw data for human consumption (Rahim et al. 2020). A company's performance can 

be improved by using data analytics. 
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Supervised ML is contained in a controlled way to oversee the outcome accordingly and 

learns what the user wants to know. Unsupervised ML explores the data that is given to 

it, the data is unlabelled and uncategorised. Deep learning is a subfield of ML concern 

with algorithms inspired by the structure and function of artificial neural network. The main 

objective of deep learning model is to reduce the optimisation functions which could be 

divided based on the classification and the regression problems. 

 

This research sets out to determine which is the most suitable ML algorithm for the 

purposes of sentiment analysis of online customer complaints lodged on Twitter social 

media platform. This research is carried out using Pycharm, Microsoft Excel and selected 

ML techniques. Lexicon-based approach to be used to computer sentiment polarity. A 

performance metrics will be used to compare each algorithm. The performance metrics 

will contain the statistical measures reliability, accuracy, specificity, and F – measures. 

The way a data mining model performs on diverse data sets is measured by its 

Reliability(Merten et al. 2018). A data mining model is dependable if it provides 

predictions that find the same basic types of patterns independent of the test data 

provided. The Performance Specificity assesses how well a data mining technique 

performs on a certain dataset. A Classifier's accuracy is calculated as a percentage of 

total correct predictions divided by the total number of instances (Mezghani et al. 2019). 

The percentage of correctly positive data divided by the sum of correctly positive and 

false-negative data of the marker is referred to as Sensitivity and the usefulness and 

relevance of the data are measured by the data quality factor (Jeong, Cho and Lee 2018). 

In a highly competitive market, business decisions based on wild guesses have no place. 

Successful business owners collect and manage a specific type of information that aids 

in the development of future strategies. Only in this way will be able to tailor their products 

and services to precisely meet the wants of their customers. 

 

The framework will start with data extraction and will extract group detection profiling, 

recommendations, hashtags, retweets, mentions and locations from Twitter. The 

extraction will identify customer complaints. The data will go through a series of NLP pre-

processing techniques which are tokenisation, stemming and lemmatisation, part-of-

speech (POS) tagger, name entity recognition (NER), and parser to extract emotions for 



xxvi 
 

the textual data from each tweet. The cleaned data will be modelled using the data mining 

algorithm which are Supervised Learning Algorithms, Unsupervised Learning Algorithms 

and Deep Learning Algorithms. 

 

The research method to identify the appropriate machine learning algorithm to be use for 

twitter data analytics that produces the best result in terms of the clarity of customer 

complaint utilises Pycharm. Pycharm is an integrated development environment that 

combines python and c#. The research would then test each machine learning algorithm 

for reliability, accuracy, specificity, and F – measures. This aims to answer the research 

question on what appropriate machine learning algorithm can be proposed for Twitter 

data analytics that produces the best result in terms of the clarity of customer complaints 

based on the performance metrics attributes. 

 

To answer the research question, a data analytic framework was developed in Pycharm. 

The appropriate data was extracted from Twitter within South Africa. The data was then 

cleaned before it can go through sentiment analysis. Data with a negative sentiment 

analysis was further used to best performing data mining technique. The data mining 

algorithms within the appropriate data mining technique was evaluated against the 

performance metrics. Supervised machine learning performed the best, followed by 

unsupervised machine learning and there after deep learning. 

 

The aim of the study is to develop a data analytics framework to enhance the quality of 

data of customer complaints on Twitter. This research contributes to the current body of 

knowledge in using machine learning and data mining techniques to extract Twitter data 

to identify customer complaints more accurately. This is the first study that introduces 

data analytics to retail in South Africa. 
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ICT SMMES in South African Communities: Current Impact and Future 
Advancement through 4IR 

Annelie Jordaan and Rorisang Molukanele 

 

The literature review focuses on ICT SMMEs in South Africa—especially in previously 

disadvantaged/unreached and marginalised communities—in the context of 4IR. The 

review covers the global emergence of 4IR, the worldwide impact of 4IR on business and 

people, 4IR in Africa, and then funnels down to ICT and the digital divide in South Africa. 

The role of SMMEs is explored within the framework of the country‘s ICT SMME Strategy, 

which forms the foundation for discussing ICT SMME training interventions in South 
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Africa. The role NEMISA plays in collaboration with the Northern Cape & Southern 

Gauteng e-Skills CoLab (amongst other CoLabs) to scale digital skills (e-skills) throughout 

South Africa, is explained. Specific SMME training interventions implement by the 

Northern Cape & Southern Gauteng e-Skills CoLab (or VUT CoLab in short) and its 

service providers are discussed extensively. 

 

The Effects of Dark Patterns on Internet Addiction and Lifelong Learning of 
Adolescents 

Naomi Isabirye 

 

In South Africa, many studies on youth online behavior have emphasised raising 

awareness and educating youth, parents and educators about the general dangers of the 

Internet. However, there is a gap in studies that aim to understand the risks that 

specifically exist in the day-to-day use of the Internet amongst South African learners. 

While there is little research specifically on Internet addiction in South Africa, related 

studies suggest that there is a need to examine digital health and wellbeing amongst 

children and youth in South Africa. Despite the growing awareness of addictive digital 

experiences and dark patterns, there remains a need to promote access and usage of 

the Internet to youth to support learning. This paper explores the risks of addictive digital 

experiences and their effect on lifelong learning for adolescents. The paper takes the form 

of a narrative literature review and makes recommendations for policy makers in 

education. 

 

Factors Influencing Governments' Commitment Towards Cybersecurity in Africa: 
A case of Namibia 

Teofelus Tonateni Tuyeni 

 

The increasing reliance on Information Communication and Technologies (ICTs) has 

seen exponential growth in cybersecurity incidents. This has caused substantial financial 

losses and disruptions to critical economic activities. Governments worldwide have a 

critical role in preventing and mitigating cybersecurity incidents. Prioritising cybersecurity 

can lead to a secure cyber environment and the attainment of the United Nation’s 



xxix 
 

Sustainable Development Goals (SDGs). This study seeks to identify and explain the 

factors influencing the government’s commitment towards cybersecurity in Africa by 

answering the following research question: What factors influence government's 

commitment towards cybersecurity? 

 

The study will adopt an interpretivism philosophical stance. A conceptual model will be 

applied to provide a lens to assess factors influencing the government’s commitment 

towards cybersecurity. This qualitative study uses the case of Namibia. Data will be 

collected through semi-structured interviews, online questionnaires, and document 

reviews. A purposive sampling method will be used to select participants. Data will be 

analysed using NVivo and SPSS. Thematic and descriptive analysis techniques will be 

applied to identify, analyse, and report patterns within data. The study is expected to 

contribute new knowledge by offering a novel theoretical explanation of factors influencing 

the government’s commitment towards cybersecurity. 
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Abstract 

Universities across the globe are experiencing a surge of cyberattacks due to the 

increased usage of information communication technologies (ICTs). To counteract 

cyberattacks, universities have implemented cybersecurity measures to ensure that 

students and the universities’ critical infrastructures are protected. Unfortunately, 

universities in developing countries continue to face increased cyberattacks despite 

implementing cybersecurity measures. This study explores the factors that affect 

students’ compliance with universities’ cybersecurity measures.   

The study used a case of the University of Cape Town in South Africa, adopting 

qualitative research and an interpretive paradigm. We used a deductive approach to 

theory using Protection Motivation Theory (PMT) as the lens for inquiry. The sample for 

the study consisted of 40 participants, of which 35 were students and five were staff 

members of the University. The sample of the study was selected by convenience. We 

collected empirical data from the participants using semi-structured interviews. The data 

was then analysed using thematic analysis on NVivo software. The study found that 

students’ compliance with cybersecurity measures is affected by their perceptions of the 

seriousness of the threats, the likelihood of the threats happening, their ability to protect 

themselves against threat, their belief in the effectiveness of the recommended solutions 

against cyber threats, and the costs associated with compliance to cybersecurity measures. 

When students perceive the risk as not severe enough to worry about, they do not find it 

necessary to comply with the University’s cybersecurity measures. Similarly, when the 

students deem that the recommended compliance actions will not be practical or 

affordable, they do not adhere to the university cybersecurity measures.   

Keywords: Protection Motivation Theory, University, Students, Cybersecurity Measures, 

Compliance  
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1 Introduction 
With the rapid development and adoption of new technologies come new avenues for criminals to 

direct their cyberattacks as the number of potential victims increases (Gwebu et al., 2020). Cyberattack 

is defined as targeted attacks on computer systems with the aim of compromising the confidentiality, 

integrity and availability of data (Bendovschi, 2015). Therefore, organisations must implement and 

comply with cybersecurity measures to prevent cyberattacks (Khader et al., 2021). Cybersecurity is the 

protection of digital information assets from any attacks that may arise through internet usage (Von 

Solms & Von Solms, 2018). Universities are one of the main targets of cybersecurity threat, due to the 

substantial amounts of information they hold (Taha & Dahabiyeh, 2021). Research shows that between 

2005 to 2021, higher education institutions experienced 1850 data breaches worldwide (Lukehart, 

2022). In addition, universities use cyberspace platforms, such as student portals, and communication 

platforms, such as Microsoft teams, to manage various activities, such as admissions, examinations, 

administration, finances, and records, to facilitate the educational process (Li et al., 2019).   

Despite the apparent advantages of automated processes that cyberspaces offer universities, they 

also pose cybersecurity threats and challenges to operations and information (Li et al., 2019). The 

increase in the recurrence of cyberattacks on universities’ ICT infrastructures has led to the loss of 

sensitive information, finances, as well as social and intellectual property (Alharbi & Tassaddiq, 2021). 

The risk has increased in universities, especially in developing countries, for instance, South Africa, as 

the management of cyberspaces and resources is poor (Kabanda et al., 2018). In addition, South Africa 

has the third-highest cybercrimes in the world (Hubbard, 2019).   

Despite being aware of the cybersecurity risk, some students do not comply with the universities’ 

cybersecurity measures, such as policies on anti-virus, information and security passwords, internet and 

email use. These risks can be detrimental to a universities’ information systems (Moallem, 2019). Given 

the rise in cyberattacks and the vulnerability of universities to cyberattacks, there is a need for research 

investigating the compliance behaviour of students with cybersecurity measures, as they are one of the 

primary users of university information systems. Unfortunately, there is still a dearth of studies on 

cybersecurity compliance in developing countries. Therefore, there is a need for more research on how 

students comply with cybersecurity. With this background, the study aims to answer the following 

question:   

What factors affect students’ compliance with Universities’ cybersecurity measures? 

We used the case of the University of Cape Town (UCT) to respond to the research question. We 

selected the University out of convenience. A deductive approach to theory was employed using 

protection motivation theory (PMT). We collected data through semi-structured interviews with 

students and staff from the department responsible for maintaining the ICT infrastructure of the 

University.   

The study extends available knowledge in this regard, as literature is scarce on those factors that 

affect students’ cybersecurity compliance. Further to this, the findings from the study will inform 

decision and policymakers in universities on how to implement cybersecurity measures to ensure 

compliance with the minimal cybersecurity measures.   
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2 Literature Review 

2.1 Cybersecurity  
Cybersecurity has risen in significance in recent years due to the increased reliance on and adoption 

of information communication technologies (ICTs) (Alharbi & Tassaddiq, 2021). Cybersecurity threats 

are ubiquitous and may affect all organisations across industries, which may be costly (Al Moshaigeh 

et al., 2019). It is estimated that cybercrime will cost the global economy USD10.5 trillion from 2025 

onward (Sausalito, 2020). The main reason for the worldwide trend of cybersecurity challenges is that 

most users do not follow their organisation’s cybersecurity measures (Jeyaraj & Zadeh, 2020). Even 

though executive awareness of cybersecurity is expanding, most organisations remain inactive, whereas 

they would be more successful in dealing with cyberthreats if they were proactive. Personalising the 

risks for users would be beneficial, so that they know their susceptibility and the consequences of their 

non-compliance (Ergen et al., 2021).  

While cybersecurity challenges are not new, the Covid-19 pandemic has significantly exacerbated 

these threats (Traxler et al., 2020). Covid-19 has shown a surge in cybercrime due to increased 

dependency on cyberspace, caused by the move towards virtual learning and working across the world 

(Traxler et al., 2020). In addition, the outbreak of the Covid-19 pandemic saw the emergence of more 

than 4,000 malicious websites within the first month of the pandemic in 2020, which is in correlation 

with the move towards virtual work that can be observed as people practised social distancing (Morgan, 

2020).  

2.2 Cybersecurity Challenges in Africa 
Africa has one of the fastest internet penetration rates worldwide. This has resulted in an increasing 

trend of cyberattacks (Eboibi, 2020). Africa is perceived as the hub for cybercrime and cybercriminals 

due to the poor response to curb cybersecurity issues (Kabanda et al., 2018; Kshetri, 2019). The high 

rate of cybercrime on the continent has lowered Africa’s GDP by more than 10%, costing the continent 

US$ 4.12 billion (Interpol, 2021). Online scams are the continent’s most common and pressing cyber 

threats (Interpol, 2021). This entails the theft of personal information and banking information, which 

a threat actor subsequently uses to buy goods or services, siphon funds, or sell on the open market 

(Interpol, 2021).    

Despite these developments, there is little research on cybersecurity issues in African countries 

(Kabanda et al., 2018). Along with these challenges, the continent faces a severe cybersecurity 

workforce shortage due to economic and institutional barriers (Kshetri, 2019). However, African 

countries have implemented cybercrime legal frameworks and policies in order to mitigate this issue, 

despite their obstacles, but have failed to enforce those policies (Eboibi, 2020).  

In South Africa, there are some apparent signs of an effort to promote cybersecurity awareness and 

develop an effective cybersecurity culture (Kritzinger et al., 2017). Despite the global increase in 

research in cybersecurity globally, there is still a dearth of research on cybersecurity focusing on South 

Africa (Gwebu et al., 2020). The lack of understanding on the continent about the risks of accessing 

cyberspace contributes to a permissive climate for cybercrime (Serianu, 2017). Furthermore, the digital 

infrastructure development level in African countries directly impacts their security posture (Serianu, 

2017). According to reports, cybercriminals rely on the general public’s poor security practices; thus, 

policymakers ought to engage in public awareness campaigns due to the fact that there is substantial 

evidence that such programmes can effectively cut the success rate of cybercrime (Bada, Von Solms et 

al., 2019). White papers estimate that investing in cybersecurity awareness and training can affect user 

behaviour and minimise cyber-related risks by 45% to 70% (Bada, von Solms et al., 2019). 
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Unfortunately, current literature and reports show a bleak picture of the increase in cybercrime in Africa, 

attributed to the low ICT literacy levels that may hinder cybersecurity awareness efforts (Bada, Von 

Solms et al., 2019).  

   

2.3 Cybersecurity Vulnerabilities in Universities  
Universities are, by nature, open with a dense population and private data, which means that they 

attract a substantial number of cyberattacks due to a large amount of cyberspace usage (Yusif & Hafeez 

Baig, 2021). Some of the capabilities universities hold in this age of e-learning include online teaching 

and learning software, digital libraries, free Wi-Fi, and so on, which increases exposure to cybercrime 

susceptibility (Ajaero, 2020). Furthermore, universities position themselves at the forefront of 

technological innovation, opening them up to more vulnerabilities to increased security attacks (Yusif 

& Hafeez-Baig, 2021). Openness, which makes educational institutions susceptible to cyberattacks and 

data breaches, is a source of concern, with some scholars reporting that in excess of millions of data 

breaches are already being experienced by multinational organisations (Chapman, 2019). Still, the 

exposure of academic data is not as widely publicised (Chapman, 2019). Some scholars argue on the 

contrary that other industries do not report their breaches, due to a lack of investor confidence, and loss 

of competitiveness (Grama, 2014).   

Vulnerabilities found in universities inferred from literature are classified into a few categories. The 

first category is administrative and cultural domains, which can clash with cybersecurity requirements. 

In this category, a lack of awareness and knowledge of cybersecurity best practices significantly affects 

the implementation of cybersecurity policies and leads to a violation of these policies (Ulven & Wangen, 

2021). In addition, poor cybersecurity management can increase the vulnerability of universities to 

cyberattack, as they are unprepared to deal with an attack when it occurs (Nyblom et al., 2020). The 

second category is the technical domain, where vulnerabilities are caused due to shortfalls in the 

technology or systems in place (Ulven & Wangen, 2021). In this category, one aspect that increases the 

cybersecurity threat is the norm of students and staff bringing their own devices to work via which they 

connect to the network (Ulven & Wangen, 2021). The risk here is that these private computers may be 

used to penetrate the university networks, due to a lack of security protection systems on the devices, 

which increases the vulnerability to attacks on university data (Goni, 2022).  

2.4 Cybersecurity Awareness and Behaviour of University Students   
University students use technology and the internet for educational purposes and socialising, which 

became even more prevalent during the pandemic, when social distancing was encouraged (Alqahtani, 

2022). As the future of the workforce, the impact of cybersecurity awareness behaviours of university 

students is particularly significant for society (Cheng & Wang, 2022). This makes students particularly 

vulnerable to cybercrime threats, as they make up most of the users of the information systems across 

universities (Taha & Dahabiyeh, 2021).   

With the Covid-19 pandemic and online learning, university students always remain connected to 

the internet, and they do so by using various devices, which increase the danger of cyberattack if they 

do not remain vigilant about how they handle their online security (Matyokurehwa et al., 2021). 

Educational institutions are not taking proactive measures to raise awareness among college students 

about these issues and how to defend themselves from cyberattacks, such as identity theft or 

ransomware (Moallem, 2019). A significant risk is having a student body with an increased dependence 

on digital systems and is connected to the free Wi-Fi offered by the University, that is at once unaware 

of cybersecurity issues (Taha & Dahabiyeh, 2021). No matter the degree of technology and security the 

in which the institution invests, students remain the weakest link. Their lack of knowledge or ignorance 

makes them particularly vulnerable to targeted cyberattack (Taha & Dahabiyeh, 2021).     
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The trends in student awareness of cybersecurity show that students are unaware of the requisite 

knowledge and understanding of cybersecurity regulations and their practical application (Moallem, 

2019). Another essential aspect to note is that a lack of cybersecurity awareness is not due to a lack of 

knowledge, but due instead to how students apply it in their daily lives (Moallem, 2019). Studies on the 

behaviour of students with cybersecurity reveal that engagement with cybersecurity issues was not 

satisfactory, where, if students were more aware of cybersecurity, some of these threats would be 

eliminated (Potgieter, 2019). 

  

2.5 Human factor and compliance with cybersecurity measures   
The human context is frequently regarded as the weakest link between cybersecurity and 

organisational information, as it is the main target for increasing cybercrimes (Chandarman & Van 

Niekerk, 2017). This determines the success or failure of the security chain. Scholars have identified 

individuals as the weakest link in the security chain as they fail to comply with cybersecurity best 

practices (Khader et al., 2021). According to a recent study, out of 874 cybersecurity incidents that were 

reported, 68% were caused internally by negligent individuals, 22% by external criminal individuals, 

and 10% by stolen credentials (Donalds & Osei-Bryson, 2020). The results of this study indicate that 

individuals’ compliance with cybersecurity remains a challenge, and compliance behaviour is necessary 

to mitigate the risk of cyber incidents (Donalds & Osei-Bryson, 2020). Thus, cybersecurity depends not 

only on IT professionals, but also on educated users, who are highly aware of and employ cybersecurity 

best practices (Alsmadi & Zarour, 2018).  

End-users of technology continue to break basic cybersecurity regulations, sustaining the 

cybercrime sector (Kabanda et al., 2018). User behaviour is crucial to mitigating and preventing 

cybersecurity issues (Taha & Dahabiyeh, 2021). When people are unaware that they are at risk, they 

often fail to recognise the attacks (Potgieter, 2019). Thus, students need to understand and be aware of 

cybersecurity threats and how to mitigate them (Potgieter, 2019).  

Attacks against digital assets have not stopped and have become more varied and complicated, due 

to a lack of user cooperation and awareness, which causes many security approaches vulnerable to being 

misused or misread by users (Yusif & Hafeez-Baig, 2021). Compliance is based on the human 

component. This entails adhering to specified guidelines that aid in fulfilling predetermined objectives. 

Because cybersecurity regulations are viewed as guidelines, rather than as rules, the role of the human 

component in the bulk of cyberattacks or data breaches is emphasised (Yusif & Hafeez-Baig, 2021). 

Increased information availability has significant positive effects, but when it comes to changing human 

behaviour, merely presenting the information does not nearly have as much of an impact (Bada, Sasse, 

et al., 2019).   

3 Theoretical Framework   
Protection motivation theory (PMT) provides the theoretical framework for this study. PMT focuses 

on evaluating human behaviour regarding their motivation to respond to threats. The theory has been 

used in various studies to investigate individuals’ protection behaviours.  

  

3.1 Justification for selection of theory  
The theory postulates that the past behaviours of an individual affect how they assess threats and 

their ability to handle them (Vance et al., 2012). Most cyberattacks are attributed to an inadequate level 

of user cooperation and knowledge. Thus, emphasis on the role of the human factor is being placed 
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(Van Niekerk & Von Solms, 2010). As a result, PMT was deemed appropriate to investigate the factors 

that affect the compliance behaviour of university students with cybersecurity measures.   

3.2 Protection Motivation Theory (PMT)   
PMT has been used in several studies as a tool to understand the motivations for individuals to 

comply with cybersecurity-related behaviours (Yusif & Hafeez-Baig, 2021). PMT predicts adopting or 

non-adoption compliance behaviours with cybersecurity (Ezati Rad et al., 2021). The theory has two 

primary constructs: threat appraisal, and coping appraisal. These two constructs are integrated to 

develop protection motivation (Ezati Rad et al., 2021). These constructs describe how individuals assess 

the level of risk they encounter in cyberspace and act as a protective measure (Yusif & Hafeez Baig, 

2021). Figure 2. illustrates the conceptual model of the study.  

  

  
  

Figure 1: Conceptual model (Adopted from the Protection Motivation Theory (Rogers, 1975))  

  

  

Threat Assessment  
The threat assessment construct focuses on the severity and the evaluation of the threat. It consists 

of two main components: perceived vulnerability, and perceived severity. Perceived vulnerability refers 

to the individual’s appraisal of the likelihood of being exposed to a threat (Rogers, 1975). The theory 

states that an action taken by an individual to overcome fear is influenced by the probability of its 

occurrence (Ezati Rad et al., 2021; Towbin, 2019). Therefore, if individuals perceive a low likelihood 

of the threat occurring, they are less likely to take action.   

  

Perceived severity refers to the extent of the consequences from the threat if it occurs (Ezati Rad et 

al., 2021; Rogers, 1975; Towbin, 2019). The likelihood that the harm from the threat will have serious 

repercussions will compel an individual to act against the threat.  
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Coping Assessment   

Coping assessment refers to a person’s appraisal of their ability to respond to a threat (Crossler et 

al., 2019). This construct consists of three components: response efficacy, self-efficacy, and response 

cost. Response efficacy refers to the individual’s belief that the recommended action is effective in 

mitigating the threat (Crossler et al., 2019; Tsai et al., 2016). Self-efficacy refers to an individual’s 

belief in their ability to carry out the recommended action (Crossler et al., 2019). Response cost refers 

to the perceived costs related to conducting the recommended action against a threat or engaging in 

security behaviours (Crossler et al., 2019; Towbin, 2019), for instance, the costs of using Antispyware.  

Overall, previous studies employing PMT show that self-efficacy and response efficacy have a 

significant relationship with the behavioural intentions of individuals in compliance with cybersecurity 

(Miraja et al., 2019). The constructs of the PMT used in this study are operationalised in Table 1.  

  

Construct  Definition  Source  

Perceived  

Vulnerability  

   

The extent to which students think 

they are vulnerable to cyber threats.  

Rogers, 1975; Yusif & Hafeez Baig, 

2021  

Perceived 

Severity  

The degree to which the students 

perceive the seriousness of the 

threat/risk if it was to occur.  

Rogers, 1975  

Response 

efficacy  

   

The degree to which students believe 

the recommended cybersecurity 

actions would help them avoid the 

threat.  

Rogers, 1975; Yusif & Hafeez-Baig, 

2021; Crossler et al., 2019  

Self-efficacy   The extent to which students believe 

they can successfully perform the 

recommended tasks.  

Tsai et al., 2016; Crossler et al., 2019  

    

Response 

Cost   

The costs of complying to 

cybersecurity measures set by the 

University, and the cost of non-

compliance.  

Towbin, 2019; Crossler et al., 2019  

  

  

Table 1: PMT constructs  

  

4 Context of the study  
The University of Cape Town (UCT) is one of the top universities in Africa and the world. It is 

located in the Western Cape province of South Africa (UCT News, 2022). In 2021, it was estimated 

that the University enrolled over 30 000 students (UCT News, 2022). UCT boasts several advanced 

technologies to facilitate student learning. To ensure compliance with international ICT standards and 

guidelines, a secure cyber environment, and the protection of critical information, the University has 

developed various ICT policies such as an information security policy, account and password policy, 
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and anti-virus policy (UCT ICTS, 2022). The University also offers ICT services to support academic 

staff, students, and management on ICT-related matters.  

Compliance with ICT policies has always been challenging for many organisations worldwide, 

including universities. Scholars have pointed to a lack of motivation, awareness, belief, and behaviour 

as the main contributing human factors in non-compliance (Alqahtani & Braun, 2021; Da Veiga et al., 

2020).  

   

5 Research Methodology   
We followed an interpretive philosophy to conduct this research. The interpretive stance argues that 

truth and knowledge are subjective; thus, by adopting an interpretive philosophy, the researcher will be 

able to understand and interpret the experiences of respondents/subjects of the research (Kivunja & 

Kuyini, 2017). Adopting an interpretive approach is appropriate for this study, as it allows for a rich 

understanding of the phenomena and, in this case, an understanding of the factors affecting university 

students’ compliance with cybersecurity measures (Orlikowski & Baroudi, 1991).  

The study adopted a deductive approach. In this case, a conceptual model was developed using 

constructs from the PMT. We utilised a qualitative research approach by employing a case study of 

UCT. Data was collected using semi-structured interviews and observations of students’ engagement 

with cybersecurity measures at the University. Semi-structured interviews allowed us to interact and 

fully engage with participants by asking follow-up questions.   

The target populations were students and ICT staff at UCT. The students consisted of undergraduate 

students in different academic years across the University’s six faculties. We chose this sample because 

undergraduate students make up most of the student population, constituting the University’s largest 

users of information systems (UCT News, 2022). In 2021, UCT had 30 329 registered students, with 

18 154 undergraduates, where undergraduate students make up more than 59% of the student 

population.  

(UCT News, 2022). This makes undergraduate students the weakest link in the University’s 

cybersecurity chain (Chandarman & Van Niekerk, 2017). We included staff members from ICTS to 

gain their perspectives as they are part of developing cybersecurity-related policies and interact with 

students on cybersecurity-related matters such as compliance with the University’s ICT policies.  

The study employed purposive sampling, a sampling technique where the researcher chooses 

participants based on personal judgement, and convenience sampling, which are selected participants 

at the researcher’s convenience. The study also incorporates snowball sampling, where the initially 

chosen participants recruited or recommended more participants to participate. The purposive sampling 

technique was selected because the researchers were interested in university undergraduate students. 

Conversely, the convenience sampling method was applied because the researchers could conveniently 

access the sample. Therefore, the snowball sampling technique was used as purposive sampling could 

not yield the desired results.  

A total of 40 responses were collected, of which 35 were students, while five respondents were staff 

members from ICTs. The students were coded as Respondent_student_X and the staff 

Respondent_staff_X.  Table 2 summarises the demographic information of the respondents.  

  

Respondents Positions:      

  Undergraduate students   35  

  ICT staff  5  

Age Range:      

  46 years above   2  
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  36-45 years  3  

  26-35 years  11  

  16-25 years  24  

Faculty Departments:      

  Faculty of Commerce  13  

  Faculty of Humanities  8  

  Faculty of Science  6  

  Graduate School of Business   3  

 Faculty of Law 2 

  Faculty of Engineering and 

Built Environment  

3 

 

Table 2: Demographic Information of Respondents  

The interviews were recorded and later transcribed for analysis. The interviews lasted between eight 

and 20 minutes. Data was analysed using thematic analysis and Nvivo software. Collected data was 

organised and categorised according to themes as per the constructs. The research was conducted in line 

with the ethical standards of the University of Cape Town. We obtained ethics approval for the study 

from the University prior to the commencement of data collection.  

6 Empirical analysis and Discussion  
This section uses PMT to understand the underlying factors affecting students’ compliance with 

cybersecurity measures. The findings and the discussions are further explained in the subsequent 

sections. Participant responses are cited verbatim. 

6.1 Threat Assessment  
We were set to understand how threatened the respondents felt about the possibility that they could 

encounter cyberattacks. In addition, it assisted in determining those factors would likely affect the 

respondents’ decision to not comply with cybersecurity measures set by the University.   

  

Perceived vulnerability  

The majority of students did not think they were likely to be targeted by cybercriminals. The reason 

is that the students believed that they did not have any valuable information for cybercriminals to target.   

  

“I am a student, and personally, I feel I do not have any valuable information that would be useful 

for the attackers. I think the attackers go for top government officials or high-profile people who 

may have confidential information. They easily target those because they can demand ransom.” 

[Respondent_Student_4]  

  

Furthermore, the students did not perceive that they were vulnerable, since they were protected by 

ICT protection measures put in place by the institution. The trust in the university’s ICT service was 

consistent among the students, who believed that the likelihood of being a victim of cyberattacks was 
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low, because ICT service at their University offered them protection. As a consequence, they felt safe 

even if they did not take additional measures.   

  

“I strongly believe that the University has built adequate infrastructure to protect the students and 

the staff. So, I believe our University is safe from cyberattacks.” [Respondent_student_7]   

  

“As a student, I am less likely to be a victim. Because we have a lot of software, and we have ICT 

services to help us with ensuring that there’s protection from being attacked.” 

[Respondent_student_3]   

  

This finding reflects the broader literature, as many individuals rely on third-party protective 

measures. They do not believe that the responsibility lies with them (Interpol, 2021; Murphy et al., 

2022).  

In summary, students did not comply with the cybersecurity measures set out by University’s ICT 

service department because they were not likely to be victims of cyberattacks, due to not owning 

valuable information and the protection given to them by ICT service at the University. However, when 

an individual believes that a threat of cybercrime is likely to occur, they are more motivated to comply 

with cybersecurity measures (Tsai et al., 2016).  

  

Perceived severity of the threat  

We asked the respondents to elaborate on the perceived severity if they were victims of cyberattacks. 

The respondents indicated that they did not perceive the true severity of the security predicament, 

because they had never encountered any cyberattacks.   

  

“Since I started my studies at this University, I have never encountered any cyberthreats. So, when 

I browse on my device, I can download anything and do whatever pleases me.” 

[Respondent_student_19]  

  

The students’ perception affected their compliance with the cybersecurity measures. These findings 

are supported by literature, which states that when individuals are unaware of the threats that they face, 

they are more likely to engage in unsafe behaviour, without taking the necessary protective measures 

(Potgieter, 2019).   

The responses from the students corroborated those of UCT’s staff members. The staff members 

indicated that even though the University’s ICT service invited students to cybersecurity awareness 

events, most students did not attend them.    

  

“Even if we have cybersecurity awareness sessions, students will rarely attend. Students will only 

really take it seriously once they are compromised. Otherwise, they don’t really care until it happens 

to them; that’s when they wake up and realise how important it is.” [Respondent_staff_2]   

  

The non-compliance of students with the basic cybersecurity measures set out by University’s ICT 

service can be linked to them not feeling threatened by the cyberattack. As such, most of these students 

did not implement any cybersecurity measures, for instance, an anti-virus mechanism. The ICT anti-

virus policy of the University stipulates that all computers in the university environment need to have 

an anti-virus mechanism installed to protect the computers from viruses and other malicious code. 

However, when we enquired from the staff members as to whether they had implemented incentives to 

promote cybersecurity compliance in the University, they did not have any mechanisms in place.   
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“I honestly don’t remember installing any anti-virus. The only cybersecurity measure I have 

installed is the authenticator, which the University’s ICT service had put mandatory measures for 

me to continue using the UCT applications.” [Respondent_student_30]  

  

On the other hand, although some students did not perceive the severity of cybercrimes, they took 

personal protective measures against cyberattacks. The students indicated that they installed multi-step 

authentication and anti-virus applications on their devices. The students emphasised that they found the 

severity of the threat of becoming a victim of identity theft high, in response to which they took 

precautions. The students related their protective actions to the fear of their devices being compromised.   

  

“I’m paranoid of identity theft. So, I make sure I install and update my anti-virus regularly. 

Everything associated with my personal information, I protect at any cost.” 

[Respondent_student_14]  

  

This finding is supported by the literature, which states that when individuals feel threatened by 

cybercrime, they are more motivated to comply with cybersecurity measures to remove the threat 

(Towbin, 2019).  

 

6.2 Coping Assessment  
Response Efficacy  

Most of the students in the study knew what they had to do to protect themselves. When asked about 

which protective measures they thought students ought to take, their responses were similar as they 

based these on the measures set by University’s ICT service. The respondents believed that taking these 

actions would help them avoid the threat of cyberattacks.   

  

“make sure that your anti-virus software is always up to date? Make sure you go there and try CTS 

and have it installed if you don’t understand. Make sure that you don’t visit any of those illegal sites 

for movies for series. Rather install Netflix if you can’t afford one, then I don’t know man, but just 

don’t visit those illegal movie sides and follow one to make a feature.” [Respondent_student_23].  

   

On the other hand, although some students knew about the various protective measures, they did not 

believe they were necessary to implement them.   

   

“I don’t think you need some anti-virus or ever. I think what’s on your computer already is enough.” 

[Respondent_student_5].   

  

An individual’s belief that the recommended protective action would help them avoid the threat 

motivates them to take action (Yusif & Hafeez-Baig, 2021). However, when an individual believes that 

installing anti-virus software on the device does not offer them any protection, they will not be 

motivated to install it, even if that is the recommended action to take. This matches what was found in 

the research, as students responded that they did not think installing anti-virus software would be 

necessary, so they did not install it, even though that does not comply with University’s ICTs anti-virus 

policy.  
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Self-efficacy  

The students had lower self-efficacy in terms of their ability to protect themselves. They believed 

that they had to have the technical skills to be able to protect themselves. This could have made them 

rely on ICT services in the institution. Even when they were aware of the risks, they did not initiate and 

were lenient in their protective measures.   

  

“So students are normally very lenient, in the sense that they don’t take note much of things. So 

there are plenty of security measures and tips to prevent cyber tech from happening, but students 

tend to ignore them. Students don’t like reading notifications and things like that.” 

[Respondent_staff_24]   

  

The response from the staff member showed that, even though students had the knowledge and 

awareness of cybersecurity, they were still lenient in complying with cybersecurity measures, as they 

did not believe they were responsible for their safety on the internet.   

The respondent’s lack of ability to protect themselves could have been attributed to the lack of 

engagement with cybersecurity issues, for instance, cybersecurity awareness. The study revealed that 

cybersecurity awareness is crucial to students’ compliance with cybersecurity measures.   

Many students had little to no engagement with cybersecurity as they had no knowledge of it. 

However, responses from students also showed that few amongst those students who were more 

interested in cybersecurity were in fact actively engaged with it. The students stated that they conducted  

research and read emails sent by University’s ICT service. This made them more aware of the risks and 

motivated them to protect themselves against potential cyberattacks. This finding indicated that 

cybersecurity awareness was largely missing in the institution, which counteracted the responses from 

the staff members.   

   

“The only cybersecurity awareness event I attended was during my first year. The UCT department 

gave a security talk to the students who were on financial aid. I believe they are more focused on 

those students because the students are given university laptops.” [Respondent_student_9]   

  

  

Response Cost  

The cost of complying was one of primary reasons why students did not comply with cybersecurity 

measures. Students cited that taking protective measures takes time, effort, and financial resources. The 

findings show that the higher the cost of compliance, the lower the motivation to comply with 

cybersecurity measures.   

   

“Honestly, for you to install the software and also make sure they are updated, costs a lot of time 

and effort. In addition, I need to always have WIFI available to ensure that I update my devices.” 

[Respondent_student_8]   

  

When the cost of compliance is higher than they are willing and able to pay, an individual is less 

motivated to comply (Alqahtani, 2022; Alqahtani & Braun, 2021). The finding is consistent with the 

existing literature.   

When it comes to the cost of non-compliance, the students felt that in the case of an attack they 

would likely lose some information. However, they believed that they did not harbour the kind of 

information that thieves would likely be interested to steal. Consequently, the respondents believed that 

the cost of non-compliance was low.   
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“Personally, nothing. When I think about it, I only have pictures, So I don’t even mind in my opinion. 

Okay.” [Respondent_student_11]  

  

Furthermore, the study found that since the University did not have mechanisms to penalise students 

for non-compliance with cybersecurity measures, this reduced the perceived cost of non-compliance. A 

high cost for non-compliance may nudge individuals towards it (Towbin, 2019).   

7 Conclusion and Recommendations  
The study sought to understand the factors affecting university students in South Africa in 

complying with cybersecurity measures. The research adds to a body of literature to understand the 

underlying factors affecting compliance by students in developing countries. The study found that the 

perceptions of students regarding the severity of the threat, the likelihood of the threat to occur, their 

lack of belief in the cybersecurity measures in place and the cost associated with compliance affected 

cybersecurity compliance by students. In addition, a lack of cybersecurity awareness and knowledge 

may have contributed to compliance. Therefore, universities needed to create targeted cybersecurity 

awareness-raising initiatives. In addition, the University ought to implement metrics to measure the 

effectiveness of those cybersecurity awareness initiatives currently in place. Furthermore, universities 

ought to create incentives to promote cybersecurity compliance. This could be achieved through the 

hosting of competitions, along with sponsorships for cybersecurity seminars to motivate students’ 

compliance and create awareness.   

The sample was drawn from one University in South Africa, which may have limited the findings, 

and the generalisability of the study. Therefore, we recommend future research drawing from across a 

range of universities in South Africa.    
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ABSTRACT 

 The challenge of  employee churn is a major issue for many organizations. Unexpected 
employee departures can harm service delivery, the quality of  services, productivity, and 
hurt customer loyalty. The ability to predict employee churn is crucial for retaining valuable 
employees. This study proposes a model that predicts employee churn by using feature 
selection through Pearson correlation methods, Information gain, and Recursive feature 
elimination, combined with strong classification methods such as random forest, logistic 
regression, decision trees, gradient boosting machines, and K-nearest neighbours. The IBM 
dataset was used for training and testing the proposed machine learning methods. The 
accuracy of  the algorithms improved after applying particular feature selection methods. 
The results yielded showed that the random forest technique outperformed other models 
in terms of  accuracy in predicting employee churn. 

 

INTRODUCTION 

The prediction of  employee churn remains a major issue for most organizations globally. In this study, 
employee churn is defined as the loss of  intellectual assets from a company [1]. Employees may decide 
to leave an organization for various reasons such as dissatisfaction with salary, bureaucracy in the or-
ganization, or limited career growth [2]. However, the departure of  skilled employees is detrimental 
and can lead to decreased productivity. The need for intelligent systems that can predict employee 
churn is apparent [3]. 

Human resources are considered the most valuable assets within an organization [4] and employee 
motivation is crucial in determining their continued stay. Organizations should go an extra mile to 
retain their manpower. However, it is hard to predict an employee’s plans to leave. To address the issue 
of  employee retention, machine learning approaches can be used to analyse past employee data and 
identify patterns that predict the likelihood of  employees leaving the organization [5]. In this study, we 
make a comparison to see which machine learning technique best predict employee churn. 

Past research has explored the use of  machine learning techniques for employee churn prediction, but 
the full potential of  feature engineering and selection has not been fully exploited. This study aims to 
fill that gap by developing an integrated supervised machine learning model [6] that compares multiple 
feature selection and data balancing methods to improve employee churn predictive accuracy [7]. The 
IBM dataset was chosen for this study as it encompasses common factors found in most sectors. 

The proposed machine learning model is envisaged to be able to identify the critical factors in retaining 
valuable employees and assist human resources managers in their staff  retention efforts. Subsequent 
sections of  the rest of  this study cover related literature, a description of  the data used, the methods 
followed in completing this study, the results, and the discussions thereto. We close the work with a 
conclusion which mainly presents our recommendations, contributions of  the work, and the likely 
direction for future research. 
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RELATED WORK 

Organizations predict employee churn to anticipate and understand the reasons for potential loss of  
employees, and to take proactive measures to retain valuable staff  and minimize the impact of  turnover 
on the business. By forecasting employee churn, organizations can improve their retention strategies, 
reduce hiring and training costs, and maintain a stable and productive workforce. Predicting employee 
churn offers several advantages for organizations. Firstly, improved retention strategies can be imple-
mented by understanding the reasons for employee churn. This information allows organizations to 
develop targeted retention programs that aim to reduce turnover and improve employee satisfaction. 
Another advantage of  predicting employee churn is cost savings. Minimizing employee turnover can 
help to reduce the costs associated with hiring and training new staff. This is important as these costs 
can add up quickly, especially for organizations with high levels of  turnover. A stable workforce also 
leads to increased productivity. When employees are able to focus on their work without disruptions 
caused by high levels of  turnover, they are better able to perform at their best. This, in turn, can lead 
to improved performance and increased productivity for the organization as a whole. Effective man-
agement of  employee churn can also give companies a competitive advantage. Companies that are able 
to attract and retain top talent are better positioned to succeed in the marketplace, as they have a stable 
and productive workforce. This can give them a significant advantage over competitors that struggle 
to manage employee churn. Finally, high levels of  employee churn can negatively impact customer 
satisfaction. Customers may need to constantly adapt to new staff, leading to frustration and a decrease 
in satisfaction levels. By reducing employee churn, organizations can improve customer satisfaction 
and strengthen customer relationships. This can lead to increased loyalty and repeat business, which is 
essential for long-term success. 

Several studies have investigated the ability of  machine learning algorithms to forecast employee turn-
over [7], [8], [9]. As a starting point in predicting employee churn, Hebbar et al. [10] utilized logistic 
regression on IBM's employee attrition dataset to determine the likelihood of  an individual being part 
of  the churn group. This allowed the researchers to get an initial understanding of  the relationships 
between various employee characteristics and the likelihood of  them leaving the company. By applying 
logistic regression to this dataset, Hebbar et al. [10] were able to identify the key factors that contribute 
to employee churn, such as job satisfaction, job involvement, and work-life balance. This information 
can then be used to develop targeted retention programs and reduce employee churn, leading to cost 
savings and increased productivity for the organization. The results of  this study demonstrated the 
potential of  logistic regression as a powerful tool in predicting employee churn and provided insights 
into the factors that organizations should focus on to reduce turnover. 

Subsequently, a comparative study was conducted using random forest and support vector machine 
models to determine the key characteristics of  the IBM employee attrition dataset. The study per-
formed exploratory data analysis to understand the relationships between various employee attributes 
and the likelihood of  churn. During this process, different data visualization techniques were used to 
represent the findings, such as bar charts, histograms, and scatter plots. The aim of  this comparative 
study was to evaluate the performance of  random forest and support vector machine models in pre-
dicting employee churn and compare their results with the findings of  the previous logistic regression 
study. The results of  this study helped to determine the strengths and weaknesses of  each model, and 
to identify the most important factors that contribute to employee churn. This information can be 
used by organizations to develop more effective retention strategies, reduce employee turnover, and 
increase productivity. This comparative study demonstrated the potential of  machine learning algo-
rithms in predicting employee churn. The study provided a comprehensive evaluation of  these algo-
rithms and yielded results that showed that both random forest and support vector machine models 
had strong performance in predicting employee churn and were able to accurately identify the key 
factors that contribute to turnover. The study also highlighted the importance of  performing explora-
tory data analysis and visualizing the findings, as this helps to understand the relationships between 
employee characteristics and the likelihood of  churn. However, feature selection methods were not 

 

Preprints of Proceedings of 
NEMISA Digital Skills Conference (Colloquium) 2023 
15-17 February 2023

18 Coastlands Umhlanga Hotel & Convention Centre 
Durban, South Africa 

ISBN: 978-0-6397-0845-4 (e-book) 
ISBN: 978-0-6397-0844-7 (print)



Chibaya & Musanga 

3 

explored, a gap we explore further in this study. Hopefully, accuracy may improve with the adoption 
of  feature selection methods. 

In a study conducted by Dam [11], the author investigated the use of  various feature selection tech-
niques for determining the most significant features in predicting employee churn. The author believed 
that by identifying the most informative features, a more accurate and efficient model for predicting 
employee churn could be developed. The author's findings provided insights into the importance of  
feature selection in the prediction of  employee churn. In his study, Dam [11] compared the benefits 
of  three feature selection methods: wrapper, filter, and embedded. He ultimately chose Recursive Fea-
ture Elimination, a wrapper method, as his method of  choice due to previous research indicating that 
wrapper methods are effective in identifying the most important features in datasets of  medium to 
large size. In a study conducted by Zhao and colleagues [12], the authors demonstrated the concept of  
feature importance in an XGBoost model that was trained on a dataset consisting of  1,000 items. The 
study showed how XGBoost models can be used to determine the relative importance of  different 
features in a dataset, which can provide valuable insights for feature selection and model building. The 
results of  the study demonstrated the practical applications of  XGBoost models in evaluating feature 
importance and the potential benefits of  using this approach in real-world data analysis. A lot of  other 
research showed that Tenure was also a good predictor of  employee churn [13]. 

The effect of  employee satisfaction on employee churn was once investigated using regression meth-
ods [14]. The study found that employee satisfaction is a crucial factor in employee turnover, but the 
lack of  advanced machine learning techniques for predicting employee attrition resulted in limited ac-
curacy in predictions. Similarly, Yigit and Sourabizadeh [15] investigated employee turnover utilizing 
multiple techniques with differing levels of  complexity (LR, NB, KNN, DT, SVM, and RF). They 
performed two experiments, one that included feature selection and one without. In both experiments, 
they found that SVM was the most effective method for forecasting employee churn. Falluchi et al. 
[16] studied a broad spectrum of  algorithms and found that Gaussian NB had the highest recall rate 
at 0.541. However, using Gaussian NB on employee attrition data poses a challenge as it assumes all 
predictors are independent, which may not always be the case. This, combined with the algorithm's 
lower performance, results in a less precise prediction of  employee turnover. Among the algorithms 
studied, decision tree performed second best, followed by logistic regression. Despite their limitations, 
conventional algorithms hold explanatory power and therefore merit consideration. Punnoose and Ajit 
[13], however, discovered that the XGBoost algorithm surpassed RF, LR, and Gaussian NB in terms 
of  accuracy. Additionally, XGBoost's inherent regularization helps to avoid overfitting. The authors 
stated that the data used for predicting employee attrition contains noise, and XGBoost can effectively 
handle this by interpreting the noise as relevant information rather than ignoring it. This leads to the 
model learning the noise and resulting in a non-generalizable model [17]. In their research, the authors 
analyzed data from a global retailer with 73115 rows and 33 columns, and compared several machine 
learning techniques (LR, NB, RF, KNN, LDA, SVM, XGB). The results showed that XGBoost 
achieved an AUC score of  0.86 on the test set, while SVM and RF scored 0.52 and 0.51, respectively. 
The authors concluded that XGBoost is more effective for forecasting employee churn [13]. Also, 
Gabrani and Kwatra [18] determined that job satisfaction, length of  employment, and evaluation are 
dependable indicators of  employee turnover. The majority of  research has shown that tree-based mod-
els, such as AdaBoost, Gradient Boosting Tree, Random Forest, and Extreme Gradient Boosting clas-
sifiers, consistently outperformed other models. The Multilayer Perceptron classification model was 
also used in some studies, with varying results. 

Research on predicting employee churn was conducted using NB, LR, DT, and RF methods [19]. An-
other study by Khare et al. [20] developed an attrition risk equation using LR to forecast employee 
turnover. Nonetheless, both studies omitted feature engineering and feature selection techniques. Ba-
sha et al. [21] employed a gradient boosting classifier to construct the model. After evaluating the 
model's recall, precision, and accuracy, the gradient boosting tree outperformed other algorithms with 
an accuracy of  96%. The results also indicated that employees who are dissatisfied are more likely to 
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leave the organization, while those who have a longer tenure and are engaged in their work are less 
likely to depart. In their study, Sisodia et al. [22] assessed the performance of  machine learning models 
for predicting employee turnover. The researchers aimed to compare the predictions of  employee 
churn using various machine learning models such as SVM, NB, and DT. The results revealed that the 
RF model had a relatively high prediction accuracy. It was noted that a higher level of  accuracy could 
have been achieved if  more advanced machine learning techniques were used and the significance of  
features were validated through multi-criteria models [18]. A comparison of  six machine learning mod-
els was performed in the IT sector [23]. The authors found that among the six evaluated models, 
Extreme Gradient Boosting was the top performer. This conclusion aligns with earlier research that 
reached similar results [12], [13]. Tharani and Raj [23] also regarded RF, Multilayer Perceptron, SVM, 
and KNN as good-performing models. These findings are in partial agreement with prior literature 
that evaluated RF and Multilayer Perceptron as good-performing models [13]. On the other hand, SVM 
and KNN were considered to be poor performers [12], [13]. 

 

DATA 

The data used in the study was sampled from the IBM dataset which contains information about the 
employees such as personal details (name, employee ID, address, date of  birth, and gender); contact 
details such as email and phone number; employment information such as hire date, job title, and 
department; compensation and benefits such as salary, bonuses, and insurance; performance evalua-
tions such as reviews, ratings, and feedback; attendance and time off  information such as sick leave, 
and vacation days; as well as education and training information, including degrees, certifications, and 
the courses taken. Initially the dataset had 35 features. However, 5 were removed due to redundancy, 
remaining with 30 features. Table 1 shows the 30 key features that were considered, along with the 
related data types. 

Table 1. HR dataset features 
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METHODS 

The steps involved in predicting employee churn included importing the IBM dataset into a Jupyter 
Notebook as the first step. Subsequently, exploratory data analysis was conducted to gain a deeper 
insight into the data. Oversampling was done to address the problem of  imbalanced data. To proceed, 
70% of  the data was sampled into training data, while the remaining 30% was designated as testing 
data. This ratio of  70/30 split was adopted based on research findings indicating optimal results [24]. 

Methods of  feature selection, including Pearson correlation, Information gain, and Recursive feature 
elimination, were applied to identify the most crucial factors for prediction. Machine learning algo-
rithms, including logistic regression, random forest, gradient boosting. decision trees, and K-nearest 
neighbour, were applied to each result of  the feature selection methods. The accuracy, precision, recall, 
and F-Score of  the algorithms were evaluated using test data for comparison. 

The machine learning algorithms were rerun on the data without the use of  feature selection methods. 
The classification results before and after feature selection were compared and the feature selection 
and classification approach with the highest accuracy and precision was selected. Finally, the key factors 
affecting employee turnover were analyzed and strategies for retaining employees were evaluated. 

 

Fig 1 
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DATA IMBALANCES 
The target variable data refers to the variable in a dataset that is being predicted or modeled. In this 
case, the target variable data is imbalanced, meaning that the distribution of  the data between the 
different classes is not equal [11]. This can have negative effects on the performance of  a machine 
learning model, as it can lead to decreased accuracy and bias towards the majority class. To mitigate 
these effects, two techniques were used to balance the data: Over-sampling and SMOTE. Over-sam-
pling involves duplicating samples from the minority class to increase its representation in the dataset, 
while SMOTE (Synthetic Minority Over-sampling Technique) creates new synthetic samples for the 
minority class based on the existing samples that are closest to it in the feature domain. These tech-
niques aim to balance the data, so that the machine learning model can be trained on more representa-
tive data and produce better results [11]. 

FEATURE SELECTION 
In order to improve the prediction of  employee turnover, the study used various feature selection 
methods to identify the most important features for the task [25]. This preprocessing step is beneficial 
for a number of  reasons, including improvement in performance, reduction of  overfitting, and reduced 
computational costs [11]. The study evaluated three different feature selection methods: Pearson Cor-
relation, Information Gain, and Recursive Feature Elimination. Pearson Correlation (PC) selects fea-
tures based on statistical measures and is known for its velocity and efficiency [11]. Features with a 
correlation greater than 0.8 were removed, leaving only columns with a correlation below 0.8. After 
this, classification algorithms were applied to the feature subset. 

Information Gain (IG) evaluates the reduction of  randomness in the data after transforming the da-
taset [25]. It analyzes each feature's contribution to the target variable by calculating its information 
gain. The features were ranked by descending information gain and those with a threshold of  0.005 or 
higher were included in the feature subset [26]. Again, classification algorithms were applied to this 
subset. Recursive Feature Elimination (RFE) is a feature selection method that iteratively measures 
feature importance and eliminates the least significant features [27]. The features were ranked by im-
portance using the Random Forest (RF) method and the least important ones were removed until the 
desired number of  features was reached. The RF-RFE algorithm was used to create the feature subset, 
followed by the implementation of  classification algorithms. 

CLASSIFICATION ALGORITHMS 
The study utilized a diverse range of  five classification algorithms to analyze the data. The first algo-
rithm is Logistic Regression (LR), which is a statistical method for analyzing a dataset in which there 
are one or more independent variables that determine an outcome. The second algorithm used is Ran-
dom Forest (RF), which is an ensemble learning method for classification, regression and other tasks, 
that operate by constructing a multitude of  decision trees at training time and outputting the class that 
is the mode of  the classes (classification) or mean prediction (regression) of  the individual trees. The 
third algorithm is Gradient Boosting Machine (GBM), which is a machine learning technique for re-
gression and classification problems, which produces a prediction model in the form of  an ensemble 
of  weak prediction models, typically decision trees. The fourth algorithm used is Decision Tree (DT), 
which is a simple representation for classifying examples by recursively partitioning the feature space. 
The final algorithm applied is k-Nearest Neighbor (KNN), which is a non-parametric method used for 
classification and regression. The algorithm assumes that similar things exist in close proximity. 

The Logistic Regression (LR) algorithm is a statistical technique used for binary classification, where 
the goal is to predict the probability of  a categorical event happening (e.g., yes or no, true or false). 
The LR algorithm works by fitting a logistic function, also known as a sigmoid curve, to the data. The 
logistic function maps any real-valued number to a value between 0 and 1, which can then be inter-
preted as a probability value. In the context of  LR, the logistic function represents the relationship 
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between the input features and the binary outcome. By estimating the parameters of  the logistic func-
tion using maximum likelihood estimation, the LR algorithm can produce a model that predicts the 
probability of  the event of  interest for any new observation. Here, x represents the value of  the output. 

𝑆(x)=       1 

                   1+𝑒-x 

An analysis of  the relationship between the dependent variable and independent variables is carried 
out using this algorithm. To accomplish this, a line must be fitted and the error between the line and 
the data points must be minimized. Weighting factors define the importance of  the predictors [11]. 
The ease with which Logistic Regression can be implemented and trained made it a suitable baseline 
model for the study. 

A Random Forest (RF) is a predictive modeling technique that makes use of  Decision Trees (DT) as 
its foundation. The advantage of  this approach lies in its ability to mitigate overfitting, a common 
problem in machine learning, by aggregating the predictions from multiple trees rather than relying on 
the result from a single DT. This aggregation helps to reduce the variance in the predictions, leading 
to improved performance compared to a single DT, while maintaining the same level of  bias. In the 
model being described, all features were transformed into numerical values, after which the output 
variable was predicted using the RF technique. The use of  DTs as the basis for prediction in RF offers 
several benefits, including its ability to handle complex non-linear relationships between the input var-
iables and the output variable, as well as its ability to handle large amounts of  data and to handle 
missing data. In summary, RF is a powerful technique for predictive modeling that can significantly 
improve the performance of  a single DT by combining the results from multiple trees and reducing 
variance while maintaining bias. The conversion of  all features to numeric values is an important step 
in this process, as it enables the model to handle a wide range of  data and make accurate predictions. 

Gradient Boosting Machines (GBM) is a powerful machine learning technique that combines multiple 
weak learners to form a strong ensemble model. In GBM, the weak learners are combined iteratively 
in a way that improves the overall accuracy of  the model. The process of  combining weak learners in 
GBM can be seen as an optimization problem, where the goal is to minimize the error rate of  the 
ensemble model. This optimization is achieved through a gradient descent procedure, where the error 
rate is progressively and repeatedly reduced. In the study being described, all features were converted 
to numerical values, allowing the GBM algorithm to process the data and make predictions. The target 
variable in this study was "Attrition", which was predicted using the GBM technique. The ability of  
GBM to handle a wide range of  data types and its ability to handle complex non-linear relationships 
between the input variables and the output variable make it a popular choice for predictive modeling. 
In summary, GBM is a powerful technique for predictive modeling that involves combining multiple 
weak learners to form a strong ensemble model. The optimization process used in GBM reduces the 
error rate of  the model and improves its overall accuracy. The conversion of  all features to numeric 
values is an important step in this process, as it enables the GBM algorithm to process the data and 
make accurate predictions. 

Decision Trees (DT) are a widely used machine learning technique for data prediction and classifica-
tion. They have a tree-like structure that can be easily visualized and understood, making them a pop-
ular choice for both researchers and practitioners.. In a DT, every internal node represents a test on an 
attribute of  the data, and every branch represents the outcome of  that test. The leaf  nodes of  the tree 
represent the class labels of  the data. This flowchart-like layout makes it easy to understand how the 
model arrived at its predictions and can help in interpreting the results. DTs are effective for both 
regression and classification problems, and they can handle both continuous and categorical data. They 
are particularly useful for dealing with complex non-linear relationships between the input variables 
and the output variable. DTs can also handle large amounts of  data and can handle missing data effec-
tively. In summary, DTs are a powerful technique for data prediction and classification that can handle 
complex relationships between the input variables and the output variable. The tree-like structure of  
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DTs makes them easy to understand and interpret, and they can handle a wide range of  data types and 
missing data. 

K-Nearest Neighbors (KNN) is a popular machine learning algorithm used for binary classification 
tasks. In KNN, data points are classified based on the class of  their nearest neighbors. The number of  
neighbors considered is specified by the user and is represented by the parameter "k". To determine 
the nearest neighbors, a distance measure is used. The most common distance measure used in KNN 
is the Euclidean distance, which calculates the straight-line distance between two points in a multi-
dimensional space. This distance is calculated for each instance in the dataset, and the k instances with 
the smallest distances are identified as the nearest neighbors. Once the nearest neighbors have been 
identified, the unlabeled instances are classified based on the majority class of  their k-nearest neighbors. 
If  k is set to 3 and 2 out of  the 3 nearest neighbors belong to class A and 1 belongs to class B, the 
unlabeled instance will be classified as belonging to class A. This process is repeated for all instances 
in the dataset, and the resulting classifications form the output of  the KNN algorithm. In conclusion, 
KNN is a simple and effective method for binary classification tasks, as it makes use of  the class 
information of  nearby instances to make predictions. By using the Euclidean distance and a specified 
value of  k, KNN is able to effectively classify new, unlabeled instances. 

 
RESULTS 

To evaluate the various strategies, the feature selection techniques and corresponding algorithms were 
executed and the results of  their accuracy were summarized in Table 2. The purpose of  comparing the 
different approaches was to determine which method performed the best in terms of  accuracy. The 
feature selection methods used were applied to identify the most important features in the data set, 
which then served as inputs for the relevant algorithms. The accuracy scores of  the algorithms were 
recorded and presented in Table 2 for easy comparison and analysis. This helped to determine the most 
effective combination of  feature selection and algorithm for the specific problem at hand. 

Table 2. Classification accuracy with feature selection 

Feature Selection Method Accuracy % 

 LR RF GBM DT KNN 

PC 91.62 91.76 91.49 82.16 88.51 

IG 88.78 92.57 90.68 82.57 87.43 

RFE 87.43 92.30 90.14 79.59 87.70 

 

In addition to evaluating the performance of the algorithms with the use of feature selection methods, the 
algorithms were also tested without these methods to compare the results. The accuracy scores of the algo-
rithms in this scenario were recorded and presented in Table 3. The purpose of this comparison was to deter-
mine if feature selection improved the accuracy of the algorithms, or if the algorithms could produce accepta-
ble results without it. By presenting the accuracy scores without feature selection in Table 3, a clearer under-
standing of the impact of feature selection on the performance of the algorithms could be obtained. This infor-
mation would then inform the decision of whether or not to use feature selection in a given scenario. 

 

Table 3. Classification accuracy without feature selection 

 Accuracy % 

 LR RF GBM DT KNN 

Original, untreated data 84.35 86.17 87.53 76.64 84.13 
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When analyzing Table 2 and Table 3, it becomes evident that the accuracy of  the results continually 
improves with the use of  feature selection methods. One method in particular, Pearson Correlation, 
stood out as being particularly effective, resulting in a significant increase in accuracy when compared 
to other methods. Out of  all the classification techniques used, the Random Forest (RF) Classifier 
demonstrated the highest accuracy, showing a 6.84% improvement when Pearson Correlation was em-
ployed. The accuracy of  the Gradient Boosting Machine (GBM) also saw an improvement of  4.52%, 
while the decision tree (DT) method showed a 7.2% increase. The k-Nearest Neighbors (KNN) 
method saw a 5.21% increase in accuracy, and the Logistic Regression (LR) method had the largest 
improvement of  all, with an 8.61% increase in accuracy. 

To evaluate the performance of  different classification thresholds, Receiver Operating Characteristic 
(ROC) curves are utilized, and the Area Under the ROC Curve (AUC-ROC) is calculated both with 
and without feature selection. The AUC-ROC summarizes the results of  each threshold's confusion 
matrix and a high AUC (close to 1) indicates that the model is highly separable. The closer the AUC is 
to 1, the better the model's performance. The results showed that the AUC-ROC of  the Gradient 
Boosting Machine (GBM) and Random Forest (RF) algorithms was higher than the other algorithms 
in all cases, implying that the two ensemble algorithms are superior models. The AUC-ROC graph 
clearly indicates that GBM and RF are strong models, with AUC values close to 1, particularly when 
Pearson Correlation is used for feature selection. The ROC curves for the different algorithms are 
presented below. 
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CONCLUSION 

The purpose of  the study was to build a supervised machine learning model for employee attrition 
prediction. To do this, the study compared the performance of  five different algorithms: Logistic Re-
gression (LR), Random Forest (RF), Gradient Boosting Machine (GBM), Decision Tree (DT), and K-
Nearest Neighbours (KNN). These algorithms were evaluated both with and without feature selection 
to determine the impact of  feature selection on each algorithm performance. The results of  the study 
showed that the Random Forest (RF) model had the highest accuracy and AUC (Area Under the Curve) 
when compared to the other algorithms. On the other hand, the Gradient Boosting Machine (GBM) 
model performed the best on untreated data. The study also found that ensemble algorithms (algo-
rithms that make predictions by combining the outputs of  multiple models) showed greater predictive 
power. In terms of  feature selection, the results showed that it improved the performance of  the al-
gorithms. The study found that the Pearson Correlation method was the most effective feature selec-
tion technique. The study concluded that the employee attrition prediction model built using machine 
learning can assist management in developing effective retention strategies. The results of  this study 
suggest that future studies should explore the use of  unsupervised machine learning and deep learning 
techniques for employee attrition prediction. 
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Abstract 

Machine learning (ML) is another branch of technology deemed valuable in the 

financial sector because of its ability to assist organisations in identifying fraudulent 

transactions and predicting the ability of customers to repay their bank-issued loans. 

However, like any type of technology, the adoption of ML introduces changes that impact 

the processes and operations of the financial service sector. Research on the merits of 

implementing ML is well captured; however, research on such developments' challenges, 

issues, and impact is scant. To address this gap, a systematic literature review was 

undertaken to contribute to the research discourse by investigating the issues, challenges 

and impacts of implementing ML in the financial business sector. The ScienceDirect, 

EBSCOhost and ProQuest databases were used to search for the relevant scholarly 

sources published from 2013-2022. The literature was reviewed based on the PRISMA 

flow diagram and a thematic analysis of the 35 articles that met the inclusion criteria. The 

outcome of the review revealed that more complex models, such as artificial neural 

networks, were implemented in all the identified financial services sectors, followed by 

support vector machines. This review concludes that the larger the quantity and 

complexity of financial data, the less the data quality, which significantly reduces the 

prediction performance, efficiency, and accuracy of the model, which can significantly 

impact the operations, financial aspects, and the overall reputation of the firms. Future 

research must explore the impact of ML on the operational, adoption and skills shortages 

in the financial sector. 
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1 Introduction 

 

Machine learning (ML) involves the capability of systems to use curated algorithms to iteratively 

learn by training available data sets to establish patterns in existing data and make predictions about 

new data (Hall et al., 2016). ML draws from various fields such as data mining, statistics, artificial 

intelligence, analytics, and optimisation studies. Artificial intelligence(AI) is often regarded as the 

predecessor of machine learning (Marr,2016). More recently, the complexity of data generation and the 

quest to make machines assimilate human intelligence have pushed the boundaries of AI to construct 

intelligent machines that can learn independently of human input (Agavanakis et al., 2019). 

Since the inception of machine learning in the early 1950s, it has gained so much prominence. Its 

demand is expected to grow substantially due to increased data volume and variety. ML is now used in 

scientific, engineering, manufacturing, agricultural, commercial and social settings (Jordan & 

Mitchell,2015). The adaptability of machine learning algorithms facilitates the generation of insights 

from a variety of complex and very large data sets. This has promoted the adoption of machine learning 

across a variety of fields to generate necessary insights to support decision-making. 

In totality, Digital transformation is the driver of enormous changes which embeds integration of 

digital technology into business operations, processes, and management to deliver better, faster, and 

more comprehensive insights about a business, products, services, and customers with the aim of 

creating efficiencies and value for its customers and profit for the business (Müller, Junglas, Brocke & 

Debortoli, 2016; Grover, Chiang, Liang, & Zhang, 2018). Hence the investments in digital 

transformation initiatives are often driven by companies who want to retain or improve their competitive 

advantage. Hence it is no surprise that an increase in investments is predominantly driven by companies 

that want to keep up with the demand from their customers through insights such as those gained from 

Business Intelligence(BI) capabilities (Grover et al., 2018; & Müller, Kiel, & Voigt, 2018). However, 

as more corporate and academic research points to the benefits associated with the adoption and 

implementation of machine learning technologies by private businesses,  there appears to be limited 

literature highlighting the issues, challenges, and impacts of implementing machine learning 

technologies within the business context, specifically in the financial services sector( Hall et al., 2016; 

Arunachalam, Kumar, & Kawalek, 2018). The aim of this paper is to address the research gap from an 

academic context by conducting a systematic literature review of the scholarly literature on the issues, 

challenges, and impacts of implementing machine learning in the financial services sector. The paper 

is arranged in the following manner: section 1 is the introduction, section 2 covers the literature review, 

section 3 delves into the research methodology, section 4 covers the research findings, and section 5 

concludes the study. 

1.1 Objective 

The main aim of this paper is to uncover the extent to which machine learning has been researched 

in the context of the issues, challenges, and impacts of implementing ML in the financial services sector 

and to identify potential areas for future research. This will be achieved by exploring the different 

implementations of ML techniques in the financial services sector to identify, analyse and evaluate the 

issues, challenges, and impacts of implementing those machine learning models/techniques (Jordan & 

Mitchell, 2015). 

 

1.2 Research questions 

 

The primary research question that this study seeks to address is:  
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What are the issues, challenges and impacts of implementing Machine Learning in the financial 

services sector? 

 

Sub-Questions:  

• In what financial business contexts are ML technologies implemented?  

• What ML methods/techniques are implemented in each financial business context? 

2. Literature review 

2.1 Applications of machine learning in the financial services sector 

 

The financial services sector has long been using statistical techniques to analyse and mine various 

financial data from different sources to gain new insights such as valuing investments, assessing 

customer creditworthiness and assessing risk. In recent times, the advancements in computing power, 

cheaper cloud storage, and demand to make more informed business decisions have invested in machine 

learning-driven technologies more common and influential within the financial services sector 

(Manlangit, Azam, Shanmugam, & Karim, 2019). According to Leo et al. (2019), implementing ML is 

important, especially when financial services institutions require the necessary analytical capability, as 

the implementation is likely to impact every aspect of their business model. In certain financial services 

environments, unsupervised ML is often used to explore the complex input data from their clients’ loan 

records, where regression and classification methods are used to predict key credit risk variables to 

determine the risk of clients defaulting on loan payments (Khandani et al., 2010; Van Liebergen, 2017). 

However, one of the major challenges in financial institutions is the detection and prevention of credit 

card fraud. Credit card transactions, by design, produce very large datasets that require advanced 

algorithm training to detect complex patterns for the classification of fraudulent transactions from non-

fraudulent ones and to detect potential money laundering transactions from normal transactions. 

Manlangit et al. (2019) applied ML techniques to transform the raw credit card transaction data into 

meaningful patterns, followed by K- Nearest Neighbours (k-NN) analysis to classify fraudulent 

transactions from non-fraudulent transactions. It was then concluded that their proposed technique 

improves the accuracy of detecting fraudulent transactions faster and more accurately than the 

conventional rule-based systems used by banks. This proves that innovative ways of combating credit 

card fraud are being investigated and are much needed due to the magnitude of the problem. In many 

instances, machine learning techniques are used in surveillance and monitoring for investment banks 

and securities exchange regulatory bodies to identify misconduct and trading breaches that result in 

high financial and reputational costs. Evidence of studies is growing in understanding the application 

of various machine learning techniques to predict things such as bankruptcy of clients and businesses, 

as well as research into the use of ML methods to evaluate and assess risk in the banking sector(Leo et 

al., 2019; Qu, Quan, Lei, & Shi, 2019). 

 

2.2 Related works and knowledge gaps   

 

Due to the widespread use of machine learning, questions about the issues, challenges, and impacts 

of implementing machine learning in a business context are becoming more relevant and necessary to 

be answered (Müller et al., 2016; Grover et al., 2018). According to a comprehensive literature review 
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conducted by Trieu (2017) to evaluate the evidence published between 2000 to 2005 on the value 

derived from BI systems by organisations, it is argued that although the impact of BI is significant, the 

conditions need to be favourable to an organisation to reap the benefits of implementing a BI system as 

some of the internal and external factors that may hinder the value realisation by an organisation (Trieu, 

2017). Since the review focused on literature between 2000 and 2005, it was highlighted that there was 

a lack of studies looking into how BI impacted the internal and external factors to create business value. 

It was then recommended that such studies should be conducted. In another systematic literature review 

between 2000 and 2017 exploring BI in Small and Medium-sized Enterprises (SMEs) the 

implementation of BI presented a new set of challenges that could potentially hinder the realisation of 

the benefits of implementing BI by SMEs (Llave, 2017). Challenges such as the lack of established 

frameworks and standards guiding the governance, security, and guarantee of privacy when utilising BI 

technologies were identified. 

Both systematic literature reviews highlight an adequate body of evidence on implementing BI 

technologies in some business sectors and the resultant challenges associated with these technologies. 

However, neither of the reviews was primarily focused on ML, nor did they highlight challenges, issues, 

or impacts that are specifically associated with or as a result of machine learning in particular. In another 

study, Devi and Radhika (2018) compared various statistical and ML techniques by evaluating their 

performance ratios, including accuracy, specificity, sensitivity, and precision in detecting and predicting 

bankruptcy. Some notable benefits identified in the study include the finding that ML techniques have 

better performance accuracy. However, their discussion of limitations is limited to the inherent technical 

applicability of various methods and their performance and not so much to the impact or challenges 

presented to the broader financial services sector due to the implementation of these ML techniques. 

Similar reviews evaluating the applicability and performance of various statistical and ML techniques 

in bankruptcy prediction have been conducted (Lin et al., 2011; Qu et al., 2019). Similarly, they both 

fall short of discussing the overall impact or challenges of implementing ML techniques in the business 

models of the broader financial services sector. 

Leo et al. (2019) reviewed literature that evaluates and discusses ML techniques that have been 

researched in the context of risk management in the banking sector but have yet to delve into broader 

ML issues in the financial sector. 

Van Liebergen (2017) discusses the application of ML in the area of credit risk modelling and comes 

to conclude that non-parametric and non-linear ML methods are too complex to understand and audit, 

which is to the displeasure of most financial supervisors who typically require models to be clear and 

simple to understand, verify and validate. Regulations around data sharing and data usage were also 

identified as key impediments to achieving the data capacity to make meaningful interpretations and 

conclusions about the data analysed. As such, there remains a knowledge gap about the comprehensive 

documentation of the issues, challenges, and impacts of implementing ML in business, particularly in 

the financial services sector. 

3. Methodology 

 

This systematic literature was conducted by following the guidelines by Hagen-Zanker & Mallett 

(2013) on conducting a qualitative systematic literature review in the field of information systems. A 

description of search criteria and terms used for identified databases, the inclusion and exclusion 

criteria, the bias identified, and the data extraction and thematic analysis of the evidence. 

To answer the research questions outlined in section 1.2, a qualitative research approach in the form 

of a systematic literature review, as depicted in the PRISMA flowchart in Figure 1, was adopted. 

Scholarly literature published from 2013 to 2022 from the following databases: Science Direct, 
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ProQuest and Ebsco Host were consulted. Instead of consulting one source, three sources were chosen 

to minimise bias by choosing databases containing various relevant and current literature on ML studies. 

The systematic literature review method has been used in different disciplines and relied upon for issues 

identification for future research. The PRISMA diagram in Figure 1 summarises the steps taken to 

conduct the systematic literature review. The inclusion and exclusion criteria are detailed in Table 1. 

 

 
 

Figure 1: PRISMA 

 

The following section explains the activities in the stages contained in Figure. 1: These stages were 

guided by the inclusion and exclusion criteria for the literature survey, as outlined in Table 1. 
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Table 1. Inclusion and exclusion criteria 

 

Included Excluded 

Scope of coverage: 2013-2022 Literature published before 2013 and after 2022 is 

excluded 

Exposure of interest: machine learning, 

business analytics, predictive analytics, 

artificial or business intelligence with a 

specific focus on machine learning 

Non-Machine learning-related content  

Language: English Non-English written  

Source of literature: scholarly books, journal 

articles, conference proceedings, and grey 

literature, including dissertations and theses 

Any literature not in the form of scholarly books, 

journal articles, conference proceedings, and 

grey literature, including dissertations and 

theses. 

Study Design: include quantitative, qualitative, 

and mixed-methods studies 

Unspecified study design 

 

The literature review was conducted using the academic institution’s library resources where the 

researchers are affiliated. The literature search was conducted in September 2020 and December 2022. 

Only the literature that was available and accessible from the chosen databases on the date of the search 

was used. 

Following the adapted PRISMA flow chart outlined in Figure.1, the following steps were carried 

out during the systematic literature review. 

Identification phase 

 

After selecting the following database sources, i.e. EBSCO Host, Science Direct and ProQuest, the 

relevant literature was selected using the keywords/phrases in Table 2. 

 

Table 2: Keywords and Database Search Terms 

Database Query 

ProQuest, EBSCO 

host & Science 

Direct 

 

 

 

  

Banking, Investment, Insurance, Auditing, financial, 

Accounting, Credit  

Machine Learning, ML, predictive analytics, supervised 

learning, unsupervised learning, business analytics, 

artificial intelligence, business intelligence, statistical 

learning 

Issues, challenges, impacts, barriers, limitations, 

Inhibitors, disadvantages, pitfalls, threats, implications, 

impediments, shortcomings  
 

The initial search results yielded 8106 records in total from the three database sources. After 

duplicate removal,8010 articles remained for further review. 

 

Screening Phase 

The 8010 articles were reviewed based on the content of their abstracts and titles. From that review, 

7691 articles were excluded after the title and abstract review, and 319 articles remained for further 

analysis. 
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Eligibility  

 

A detailed analysis of the 319 articles was further done, and 284 articles were excluded as they were 

found irrelevant. Thirty-five articles were found suitable for further review and analysis to solicit the 

answers to address the research questions posed for this study. 

 

Synthesis 

 

In total, 35 articles were synthesised to obtain answers to the research questions, as outlined in section 

1.2.  

3.1 Bias identified and addressed 

 

To minimise bias in this study, measures were taken to address bias in the following manner: 

In addressing location bias which comes as a result of restricting search limiters or sources which 

can potentially ignore a relevant body of evidence (Keenan, 2018), sources from published sources and 

grey literature were consulted to have a representative balanced collection of evidence (Drucker, 

Fleming, & Chan, 2016; Keenan, 2018). Evidence Selection Bias: is often introduced when a study fails 

to equitably identify all available unclear sources, which can be due to unclear definitions of key topic 

concepts (Drucker et al., 2016; Keenan, 2018;). To address this, the steps outlined in Figure 1 were 

followed within the inclusion and exclusion criteria confines. 

Synthesis / Reporting Bias-This form of bias can arise when researchers selectively report some 

findings and exclude others (Drucker et al., 2016). This was addressed by making use of the inclusion 

criteria designed for this study.  

Competing Bias usually arises when funding was obtained to support the study, and there is some 

connection with the funded entity (Drucker et al., 2016). The researchers have no conflict of interest in 

relation to this study. 

 

3.2 Data analysis 

 

Data were extracted from the 35 remaining articles for qualitative synthesis and put into an analysis 

matrix, and thereafter, thematic analysis was applied as this is commensurate with qualitative studies 

of this nature. Thematic analysis is a technique generally used to identify, analyse, organize, and report 

data in themes in a specific data set (Roberts, Dowell, & Nie, 2019). 

As this systematic literature review aimed to qualitatively review the issues, impacts, and challenges 

of implementing ML in the financial service sector, a six-phase step practical guide on conducting a 

reliable thematic analysis was adopted(Nowell et al., 2017). The first step was concerned with getting 

the researchers familiar with their research area to stimulate their thoughts and get them to start asking 

the right and relevant questions. The codes for the financial sector identified, models, implemented, and 

identified challenges were generated in the second phase to simplify and ensure focus on the research 

questions (Nowell et al., 2017; Roberts et al., 2019). 

 

The third phase was concerned with searching for themes which only starts once all coded data 

extracts are collated into meaningful sub-themes (Nowell et al., 2017). In the third phase, the review of 

the set of themes devised is conducted to check for the validity and meaning of patterns. It is in this 

phase that errors in the initial coding start to emerge (Nowell et al., 2017), and where errors may start 

to converge or diverge. In this study, based on the outcome of the literature review, the identified 
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challenges code was broken into two codes, the intrinsic challenges and extrinsic challenges to make 

sense of challenges that are intrinsic to the model and those that are as a result of the sector(extrinsic).  

The second last phase was concerned with the labelling of the themes based on the aspect of the 

data each theme captures and the overarching link it makes with the research focus and research 

questions. This was done to ensure alignment that all the developed themes are linked to the global 

organizing theme of the issues, impacts, and challenges of implementing ML techniques in the different 

financial services activities.  

The last and final step was for the researchers to verify that they had captured all the themes and 

thus could start with the final analysis and proceed with the write-up. The codes identified and the 

themes are depicted in Figure 4. 

4. Findings 

Following the literature search conducted by ProQuest,Ebsco Host and Science Direct, using the 

chosen keyword strings, only 35 articles remained for synthesis as those articles fully satisfied the 

inclusion criteria in Table 1. 

 

Figure 2 depicts the number of articles in the financial services sector. According to the information 

in Figure 2, most of the articles were on challenges regarding using ML in the financial services sector, 

focusing on Bankruptcy prediction, followed by fraud detection. This was followed by credit default 

prediction, forecasting of the stock market performance and general use, penultimate, and the least of 

the sources focused on risk management. 

 

 
Figure 2: Number of articles included per financial services sector. 
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Figure 3 shows the common machine learning models per financial services sector, with the 

hybrid or ensemble model commonly used in Bankruptcy prediction and credit default prediction. 

Deep learning and neural networks are commonly used in risk management. 

 

Figure 3: Common machine learning models per financial institution 

 

4.1 Machine language uses in the financial services sector 

 

4.1.1 Bankruptcy  

 

Financial institutions, especially banks and credit bureau agencies, use machine learning to predict 

bankruptcy for their clients. Predicting bankruptcy assists financial institutions in preventing financial 

losses through the granting of loans to risky entities. Support Vector Machine (SVM) is generally used 

as a starting point for bankruptcy prediction; however, due to their limitation in handling large complex 

data, hybrid and ensemble models are often used because of their superiority when it comes to predictive 

accuracies (Xie et al., 2013; Lu et al., 2015). 

 

4.1.2 Fraud prediction 

 

Different crimes are committed for financial gain, such as tax evasion and money laundering. Money 

laundering is one of the main challenges banks seek to address. The ability to accurately identify 

fraudulent activities or predict fraudulent activities is what ML offers as a solution to reduce the 

occurrence of fraudulent activities which affect the banks. According to Chen et al. (2018), the 

identification of fraudulent activities is not a simple task since, in reality, there are fewer fraudulent 

transactions than fraudulent ones, and the identification of fraudulent activities requires going through 

large volumes of transactions, particularly for SVM. It is argued that the complexity of transactions 

data makes SVM to poorly perform, and it makes ANN very difficult to implement due to poor data 

quality issues (Chen et al. 2018;Aslam et al., 2022; Roseline et al., 2022; Lokanan & Sharma, 

2022;Aslam et al., 2022;Canhoto, 2021) . Moreover, the unavailability and poor data quality due to 

compounding changes in transaction behaviour make ensembles and deep learning perform poorly. The 

risk of false positives is also high, which threatens banks as they stand to annoy customers(Khang et 

al., 2021) by constantly erroneously flagging them.  
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4.1.3 Credit Default Prediction 

 

Knowing the credit score and default prediction is paramount for organisations in the financial 

services sector as they need to accurately determine which clients will be able to repay their loans so 

that they only loan to clients with satisfactory credit scores or records. Financial service institutions rely 

on accurate and efficient credit default prediction for the profitability and operations of their institutions. 

According to Shi & Xu, 2016; Moula, Guotai, & Abedin;2017 & Liu et.al,2022, the ability to accurately 

predict whether credit applicants will be able to pay back the money is a key to determining how much 

to loan them. Customer data quality issues (Twala,2013) make it difficult to rely on some of the ML 

models because of the risk of inaccurate decisions. 

 

4.1.4 Forecasting stock market performance 

Machine learning is also used to predict stock market movements and assist potential buyers in 

deciding on when to buy stock or commodity and when to sell. This decision is also essential for fund 

managers, stockbrokers and investment analysts at large (Kraus & Feuerriegel, 2017; Sigo, Selvam, 

Venkateswar, & Kathiravan, 2019). The data in stock market conditions are highly volatile; as a result 

accurate prediction is required to accommodate the volatility. The ML models often implemented for 

such purposes are often Artificial Neural Network (ANN), Ensemble, and deep learning (Kraus & 

Feuerriegel, 2017; Sigo et al., 2019). However, the accuracy of these models is negatively affected by 

unpredictable situations such as stock price volatility. In addition, the technical analysis models exclude 

factors such as regional politics and transaction costs. 

 

4.1.5 Risk management 

 

The financial services sector faces many challenges which include the implementation of new 

technological solutions such as ML and how it affects its processes and the way to comply with 

regulations. When it comes to fraud prediction, accuracy of flagging the exceptions is pivotal as 

resources are dedicated to investigating the suspected fraudulent transactions. Incorrect identification 

of fraudulent transactions could result in wasteful expenditure and resources(Zhang et al., 2021). Hence 

financial institutions need to conduct risk assessments to determine if ML is successfully implemented 

in an organisation or not before they can extend its scope. The ML models especially the predictive 

ones (Horak et al. 2020) are not perceived to be perfect as they may omit certain indicators such as risky 

decisions and unfavourable business markets. 

ML techniques are also used for other uses which can be regarded as general use such as house 

prices prediction((Forys,2022) and airline prices prediction (Vadlamani et.al,2022). In such instances a 

hybrid of models may be applied to reach desirable outcomes. 

According to Mahalakshmi et al.,( 2022) , ML and AI  are commonly used in the financial sector in 

document analysis (Mahalakshmi et al., 2022); of which in our study falls under the general use as there 

are various documents which can be analysed for different purposes. 

 

Based on the outcome of the analysis, it was found that most of the evidence focuses more on the 

internal ML implementation but is not necessarily specific on the impact it has on the specific sector 

where ML is applied. The remainder of the literature found is in the form of evidence which focuses a 

lot more on the challenges of applying ML, which is not business model specific. The challenges were 

grouped into six thematic themes, as depicted in Figure 4, which were aligned to the ML models. These 

themes were merged into one all-encompassing general theme: The research into the implementation 

of machine learning models is still very academic and focused on the intrinsic challenges of individual 

models than their impact on the sector, such as regulation, transparency, and skills shortage. The general 

theme was to address the research question, which asks: What are the issues, challenges and impacts of 

implementing Machine learning in each financial business context? 
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Figure 4: Machine learning themes: Issues, Challenges, and impacts 

 

Codes     Sub-Themes   General theme 

 

Preprints of Proceedings of 
NEMISA Digital Skills Conference (Colloquium) 2023 
15-17 February 2023

40 Coastlands Umhlanga Hotel & Convention Centre 
Durban, South Africa 

ISBN: 978-0-6397-0845-4 (e-book) 
ISBN: 978-0-6397-0844-7 (print)



Figure 4 outlines the six themes identified, with five clusters of codes associated with the intrinsic 

challenges of each model and six extrinsic or systemic challenges due to ML implementation. For each 

ML model, we combined the codes into sub-themes. 

 

The six themes that emerged are as follows:  

The six themes that emerged are as follows: 

 

• Support vector machines are not very suitable to implement for complex and 

changing environments. 

 

The issues around the implementation of SVM are of handling the missing data values and the 

noise and sensitivity to data labels. The SVMs seem ideal for performance in more static 

environments. 

 

• The complexity of data and quality issues hinder artificial neural networks 

performance 

 

Data is fundamental in generating relevant insights in the financial context, however, the 

sensitivity to noise, data labels and redundant attributes often temper the optimum performance 

of artificial neural networks. 

 

• Ensemble/hybrid models are often technical and cumbersome to explain and 

interpret. 

 

In performing certain types of calculations, hybrid models are often used to strengthen the 

functioning of the models to achieve the desired outcomes. However, when it comes to 

ensemble/ hybrid models, the primary concern is that these models require specific technical 

skills to implement. A financial institution will thus need to invest on the acquisition or training 

of resources who will successfully implement or operationalise these models. From a 

productivity perspective, ML and AI have been seen to enhance employee productivity or work 

outcomes in organisations (Ramachandran et al., 2022) 

 

 

• Deep learning models are highly esoteric with high data and technicality demands 

 

The implementation of deep learning models also required the use of resources with the 

relevant technical skills. From a functionality perspective, the implementation may also 

require the use of tools which may not be readily available. 

 

• Data quality and complexity hinders the efficiency of clustering models 

 

Clustering models are also sensitive to noise, missing values and data labels. They may also 

be difficult to implement in a changing environment. 

 

• Generally, machine learning models pose a regulation and skills availability 

challenge. 
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Machine learning methods pose a challenge with respect to the skills that are required to 

implement these models and the ability to regulate the use of ML as the scope of use often 

require the use of personal information which pose a challenge from an ethics and governance 

point of view. It remains a challenge on how the evolution and implementation of ML can be 

implemented. 

 

Lastly, the six sub-themes were merged into a single general and all-encompassing theme which 

states that “research into the implementation of machine learning models is still very academic and 

focused on the intrinsic challenges of individuals models than their impact on the sector such as 

regulation, transparency, and skills shortage. The general theme was to address the question by 

encapsulating the answer to the main research question. 

5.Conclusion 

 

The study aimed to understand the different business contexts within the financial services sector 

where ML techniques are implemented. It was found machine learning is predominantly implemented 

in bankruptcy prediction, followed by credit default prediction, forecasting of stock market 

performance, fraud detection, and risk management. The ML methods/techniques that were generally 

implemented in financial sectors include highly complex artificial neural networks and ensemble 

models, which are the most implemented models across all sectors, followed by support vector 

machines, clustering, and deep learning techniques. Numerous issues, challenges and impacts were 

identified in Figure 4. They are mainly concerned with the performance of ML, which is linked to the 

quality of the data that is used and the complexity of the calculations which are performed. The more 

complex the ML model is, the more likely the complexity of the analysis will be. Prediction inefficiency 

and inaccuracy can negatively impact the financial institution’s operations, finances, and overall 

reputation; hence it is essential that risk management is done when implementing ML. Overall, Machine 

learning research is still very academic and focused on the intrinsic challenges of individual models 

than their impact on the sector, such as regulation, transparency, and skills shortage. The study was 

limited in the sense that only specific keywords strings were used, three database sources were 

consulted, and if the scope was widened, it could have resulted in deeper insights. In addition, future 

research can look at specific external challenges of implementing ML, such as operational, adoption & 

skill shortage. 
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Abstract 

Global positioning systems (GPS) are more trustworthy than other techniques for 

gathering location data and have opened new research opportunities. Researchers and 

partners of Media, Innovation and Communication Technology at Gent University are 

interested to know how Belgians utilise specific applications on their smartphones. The 

purpose of this study is to investigate mobileDNA users' behaviour in terms of where, 

when, and how they utilised their smartphone daily. MobileDNA is a free smartphone 

logging application that was used as the data collection tool for this research. The GPS 

metadata is collected every 15 minutes by mobileDNA. We discovered that the 

application usage sequence of users on a daily path varies from day to day, and that most 

users tend to travel to more than one city or town in a day. We predicted home of the 

mobileDNA users and compared smartphone usage at home and outside home and 

discovered that users spent more time on their smartphone outside their home compared 

to when they are at home. 

1 Introduction 

We aim to conduct an exploratory analysis and engineer new features using Python, we used the 

following packages: pandas; plotly; reverse geocoding and haversine. All insights, patterns and trends 

form the exploratory analysis are documented in this report. The data for this project will include users 

that have downloaded the mobileDNA application (app) in Belgium and have been active on the app 

for more than one month in 2022 (January to June). We were able to successfully determine the 

city/town, region, province, and country of each Global Position System (GPS) point in our dataset, 

which aided in identifying individuals who only used the mobileDNA application in Belgium. We were 

also able to identify how long the user had been actively using the app which aided in identifying users 
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who had used the app for more than a month. Finally, we were able to predict the users' homes and the 

number of times they moved every day. 

Specific focus was given to the visual representation of the GPS location data. This visual 

representation included visualisations of the number of mobileDNA users in each province in Belgium; 

top application categories used at home and outside home; sequence of smartphone application usage 

at home and outside home; density map outlining where user spent most of time using their smartphone 

and lastly, a cumulative plot showing the movement of the user in a day. The sequence of smartphone 

usage and the movement of user diagrams can offer us a sense of where, when, and how mobileDNA 

users use their smartphones daily.  

The gaps in the location data recorded by the mobileDNA application is caused by the smartphone 

being switched off, when the mobile is not used and inconsistence of Huawei to capture GPS data of 

users. 

2 Methodology 

The smartphone location data (GPS metadata) collected consists of the following variables: Name 

of application opened on the smartphone; Duration of the application usage; Receipt of message (or 

notification); Type of smartphone; Battery charge level; and GPS location where application was used. 

The first step was to create the fancyname feature, and the category features from the application 

feature in Table 1. The "fancyname" represents the commonly used name for an application, while the 

"category" represents the group to which the application belongs.  Each application is uniquely 

classified into one category. 

 
Table 1: Example dataset 

Id startTime endTime application Battery Latitude  Longitude 

00441003-

8202-4ffd-

b9aa-
7cec9674906f 

2022-01-

01 

03:28:07.982 
2022-01-

01 

03:28:18.483 

 

com.wssyncmldm 
 

28 

 

51.158852 
 

4.155556 

00441003-

8202-4ffd-

b9aa-
7cec9674906f 

 

2022-01-

01 
03:32:29.099 

 

2022-01-

01 
03:32:30.349 

 

com.instagram.android 
 

28 

 

51.158852 
 

4.155556 

00441003-
8202-4ffd-

b9aa-

7cec9674906f 

 
2022-01-

01 

03:32:34.414 

 
2022-01-

01 

03:32:50.264 

 
com.facebook.katana 

 
28 

 

51.158852 

 
4.155556 

 

Dates were extracted from the startTime and endTime in Table 1 and labelled startDate and endDate, 

respectively. The month, day, and hour were then extracted from only the startTime to help in 

conveniently filtering our data. Table 1’s endTime and startTime were also used to create the duration 

feature. We first created GPS coordinates from our dataset's longitude and latitude variables, and then 

used reverse geocoding in Python to derive the city, region, province, and country for each GPS 

coordinate.  

In our location data, we engineered activation and deactivation dates from startDate and the date 

when the user was active for the last time. We discovered that the average time users stay on the 

application was approximately 4 months. 
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To predict a user’s home, we assumed the users to be home between 20:00 and 08:00 in the morning 

the next day on weekdays. We defined home as the most frequent GPS coordinate in this period and 

allowed for movement within a home. 

3 Results 

Applications were categorised into groups to get an overview of which group of applications is 

mostly used at home and outside home. We focused on the following categories: chat; gaming; social; 

news and magazines; and banking. chat contains applications that are more focused on sending or 

receiving messages such as WhatsApp; WeChat and Messenger, gaming contains applications such as 

lichess and puzzles, social contains applications that are more focused on posting pictures and captions 

such as Facebook; Instagram and LinkedIn, news and magazines category contains applications such 

as BBC news and lastly banking involves applications that more focused on transactions such as Google 

Pay; Finance Exchange and ING Smart Banking. 

We can observe from Figure 1 that chat was the most used application category with an average of 

361 daily users, while social was ranked fifth with an average of 282 daily users. banking category was 

ranked ninth with an average of 208 daily users. 

 

   
 Figure 1: Top 20 most popular application categories       Figure 2: No of unique users in each province                                                                                                                          

      Figure 2 shows that the province of Oost-Vlaanderen had the most unique visitors (519 users), while 

the provinces of Hainaut, Liege, Branbant Wallon, and Namur were visited by fewer than 200 users, 

with Namur being visited by the least number of users (104 users). 

The average time mobileDNA users spend at home using their smartphones is 112.83 minutes per 

day while usage outside the home is 68.39 minutes. 
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Figure 3: Average duration per application used at home     Figure 4: Average duration per application used outside home       

 

Figure 3 shows that social is the most popular application category used at home, with an average 

of 40.41 minutes per day, followed by the gaming application with approximately 38.49 minutes. Figure 

3 also shows that the applications classified as video is ranked third with an average duration of 27.10 

minutes per day, followed by dating (ranked fourth with an average duration of 20.76 minutes per day), 

chat (ranked sixth with an average duration of 17.83 minutes per day), and banking (ranked fifteenth 

with an average duration of 4.57 minutes per day). 

Figure 4  shows that the two most popular application categories used outside the home are gaming 

(ranked first with an average duration of 25.52 minutes per day) and video (ranked second with an 

average duration of 24.50 minutes). We can see that the difference in average duration between video 

and gaming is less than 1 minute per day. Figure 4  also shows that chat is ranked sixth with an average 

duration of 12.07 minutes per day, followed by news and magazines (ranked eighth with an average 

duration of 9.75 minutes per day) and banking (ranked twenty-second with an average duration of 3.00 

minutes per day). 

 

   
Figure 5: Sequence outside the home on 30 April 2022                Figure 6: Sequence at home on 30 April 2022                 

Now we will concentrate on the sequence of smartphone usage of each user, but for the purposes of 

this report, we will focus on user 11. Figure 5 shows that on April 30, 2022, this user visited five cities, 

namely, Herent, Gent, Leuven, Geel, and Kasterlee. We can also see that user 11 used their smartphone 

outside their home only once in the morning, then again after 12:00. Figure 5 also reveals that user 11 
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mostly used the browser application category between 12:00 and 16:00. User 11 utilised applications 

related to email, calling and contacts only once on April 30, 2022. 

Figure 6 shows that user 11’s home is in the city of Herent. Figure 6 also shows that user 11 used 

their smartphone at home frequently between 5:00 and 6:08 and again between 7:00 and 12:00, the most 

utilised application categories at home on April 30, 2022, is social. user 11 also used their smartphone 

in Gent between 6:10 to 6:13.   

 

    
Figure 7: Sequence outside home on 02 May 2022                   Figure 8: Sequence at home on 02 May 2022                     

Figure 7 shows that user 11 travelled to more cities on May 02, 2022 (weekday), than on April 30, 

2022. Figure 7 also shows that user 11 started using their smartphone at 06:00 and stopped using it 

about 20:00. On May 02, 2022, user 11 spent more time on social and chat categories. 

According to Figure 8, user_11 utilised their smartphone at home firstly between 06:00 and 07:00 

and between 19:00 to 23:00. We can also observe from Figure 8 that the most utilised application 

categories at home were social; chat and news & magazines on 02 May 2022. 

 

    
 Figure 9: Density map user 11 on 30 April 2022                        Figure 10: Movement of user 11 on 30 April 2022 

 

From Figure 9 we see that on 30 April 2022 user 11 spent more time on his smartphone in the cities 

of Herent and Leuven since the marking in these locations is yellow, indicating the longest duration 

there. Figure 9  also shows that this user travelled from Herent (home) to Gent, with distance of about 

82 kilometers (km) between the two cities. From Gent, the user travelled to Leuven, then to Herent, 

which was closer to Leuven (about 5 km between the two cities), and finally to Geel, which was about 

50 km from Herent. The user travelled from Geel to Kasterlee and then back to Herent, which is home 

(Figure 6). 

       Figure 10 shows that user 11 begins traveling at 5:00 on April 30, 2022.    Figure 10 also shows that 

the user did not move for roughly three hours between 7:00 and 10:00, then moved three times in the 
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tenth hour and did not move again after 10:00 until 13:00. The user resumed movement from 13:00 to 

17:00 and then ceased movement from 17:00 to 22:00 (as we saw from Figure 6 that user was home at 

this period) and finally, at 23:00, the user moved once. In total user 11 moved 15 times on this day.  

4 Conclusion 

Our data was successfully loaded to Python from which we were able to find the city; region; 

province; and country names for each GPS coordinate in the dataset using reverse geocoding package. 

We were able to find the distance between GPS coordinates using the haversine formula and this 

assisted in predicting home of users and how many times did they move per day. 

Using our visualisations we were able to successfully create interactive figures that can be filtered 

with the user and date in our Python script (Figures in Python filtered for only user 11). 

We were successful in predicting mobileDNA users' homes, and found that the average time spent 

on a smartphone at home each day 112.83 minutes which is larger than the average time spent on a 

smartphone outside the home, 68.39 minutes (that is 44.44 minutes less). 

We also discovered that the social category was utilised more at home (40.41 minutes) than outside 

the home (22.29 minutes), with a difference in average time spent of around 18 minutes, which was 

relatively large. The gap between the first and second most utilized application categories at home 

(social and gaming, respectively) was large (approximately 2 minutes) relative to the difference 

between the first and second application categories (gaming and video, respectively) outside of home 

which was around 1 minute. Because the gaming category was one of the top two most utilised 

categories both at home and away from home, it is interesting to note that mobileDNA users in Belgium 

enjoy playing games on their smartphones. chat and news and magazines categories had the highest 

average duration per day at home compared to outside home, whereas banking and social had higher 

average daily durations outside the home than at home. 

Sequence of smartphone usage of a user can give us an idea of where, when and how the users use 

their smartphones every day. For user 11, we showed the number of places this user visited, when the 

user visited those cities, and which application categories were utilised in those locations by examining 

the sequence of smartphone usage of user 11 (Figure 5 and Figure 6 ). We also determined that user 

11's home is in the city of Herent (Figure 6) and that this user spent more time on his smartphone at 

home than outside home on April 30, 2022. 

Figure 9, the density map can provide us with an indication of the distance between the locations 

mobileDNA users visited; hence, it addresses the issue of Figure 5, which simply displays the locations 

visited rather than where the places are situated.  

Movement of a user (   Figure 10) can assist in determining the number of places users visit daily. 

Some the gaps in Figure 5; Figure 6; Figure 7 and Figure 8 were caused by the inactive time of the 

mobileDNA users (e.g. users not using their smartphones). We recommended to collect location data 

every 15 minutes irrespective if the user was using their smartphone to allow more in-depth analysis of 

movement of users. 

We have discovered that most users stay on mobileDNA for roughly 4 months, with some spending 

less than a month. Hence, we recommend that Media, Innovation and Communication Technology at 

Gent University conduct a survey to understand why some users deactivate from the app.  

Further research is needed to cluster mobileDNA users based on GPS location and then determine 

whether there are any commonalities in the smartphone usage of those users. This will also help 

establish where the majority of mobileDNA users’ homes are situated and what time of day each 

location has the most users. 
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Abstract 

 

The COVID-19 pandemic and lockdowns have led to a surge in the use of social 

media for information sharing and learning about the virus and the vaccine. Our study 

aimed to understand the sentiments of South African Twitter users towards COVID-19 

vaccines. Using the Twitter API version 2, we collected a total of 21,084 tweets from 1 

January 2021 to 31 December 2021, during the government's rollout of the vaccine. A 

sentiment analysis was performed using the VADER lexicon-based classifier to 

categorise the tweets into positive, neutral, and negative sentiments. The results showed 

that 40% of the tweets were positive towards the vaccine, 32% were neutral, and 28% 

were negative. The analysis also revealed that people expressed their opinions on 

vaccinations more frequently during the early months of the year (January-March 2021) 

in response to the government's announcement for the vaccine rollout. However, the 

attitudes towards the vaccine changed throughout the year, indicating that people were 

sceptical of the government's vaccine rollout strategy, which could have affected the 

overall vaccine adoption. The findings of this study can provide valuable insights for 

policymakers and healthcare organisations in shaping effective strategies for promoting 

vaccine adoption. 

 
Keywords— Sentiment analysis, social media, vaccine hesitancy South Africa 2021, Twitter-Sentiment analysis, 

public opinions, Covid-19 vaccines 

1 Introduction 

The global impact of the Corona virus disease (COVID-19) since its emergence in China in 

December 2019 has been significant, leading to the widespread spread of the virus. South Africa 

reported its first COVID-19 case in February 2020 and has since reported over 3.7 million confirmed 

cases, with approximately 103,000 deaths (Department of Health, 2022). In response, the South African 

government employed a 5-level alert system to handle the gradual relaxation of the lockdown, aimed at 

controlling the spread of the virus (Department of Health, 2022).  

Vaccination has been widely recognised as a critical tool in preventing the spread of COVID-19, 

with human studies indicating that COVID-19 vaccines are 89% safe, with a low to moderate risk of 

serious disease among older individuals (Bam, 2021). Despite this, there has been growing vaccine 
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scepticism in South Africa, with only 67% of those polled expressing certainty in getting vaccinated 

and the remaining 33% uncertain or against getting vaccinated (Bam, 2021). 

The South African government's failure to prioritise public data in the early days of the COVID-

19 outbreak was identified as a mistake that impacted policymakers' ability to deal with the pandemic 

effectively, leading to a loss of public trust in the government's ability to manage the vaccine rollout 

(Marivate & Combrink, 2020; Puri et al., 2020). The increasing concern about the impact of social 

media in increasing anti-vaccination sentiment and low vaccine uptake is a major concern among public 

health professionals (Rotolo et al., 2022). 

Twitter data provides real-time insights into public opinion on a variety of pandemic-related issues, 

including vaccinations, and has been used to determine South African sentiments about COVID-19 

vaccines throughout 2021. Our study aimed to answer the following research questions:  

1. What are the sentiments expressed in South African tweets about COVID-19 vaccines?  

2. What are the central themes discussed on Twitter about COVID-19 vaccines in South Africa?  

3. How did South Africa's Twitter sentiments on COVID-19 vaccines change throughout 2021? 

Our study used a methodology that involves opinion mining and sentiment analysis, and its results can 

be applied in multidisciplinary investigations involving social media data analysis. 

2 Literature Review 

2.1 Twitter social media platform 

Twitter is a real-time microblogging platform that allows individuals or groups to share their 

opinions and perspectives on various topics through multimedia, text, and other forms of media. The 

messages shared on Twitter are known as "tweets" and are displayed on a timeline, a collection of tweets 

in chronological order (Pawar et al., 2015; Shoaei & Dastani, 2020). The availability of data through 

the Twitter API v2 enables researchers to examine Twitter data in depth, offering valuable insights into 

public opinions and sentiments (Mohamed Ridhwan & Hargreaves, 2021). 

Twitter is a popular source of health care information in South Africa, with around 8 million users 

among social media networks (van Heerden & Young, 2020; Hoffman et al., 2021). During the COVID-

19 pandemic, a tweet about the virus was reported every 45 milliseconds on Twitter, and the hashtag 

#coronavirus was one of the most frequently used globally in 2020 (Puri et al., 2020). The legitimacy 

of a Twitter account is determined by whether it is verified or unverified. Verified accounts are those 

of genuine public interest, while the legitimacy of unverified accounts is unknown (Mir et al., 2022). 

2.2 Use of twitter to determine public sentiments on Covid-19 vaccines 

Twitter has become an important source of information for individuals seeking information about 

health care, including information about vaccines (Hoffman et al., 2021). In the context of the COVID-

19 pandemic, Twitter has been used to track public sentiment and reactions to vaccine rollout (Hung et 

al., 2020). Twitter users engage with one another through direct messaging, updates, replies, likes, and 

retweets, which can indicate user engagement and reveal their attitudes towards (Kang et al., 2017). 

Studies have used Twitter data to gain a better understanding of how misinformation about vaccines, 

including vaccine-induced acquired immunodeficiency syndrome (VAID), has spread on the platform 

(Shahi et al., 2020a). This misinformation has led to confusion and misperceptions about vaccines, and 

researchers have used sentiment analysis to track these attitudes and reactions (Maciuszek et al., 2021; 

Mønsted & Lehmann, 2022). 

Twitter data can be collected and analysed through open academic access via API v2, making it a 

valuable tool for researchers, government organizations, and health care professionals (Luo et al., 2021). 

A number of studies have analysed tweets using techniques such as logistic regression, deep learning 

algorithms, topic modelling, Latent Dirichlet Allocation (LDA), and machine learning to better 

understand the conversations, concerns, sentiments, and reactions elicited by tweets (Li Han Wong et 

al.,2022; Amjad et al. 2021; Deverna et al. 2021; Anuratha et al., 2021; Alfatease et al., 2021; Piltch-

Loeb et al., 2021). 
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In conclusion, Twitter plays a crucial role in shaping public perception and understanding of health 

care, including vaccines. By analysing Twitter data, researchers and health care professionals can gain 

a deeper understanding of public sentiment and reactions, and use this information to inform vaccine 

policy and communication efforts. Vaccine manufacturers can also use sentiment analysis to quickly 

detect negative feelings towards their vaccine and respond accordingly (Anuratha et al., 2021; Hou et 

al., 2021). 

 

2.3 Challenges to vaccine acceptance 

Misinformation or disinformation, refers to misleading information shared intentionally rather than 

when erroneous information is transmitted accidentally. Misinformation on the internet has also been 

linked to reduced vaccination uptake. Other studies noted that misinformation was spread, stating that 

people are testing HIV-positive after vaccination just like COVID-19. Vaccination sceptics continued 

to dominate the Twitter dialogue, with information centred on government scepticism of boosters and 

requirements, intellectual property around the vaccine, and who benefits from the vaccine (Department 

of Health, 2022). Furthermore, misinformation can erode trust in science and public health authorities, 

leading to a drop-in vaccine uptake (Steffens et al., 2019; Bonnevie et al., 2020b). 

Whereas unpleasant effects (31%) and concern about their effectiveness (21%) were common, loss 

of trust (18%) and anti-vaccination feelings were uncommon (14%) (Burger et al.,2021). Fears about 

mandated vaccinations appearing on social media can cause fear and scepticism about vaccines, 

according to the Africa CDC (2021). Conspiracy theories and religious ideas published on social media 

are two common types of misinformation that influence user perception (Bam, 2021; Chou et al., 2021; 

Shahi et al., 2020a).  

Vaccine hesitation / hesitancy describes the refusal or postponing of vaccination despite its 

availability (Chadwick et al., 2021; Hoffman et al., 2021; Wilson & Wiysonge, 2020). South Africa's 

COVID-19 vaccine hesitancy can be addressed through collective efforts to ensure that there are no 

constraints related to the supply and system that administers vaccines. The data creates a picture of the 

vaccine debate on Twitter as highly polarised, with individuals who express similar views on 

vaccinations more likely to communicate with one another and post content from comparable sources. 

In other studies, developed economies such as Singapore rely heavily on their government to provide 

accurate information and demonstrate trust in science and their vaccine program (Mohamed Ridhwan 

& Hargreaves, 2021). 

 Pro- and anti-vaccine information may spontaneously separate into distinct groups, possibly as a 

result of social media self-selection that brings together communities with similar viewpoints (Puri et 

al., 2020). Vaccination opponents and proponents can be classified as social groups rather than by more 

specific criteria such as gender, nationality, or affiliation. People in a variety of countries voiced 

scepticism COVID-19 vaccines, as well as serious worries about vaccine safety and distrust in 

governments and doctors (Hou et al., 2021; Puri et al., 2020). Some researchers use sentiment analysis 

scores to infer that positive sentiment is pro-vaccine and negative sentiment is anti-vaccination (Lyu et 

al., 2022; Maciuszek et al., 2021b).  

3 Methodology 

Twitter sentiment analysis is the process of analysing and categorising opinions expressed in Twitter 

posts (tweets) into positive, negative, or neutral classes. The goal is to determine the overall public 

opinion or emotions towards a specific topic or brand (Alsayed, Alharthi, & Adeyemo, 2019). As 

illustrated in Figure 1, the study went through five phases (Mohamed Ridhwan & Hargreaves, 2021).  
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3.1 Phase 1: Data collection 

We utilised the Twitter historical tweets downloader, after obtaining developer access to Twitter 

version 2. Our focus was to search and download historical tweets from South Africa. The keywords 

selected from trending topics were related to vaccines, Covid-19, and anti-vaccination and were selected 

based on their relevance and popularity (Li Han Wong et al., 2022). The keywords included: 

 
Vaccineforall, Vaccine, Antivaccine, Vaccinationcovid, Covid19, Vaccine, Shot, covid-19, Coronavirus, AstraZeneca, 

modernavax, anti-vaccination, anti-vax, anti-vaxxers, pro-vax, covid19jab, vaccinesideeffects, Antivax, Antivaxxer, 

Antivaxxers, vaccine, Moderna, pfizersideffects, j&jsideaffects, vaccinesideeffects, novaxx  
  

 The date range for this study was from January 1st, 2021 to December 31st, 2021.The metadata 
extracted from the tweets included: tweet content, location, date and time of post, author, language, type 
of account, account verification status, author friends, retweet count, and likes count. This information 
was crucial in analysing the tweets and understanding the perspectives of the authors on the topics related 
to vaccines and Covid-19. 

3.2  Phase 2: Data cleaning 

The Twitter dataset includes South Africans' location fields, as well as race, gender, age, and 

languages. We used the keyword 'vacc,' which is a prefix for words like vaccine, vaccinated, vaccinate, 

and vaccination, to narrow down the results. The tweets were filtered to exclude non-English tweets. 

Some tweets contain English and other languages but categorised as English by Twitter, which we could 

not remove entirely. We eliminated 43 656 tweets, leaving 21 084 tweets suitable for data analysis. 

3.3 Phase 3: Data selection 

The final dataset consisted of 21 084 tweets. We used Python's Panda package to transform the data 

into a data frame for the study. We used the Natural Language Toolkit (NLTK) to perform tokenization, 

sentiment analysis (using the NLTK Sentiment Intensity Analyzer), and emotive analysis on the text.  

Tokenisation is the process of dividing large text blocks into smaller chunks. In this case, tokens 

could be letters, numbers, or sub words (Ioana-Andreea et al., 2021). To tokenize, the Word Tokenize 

package was imported into Python Pandas. The analysis of word sequences aids in understanding the 

meaning of the text (Mir et al., 2022). All punctuation was removed during standardisation (Kumar & 

Sebastian, 2012). The tweet id and user id were anonymised. 

Figure 1: Five phases used in the study  

2 
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3.4 Phase 4: Sentiment analysis of tweets 

VADER is a pre-trained model that employs rule-based values tailored to social media sentiments. 

It employs dictionary phrases with evaluation capabilities to classify tweets based on the compound 

score. The compound score was used to decide whether a tweet may be labelled (good, negative, or 

neutral). A compound score of ≥0.05 satisfies the labels positive, and between -0.05 and 0.05 was 

neutral and a score of ≤-0.05 was negative (Mir & Sevukan, 2022).We used the Natural Language 

Toolkit (NTLK) package in the first step of sentiment analysis to tokenize the content data and remove 

commonly used words. Based on the tokens, a frequency dictionary was created. The Python script then 

generated a frequency list in descending order. Stop words are frequently used words such as "drink," 

"please," "guys," or "covid," "corona" are among the top keywords. These words, along with the rest of 

the NTLK stop words list, were removed to gain insight from the analysis (see Appendix A). 

3.5 Phase 5: Word frequency and themes 

The data cleansing resulted in 21 084 tweets in English. Using the Python df.sample random sample 

formula (n=200, random state=1), we obtained a random sample of 200 tweets. Previous research was 

divided into two categories: pro-vaccination and anti-vaccination. We added a third type of vaccination 

hesitancy (Maciuszek et al., 2021b; Monsted & Lehmann, 2022b). The central themes were determined 

through literature and word cloud topics. The word cloud was created using the Monkeylearn web API.  

The choice of a sample size of 200 tweets was because of time and resource constraints, and the 

need for a representative sample that accurately captures the overall themes of the population.  

4 Findings and discussion 

4.1 Sentiments about COVID-19 vaccines 

An overall sentiment analysis using the VADER lexicon-based method and was performed on 

21 084 tweets. Figure 2 shows the most frequent words generated from the dataset without stop words 

to find the 30 most frequently used words in the tweets. The top three keywords used by Twitter users 

were “vaccine,” “covid19”, and “people”. This was expected given that the filter list used to filter the 

tweets was specifically looking for vaccine discussion; this validates our Twitter data. Figure 3 shows 

the distribution of sentiments in percentages. The graph depicts the overall sentiment distribution of 

tweets from 1st January 2021 to 31st December 2021. Most tweets were positive 41% (8543), seconded 

by neutral tweets 32% (5894). Finally, negative tweets account for only 28% of all tweets (6647). 

 

 

Figure 2: 30 frequent words without stop words 

2 
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Figure 3: The distribution of sentiments in tweets 

Table 1 shows a selection of tweets and their sentiment classifications. We categorised the hesitant 

tweets with neutral tweets.  

 

Positive tweets (n = 8543) Neutral tweets (n = 5894) Negative tweets (n = 6647) 

“Please get sputnik V 

vaccine is the only I will 

take” 

“Why are we not educating people 

on the vaccine the same way 

people who advocate for Prep 

etc“ 

“IM NOT TAKING THAT 

VACCINE!!!!     ” 

“I wanna be getting my 

vaccine too        ” 

“Why is the vaccine roll out so 

low in Northern Cape?” 

“Say No to the vaccine” 

“Finally took my vaccine 

today. No pain, no effect 

whatsoever” 

“Why should people be forced to 

take the Covid-19 vaccine        ” 

“I have no interest in all your 
vaccine lies! God sees you! 
Petition Against Mandatory 
Vaccinations in South Africa” 

 

Table 1: Examples of tweets for the different sentiments 

 

4.2 Central themes discussed on Twitter about COVID-19 vaccines in 

South Africa  

 

Figure 4 depicts a word cloud of the diversity of multilingual hashtags used to discuss COVID-19 

vaccinations in a Twitter dataset. The larger the size of the word in the cloud, the more frequently it 

occurs in the corpus (Aguilar-Gallegos et al., 2020; Kang et al., 2017; Mir & Sevukan, 2022). The word 

cloud shows that the most common words were ‘vaccine’, ‘government’, ‘covid19’, ‘country’, ‘vaccine 

information’. Additional topics that were in the corpus were: “country has no confidence”, “puppet 

master bill gates”, “south african vaccine rollout strategy”, “severe symptom” amongst topics relating 

to our central themes. 

A total of 183 vaccine-related tweets were analysed and 9 themes were manually coded based on 

previous literature and the word cloud, as shown in Figure 5. These themes include misinformation, 

vaccine hesitancy, government, conspiracy, religion, pro-vaccination (pro-vaxx) and anti-vaxx 

vaccination (anti-vaccination) and humour. We identified the themes by comparing the words from the 

word cloud to what previous studies had found. 
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Figure 4: Word cloud of Top 100 words amongst tweets about COVID-19 vaccines 

 

Figure 5: Vaccine themes that emerged from tweets 

4.2.1 Government 

"Government" was the most common theme (28%, n=55) in vaccine-related discussions. This 

contrasts with a previous study in Singapore where the main focus was Singapore's government 

initiatives (Mohamed Ridhwan & Hargreaves, 2021). One of the factors leading to vaccine hesitancy is 

the possible a link with political issues and disillusionment. 

4.2.2 South African governments vaccine rollout plan  

Our findings indicate that people had little trust in the South African government's handling of the 

vaccine rollout. Many people believed that the country can and should produce its own vaccines, but 

was unwilling to do so (Aguilar-Gallegos et al., 2020; Kang et al., 2017; Mir & Sevukan, 2022). 
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“@FloydShivambu Cde Floyd, Africa has resources to produce own vaccines but we don't have 

leaders. Let's stop blaming the West for our own ineptitude. The least we could have done was to fund 

research into vaccine discovery. We deserve to be sidelined, West taxpayers can't fund our us 

forever”. 

 

Many tweets in the corpus came from verified accounts. This resulted in higher tweet engagement 

than non-verified tweets. The hashtag #VaccineRolloutSA was more widely used to inform the public 

about the plan to administer vaccines in order to achieve the anticipated herd immunity. 

 

“The first batch of the J&amp;J #COVID19 vaccine arrived at @ortambo_int last night. Frontline 

healthcare workers will be vaccinated during first phase of the #VaccineRolloutSA” 

 

Government corruption leads to mistrust of authorities: Some people lost confidence in the 

government’s involvement in the rollout of vaccines. This is supported by evidence of tender fraud 

involving COVID-19 personal protective equipment (PPE) by senior government officials (Mpofu, 

2021, p.52). According to reports, corruption did not anticipate the use and allocation of COVID-19 

funds (Mpofu, 2021, p.52).  

 

“ANC has taught us that corruption is the way, we gonna buy those fake vaccine certificates or 

whatever y'all call it, anything for majwals ??” 

 

“Medical aids don't pay a cent more than they have too why would they allow corruption in the 

vaccine roll out. @DrZweliMkhize @SundayTimesZA allow for market forces to deliver the drug just 

regulate the cost per jab.” 

 

The word corrupt appears in 401 tweets in the corpus. People were concerned about political 

corruption and theft, and they questioned the legitimacy of the vaccine rollout strategies. Since most 

previous studies came from the developing countries, Tweeter users did not complain as much about 

corruption.  

4.2.3 Vaccine polarity 

The second most common theme was "Pro-Vax" (25%, n=50), followed by "vaccine hesitancy" 

(5%, n=10) and "Anti-Vax" (2%, n=4). These themes were combined because they are the most 

frequently occurring themes in literature and our tweets, and they frequently overlap with positive, 

negative, and neutral sentiments. When the vaccine for COVID-19 becomes available, the tweets 

express a willingness to vaccinate against it. These tweets expressed gratitude for vaccines and how 

they are made available to save people's lives. 

Pro-Vaccination: The Pfizer vaccine was given in two doses. Twitter users used hashtags like 

#IChooseVaccination to express their desire to get vaccinated and to encourage other Twitter users to 

do the same. These tweets demonstrate a willingness to receive the vaccine. 

 

“Get your second dose to be fully vaccinated       #IChooseVaccination #staysafe” 

 

A global study comparing people's willingness to vaccinate noted that lower and middle-income 

countries like South Africa had a higher acceptance rate (Hou et al., 2021). This is similar to our 

findings; Figure 3 shows only 41% positive sentiments. The majority of South Africans, however, were 

eager to receive their first or second dose of the vaccine. 

Anti-Vaccination: Anti-vaxxers are people who do not want to take or are opposed to vaccines (Hou 

et al., 2021). Some authors suggest that one of the things that distinguishes vaccine supporters from 

vaccine opponents is their attitude toward research and scientific knowledge (Maciuszek et al., 2021a). 

The user stated that they were against mandatory vaccinations and cited religious texts to back up 

their position. There are numerous reasons why people are opposed to the vaccine, but two stand out: 

"freedom" and "choice." 
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“@RevMeshoe @CyrilRamaphosa He must not force us to be vaccinated, some of us our religion 

and beliefs doesn't allow us to take any vaccine” 

 

“Would love to join a space discussing the science behind Vaxx and Anti-vaxx controversy. My 

submission would be around why it is scientifically absurd for people who have contacted covid, 

mild/severe to vaccinate” 

 

The literature frequently mentions how anti-vaccine persons tend to deny scientific data 

demonstrating the safety and effectiveness of vaccinations and cast doubt on the authenticity of 

pertinent research, knowledge, and medical authority (Maciuszek et al., 2021a). 

4.2.4 Vaccine Hesitancy 

There were some comments about the uncertainty surrounding vaccine acceptance due to safety 

concerns. Some of these vaccine-related concerns include the claims that Johnson and Johnson vaccines 

were not thoroughly trailed/tested. Though people were concerned about receiving the vaccines, their 

concerns were not necessarily that the vaccines were unsafe, but that the vaccine development 

themselves was rushed.  

“Do you honestly trust that the vaccine is safe?” 

4.2.5 Vaccine brands safety and effectiveness 

This theme is more neutral. It contains tweets that are for or against a specific vaccine brand. The 

vaccine brands were debated as people were choosing their preferred vaccine. 

 

“Personally I want the pfizer. Vaccine Cocktail immunity” 

 

“Me and my younger sister were vaccinated in May with Johnson &amp; Johnson vaccine and didn't 

experience any side effects. My mom had a headache and was swollen where she was vaccinated” 

 

“Is not because of Bill Gates' depopulation project... No one is infect advocating for Russian or 

China vaccine they all pushing for Bill Gates vaccine covering their faces with Russia and China!!” 

4.2.6 Misinformation 

The third most common theme was “Misinformation” (8%, n=15), “Conspiracy” (4.5%, n=200). 

This theme looked at tweets that were making misleading statements that had no evidence. Some of the 

contents of the tweets, included comments such as: 

 

“I heard the Vaccine kills your entire family in one swoop, but I ain’t no doctor”. 

 

“All the best with the J&amp;J vaccine. I think it’s a matter of probability &amp; you might be 

the one to get the blood clot. As they say, “you might be history”. 

 

To manage false and dangerous media content and to convey reliable information intended to 

encourage the uptake of a potential COVID-19 vaccine to end the pandemic, researchers suggest media 

partnerships should be expanded (Niemiec, 2020). 

4.2.7 Conspiracy theories 

Accounted for 4.5% of the sample tweets. Bam (2021) associates these individuals with anti-

scientific beliefs (believing in knowledge based on evidence). The corpus contained retweets with 

phrases like "they are killing people because they want to reduce population". There were a few tweets 

in the corpus that mentioned the depopulation agenda. These conspiracy theories were linked to one of 

the most frequently occurring words in Figure 4, “Bill Gates”. 
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“Some countries are protesting against the vaccine, they claim Bill Gates is pushing population 

control publicly. Australia, Brazil and some EU countries are protesting against the vaccine.” 

 

There are several conspiracy theory subcategories in our dataset and in other literature, including 

"microchips in vaccines," "vaccines cause infertility," and "vaccines are for profit" (Nuzhath et al., 

2021). 

4.2.8 Religious beliefs  

Religious opinions made up 2% of the tweets. This number may appear to be insignificant at first 
glance. However, famous religious leaders have a large Twitter following with high tweet engagement, 
which may sway their followers' opinions. Some users were leaning toward wanting to practice their own 
religious beliefs: 

“If im entitled to right to a right to practice my religion, and for whatever i believe that the 

vaccine "generates from some form of Satanism" i see no reason why not to enforce my right to 

religion.” 

 
According to tweets like the one above, some people are unwilling to vaccinate for religious reasons. 

It also corresponds with literature indicating that social media users from all over the world hold similar 
religious beliefs about vaccines (Nuzhath et al., 2021; Wilson & Wiysonge, 2020). 

4.2.9 Humour  

Less than a percent of tweets were jokes. The use of humour in dealing with a serious matter could 
have been a form of coping mechanism (Mpofu, 2021). Example of jokes that were found were: 

“Lol I saw one yesterday. These people had a sign saying "God is my vaccine" lol I laughed. 

Crazy yt people” 

 

4.3 Changes of South Africa’s Twitter sentiments on COVID-19 

vaccines 

 
Figure 6 depicts the average sentiments throughout the year. The frequency of each sentiment from 

1st January 2021 to 31st December 2021 shows that positive tweets dominate. Positive, negative, and 
neutral tweets are closer together and overlap on specific days. The high spikes indicated that engagement 
was higher in the first three months of 2021, from January 2021 to March 2021. Figures 6 and 7 show 
an increase in Twitter engagement as the year began on the 3rd January 2021 (A), with 116 positive 
tweets, 88 negative tweets, and 73 neutral tweets. Minister Zweli Mkhize's public briefing statement 
revealed South Africa's COVID-19 vaccine strategy. On the first day, there was a high volume of tweet 
engagement because of an important event announced by an official with a verified account. Positive 
sentiments came from people who were optimistic about vaccination because of their personal 
experiences. 

“The lackluster manner in which ANC govt is rolling out vaccination processes is as if Covid 19 is 
yet to happen when in actual fact the pandemic has been with us for a year. It's like embarking on a 

long trip riding a donkey which has no sense of urgency inspite of eminent perils” 

This is understandable given that prominent individuals and media organisations frequently comment 
on and cover breaking news in real time using Twitter as a platform to amplify their messaging (Chen et 
al., 2020). The first substantial rise occurred on 11th January 2021 (B). On this day, South African 
President Cyril Ramaphosa declared during a national address that the goal of the parliament in designing 
the path to recovery was to develop a vaccination drive (Business Solutions, 2021). With 198 neutral 
tweets, 209 positive tweets and 154 negative tweets. The 1st February 2021 (C) had 361 counts of neutral 
tweets, 282 positive and 197 negative tweets. 8th February (D) had 229 tweets that were neutral, 228 
positive, 208 negatives. After that period, there has been a significant drop in engagement then a slight 
rise in tweets on the 17th February there was a media statement that stated that the total number of 
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COVID-19 cases in South Africa was 1 496 439, and since the last report, 2 320 more cases had been 
found ("Update on COVID-19 (17th February 2021)," 2021). 

 

Figure 7: Line graph showing change in tweet sentiment from January 2021 to March 2021. 

From April 2021 to August 2021, there was no significant event that caused a high spike in tweets in 
this period. The counts were averaging below 50 tweets per day. No major announcements were made 
by prominent public figures except on the 27th June when a government gazette was released on the 
adjusted level of lockdowns to level 3 (Gazette et al., 2021). The last significant spike for the year 
occurred on 20th August, 2021 (F). The National Institute for Communicable Diseases (NICD), a 
component of the National Health Laboratory Service, continues to monitor and supervise COVID-19 in 
order to inform the public health response ("Latest confirmed cases of COVID-19 in South Africa (20 
August 2021)," 2021). They issued a report that detailed the COVID-19 cases' statistics, such as hospital 
admissions and vaccination rollout. 

“People in 18 years and older will be eligible to get their Covid-19 vaccinations from today, 20 August 
2021.” 

Figure 6: Line graph showing change in tweet sentiment from January 2021 to December 2021 
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The 20th August 2021 was the day when people 18 years and older could get the vaccine. There was 
a drop in engagement from that day on until the 14th September 2021 (G). This was the first spike that 
contained high negative sentiments with 87 tweets, 77 positive tweets and a low 39 neutral tweets. 

“Dear President @CyrilRamaphosa and @PresidencyZA Before you force us to be vaccinated, please 
force us to get the RDP's, Food parcels and force your people to bring back R500 billions. Then the 

vaccine will be the last.” 

“That man his telling the truth about vaccines go n make full research you will see vaccine is from 
luciferase enzyme wich mean lucifer devil” 

On this day, topics associated with conspiracies, misinformation, and government distrust were more 
prevalent. The year's final spike may indicate that 2021 ended on a negative note. The spike on the 28th 
November 2021 (H), was lower than the previous spikes, with 67 negative tweets, 47 positive tweets, 
and 34 neutral tweets. President Cyril Ramaphosa issued a national declaration announcement 
(Gov,2021). According to the president's public announcement, the vaccine rollout had reached 
approximately 41% of the total South African population, with 25 million vaccine doses administered. 

 “Then why are infections on the rise for vaccinated people? Answer - compromised immune systems 
"from vax” 

 In this period there was higher misinformation and hesitancy with tweets such as the one above 
questioning the need for vaccines. The rest of the year remains with tweets averaging less than 50 tweets 
a day. This section saw the change in tweet sentiment over time.  

5 Conclusion 

More than half of the tweets examined contained positive sentiments, with the remaining two-thirds 

neutral or negative. The findings do not represent a complete picture of the South African demographic, 

but rather a snapshot of sentiments. Because social media is more popular among younger people, the 

results may be skewed toward them. We recommend the inclusion of African languages in NTLK 

dictionaries because it will allow more people and cultures to be accommodated in analysing data.  

The use of Twitter data to understand public sentiment can help advance Information Systems as a 

discipline by providing new data collection techniques and insights into the impact of big data on 

organisations and society as a whole. Such research can provide valuable information to governments, 

organisations, and businesses to make informed decisions and respond to the needs and opinions of 

their stakeholders.  

The study was completed prior to Elon Musk's acquisition of Twitter; changes in the way Twitter 

runs may occur and provide a distinct dimension while performing research on Twitter. For a 

government to understand public sentiment on Twitter, they can collect relevant tweets, perform 

sentiment analysis to classify them as positive, negative or neutral, and analyse the results to identify 

common themes and opinions. This information can help the government make informed decisions and 

understand public sentiment on important issues. In this study people were sceptical of the South 

African government's vaccine rollout strategy, which could have hampered overall vaccine adoption. 

The study concludes that vaccination attitudes changed throughout 2021, particularly in response to 

government announcements addressing the public on the status of vaccination rollout. 
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Appendix A: Stop words for text processing (100 words) 

 

['setsidiki1','meant','covid19','vaccine','booster','irvinjimsa','sihlewasembo','arw','forcing','thing','kut

hi','respect','covid','care','putting','pressure','us','vaccinate','pls','siyekeni','sizaziyela','ngelethu','xesha','v

accinated','curfew','lifted','thank','jesus','vaccinefree','curfew','cabinet''hhaybo','guys','drink','won’t','tak

e','vaccine','doctoriamthe','happened','natural','immunity','infection','successful','recovery','deltaomrico

n','still','discriminated','medical','institutions','advocating','vaccine','employer','theres''robot','vaccine','p

fizerwhistleblower','yerlydave','petersweden7','moosefucker','logic','go','get','vaccinated','stop','blabbin

g','tweeter','vaccinate','dammit',’tell','partner','protect','times','goes','cause','shes','double','jabbed','dont','

make','supergirl','must','still','follow','covid''guidelines','period','pfizerwhistleblower','decide','vaccinate

','vaccine','get','jampj','pfizer','ceo','pfizer','taken','vaccine','pfizerwhistleblower','guys','believe'] 
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Abstract 

While data science education (DSE) may be a solution for democratising data science in higher 

learning institutions (HLI), challenges on achieving this goal remain. One of the main challenges is the 

shortage of qualified academic staff members who can deliver multidisciplinary curricula effectively. 

Teaching data science (DS) is a developing topic that represents a gap in the literature as the education 

sector embarks on a journey of unearthing the knowledge required to teach DS. This study aimed to 

gain insight into instructors’ perceptions of their skills and competencies in teaching DS. Twenty-six 

(26) DS instructors were surveyed. The sample included instructors from various disciplines possessing 

various levels of teaching experience. The study used a 16-construct questionnaire based on the 

pedagogical content (PCK) framework to understand the scope of DS PCK. The collected data were 

analysed using IBM SPSS AMOS version 21. Follow-up interviews were conducted to identify 

competencies needed in DSE and pedagogical beliefs. This qualitative data was analysed thematically.  

As expected, the study revealed lower female DS instructor participation. The study further showed that 

the majority of DS instructors have pedagogical and content knowledge of DSE. Business 

understanding is often taught at the post-graduate and undergraduate levels. Data understanding is 

taught at the undergraduate level but not as often at the postgraduate level. Short learning programs do 

not target model evaluation and deployment as a course. The study recommends that curriculum 

developers consider including the model evaluation and deployment in DS curricula and how these 

concepts can be taught as part of the curricula. Furthermore, the study recommends the adoption of a 

DS framework that will guide the development and structuring of DS curricula to ensure standardization 

and interdisciplinary pedagogies that support content delivery. Research should also be conducted on 

how industry partnerships can be forged to keep instructors engaged with ongoing DS developments. 

Lastly, societal interests in data continue to put additional pressure on DSE. Given the 

multidisciplinarity of the field and the involvement of  government in the usage of data from various 

sources, government, and industry should play an active role in ensuring the availability, access, and 
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ethical use of data, especially for educational purposes. It is envisaged that this will trigger the need to 

equip society at large with data skills and policies to govern the process.  

 

 

1 Introduction 

DSE is an emerging and challenging area. It is also a growing topic of interest in Information System 

(IS) research and education. Several disciplines and complex concepts are blended into DS, and 

therefore require specific teaching practices to make learning and understanding easier for students. For 

instance, Machine learning (ML) has many complex and difficult-to-teach algorithms (Sulmont, 

Patitsas & Cooperstock, 2019) which require DS instructors to empathize with student with diverse 

backgrounds and expectations (Kross et al., 2022). Irrespective of the complexity of the content or 

concepts involved, instructors need to ensure that learning outcomes are achieved. This means that DSE 

instructors need to be agile and open to multiple teaching practices. 

DSE programs are becoming more openly available, however, only a few instructors are qualified 

and knowledgeable enough to teach in this field. This implies that data scientists are generally not 

properly skilled (Attwood et al., 2019; Yu & Hu, 2019). In fact, the lack of solid background and 

knowledge in DS among instructors ranks as the biggest limiting factor for integrating DS skills into 

the curriculum (Emery et al., 2021; Saddiqa et al., 2021). As a result, students enrolled in DS programs 

are often confronted with challenges emanating from and associated with variable quality of content 

delivery (Fox & Hackerman 2003; Sunal et al. 2004). It is quite evident that instructors need to find a 

way to assist students to develop an accurate, adequate, and generally better understanding of DS (Qian 

et al., 2017). Despite such an obvious gap in DSE, literature that focuses on the design and adoption of 

strategic approaches for delivering DS programs to a diverse group of students in various domains is 

scant (Sulmont, Patitsas & Cooperstock, 2019; Twinomurinzi et al., 2022).  In addition, research on 

how DS should be taught or what type of competencies are required from data science academic staff 

is still lacking. Such research opportunities have the potential to support academia as it struggles to 

position itself within the data science field (Cao, 2019; Engel, 2017; Mike, 2020) and lead to the creation 

of new research topics in IS (Cao, 2017) such as how instructors approach DS teaching practices (Lau 

et al., 2022). Another challenge confronting the field of DSE includes data science tools and techniques 

that are continuously evolving. Consequently, it is important to examine how instructors tackle this 

challenge and ultimately unearth instructors' practices as well as their underlying reasoning for teaching 

DS.  

To improve instructors’ knowledge of DS topics, it is important to establish the instructors’ base 

knowledge, experience, perceptions, and knowledge gap and variation (Saeli et al., 2011; Shulman, 

1986). Instructors need a specific type of knowledge to teach DS concepts effectively, and this 

knowledge is totally different from content knowledge or general pedagogy. Such knowledge is 

described as PCK (Pedagogy Content Knowledge), that is, a type of knowledge that represents the 

blending of content (e.g., algorithms, modeling, business scenarios, etc.) and pedagogy (e.g., how to 

teach algorithms or business cases, etc.). PCK includes the understanding of how instructors will take 

a specific topic, rearrange it to fit the diverse interests and abilities of learners, and present it for learning 

purposes (Shulman, 1987). 

Understanding how instructors teach DS may also depend on how familiar they are with using DS 

skills (Emery et al., 2021). Research must address questions such as “what works in DSE” and “what 

conceptual frameworks guide the practice of DS instructors and enable them to recognise and discuss 

effective teaching practices?”.  Therefore, this study formulated the following research questions: 

How does the PCK framework resonates with the competencies of DS lecturers in HLI? 
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This study aims to gain insight into instructors’ perceptions of their skills and competencies in 

teaching DS. The PCK framework was adopted to capture some of the essential attributes of knowledge 

required by facilitators for scholarly integration in their teaching.  

The remainder of the paper is structured as follows: following this introduction, the study takes a 

brief look at the study’s theoretical framework. Thereafter, we give an account of the method used to 

collect the empirical data used in the study. After presenting the results and discussing the contribution 

and limitations of the study, the paper concludes by addressing the implications of the results for DSE 

and suggesting an agenda for further research. 

 

2 Literature Review 

2.1 DS Instructional Programs 

At the postgraduate level, DS programs have been proliferating across the globe (Hosack and 

Sagers, 2015; Raj et al., 2019; Li, Milonas & Zhang, 2021). On the other hand, undergraduate DS 

programs are still being investigated (Zhang, Huang & Wang, 2017; Mikalef et al., 2018; Çetinkaya-

Rundel & Ellison, 2021; Davenport & Malone, 2021). DS short-learning programs are often well 

designed and commoditized to mainly address DS technical skills such as predictions, data analytics, 

ML, and statistical programming. However, the integration of these technical concepts within a full DS 

course still needs to be explored (Qiang et al., 2019; Silva et al., 2014). In particular, the development 

of teaching guidelines for DSE and training has not been adequately researched.  

As attested by Demchenko et al. (2019), DSE must reflect multi-disciplinary knowledge and 

competencies to afford data scientists insights into other domains. DSE should further afford skills and 

competencies to work with various forms of data and interpret the analytical results, especially for those 

who lack DS literacy (Dichev & Dicheva, 2017). Therefore, it is important to establish instructors’ 

confidence in teaching DS (Mike, 2020), or how best to prepare instructors to teach DS in various 

domains (Emery et al., 2021). For instance, data scientists in biomedicine need to be trained in computer 

science, statistics and mathematics, and biomedicine (Garmire et al., 2017; Hassan & Liu, 2020). 

Stephenson et al. (2018) alluded to the fact that offering DS skills in computer science courses only 

could lead to the under-representation of other disciplines. Research on how to address teaching 

practices in DSE are necessary. For instance, Emery et al. (2021) investigated ways of preparing 

instructors to teach DS in undergraduate biology and environmental science courses.  

2.2 Teaching DS 

Fayyad and Hamutcu (2021) raised an important question “how do we teach data scientists while 

there is so much debate on who they are?”. There appears to be a growing concern among those who 

provide training and employment to data scientists. Apart from unclear roles of data scientists, teaching 

DS faces other challenges, including teaching multidisciplinary content, the misconception of DS 

concepts (Jafar, Babb & Abdullat, 2016), student diversity, and student cognitive skills (Sulmont, 

Patitsas & Cooperstock, 2019; Donoghue et al., 2021). These challenges may lead to low student 

registrations and throughput in DS programs. Instructors need to know their students and their 

characteristics to apply appropriate pedagogy (Gudmundsdottir & Shulman, 1987). Sentance and 

Csizmadia (2017) found that various pedagogies can improve students’ ability to solve a problem. 

However, instructors need support in terms of professional development on how to work with different 

pedagogies in a multidisciplinary setting to effectively teach DS concepts (Emery et al., 2021; Lau et 

al., 2022). Table 1 provides  examples of pegagogies used for specific concepts. 
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Data science concept Teaching 

pedagogy/strategy 

Source  

Data preparation, 

Visualisation  

Project-based learning Saltz and Heckman (2015) 

Machine learning, 

modeling  

Similes, gamification, 

storytelling  

Song and Zhu (2016; 

Garcia-Algarra (2020) 

Model deployment  Story-telling  

Experiential learning  

Jaggia et al. (2020) 

Anslow et al. (2016) 
Table 1:Pedagogies in DSE 

Effective teaching occurs when learning and understanding are achieved (Blair et al., 2021). To 

determine whether student learning has been enhanced, teachers must evaluate their teaching practices. 

DS instructors interested in assessing their teaching practices can apply various frameworks to inform 

their questions and teaching strategies (Kim, Ismay & Chunn, 2018; Hassan & Liu, 2019). It is worth 

noting that the conceptual framework that is applicable and useful to higher education; the focus has 

instead been on secondary schools (Saeli et al., 2011; Başaran, 2020; Taopan, Drajati & Sumardi, 2020).  

While some DS concepts appear to have existed in various domains, strategies for their content 

delivery are lacking (Sulmont, Patitsas & Cooperstock, 2019; Dill-McFarland et al., 2021; Lau et al., 

2022). For instance, data frames that were originally designed by statisticians for exploratory data 

analysis, are now viewed by data scientists as data sets. Instructors can discuss how each discipline or 

any domain for that matter views and uses a particular concept (Jafar, Babb & Abdullat, 2016; Lau et 

al., 2022). Technical concepts, especially the ones listed in Table 2, have been put forward as key 

competencies of DS, and instructors are expected to demonstrate these competencies to teach DS. 

 
Table 2: DS competencies 

Data science competency Source 

Data visualisation Shirani (2016) 

Apache Hadoop and programming languages Demchenko (2019; Price & Ramaswamy (2019; 

Yadav & Debello (2019) 

Machine learning  Garcia-Algarra (2020) 

Big Data and ethics Saltz, Dewar & Heckman (2018); Mike (2020) 

  

 

2.3 The PCK theoretical framework 

 The concept of PCK was introduced by Shulman (1986), after pointing out a lack of research that 

targets the course content taught to students. Shulman, (1986) defined pedagogical content knowledge 

as teachers’ interpretations and transformations of subject-matter knowledge in the context of 

facilitating student learning. As shown in Figure 1, integrating content knowledge (CK) and pedagogy 

knowledge (PK) enables an understanding of how particular topics are presented to students with 

different backgrounds. Instructors should be able to transform the knowledge to be taught to the students 

in a way that is easily understood. 
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Figure 1: An illustration of pedagogical content knowledge Source: Shulman (1986) 

 

 

PCK outlines the instructor’s domain knowledge, pedagogical knowledge, and knowledge of the 

environment in which the subject is being taught. The framework is useful when differentiating 

teaching- and non-teaching specialists, for instance, a data science instructor from a data scientist. The 

argument lies in the capacity of the instructor to transform the CK into forms that are pedagogically 

powerful and yet adaptive to student backgrounds and abilities (Shulman, 1987). The key elements of 

pedagogical content knowledge proposed by Shulman, (1987) are as follows:  

1. Content Knowledge - Knowledge of representations of subject matter – it is about the actual 

subject matter that is to be taught. Instructors must know and understand the subjects that they 

teach, including knowledge of methods, tools, concepts, theories, and techniques within a 

given field. For example, in DSE, instructors know that students must learn ML, algorithms, 

analytics, data visualization, and so on. Therefore, CK is required for knowledge and 

understanding of how these concepts or areas can be and are being taught, and the advantages 

and disadvantages of each teaching practice. 

2.  Student Knowledge – Understanding of students on the subject and the learning and teaching 

implications that are associated with the specific subject matter. For example, students may 

confuse data mining and data wrangling as the same concept. Alternatively, students assume 

business/domain knowledge is not so important. 

3. General pedagogical knowledge (Pedagogical Knowledge) – Understanding of the practices 

or methods of teaching and learning and how this understanding encompasses among other 

things, overall educational purposes, values, and aims.  

Additional Elements:  

4. Curriculum Knowledge –  Knowledge of what should be taught to a particular group of 

students. Instructors need to know students’ learning potential, syllabuses, and program 

planning documents and how assessments will be conducted.   

5. Pedagogical content knowledge – Instructors' understanding of how to teach the subject 

matter, including the use of examples and illustrations to make a particular topic 

understandable across all students. 

6. Knowledge of students and their characteristics and how these may affect their learning,  

7. Knowledge of educational contexts, the political, social, and religious workings of groups or 

of the classroom in which the teaching takes place. 
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This study adopted PCK to understand the instructor’s perceptions of their knowledge of teaching 

data science. Prior PCK research into computer science education examined topics such as science 

(Fraser, 2016), programming (Qian et al., 2017; Rahimi et al., 2018; Saeli et al., 2011), and design of 

digital artifacts (Rahimi, Barendsen, & Henze, 2016). However, there is little scientific understanding 

and reporting of teachers’ PCK for teaching algorithms, except for Sulmont, Patitsas and Cooperstock 

(2019) who investigated the difficulties of teaching ML to non-STEM (non-science, technology, 

engineering, and mathematics) students.  

3 Methodology 

The study focused on instructors’ competence to teach DS by using a 16-construct questionnaire 

that was based on the PCK framework as a way to understand the scope of what DS PCK could be.  

Data was collected via an online questionnaire. Quantitative data were analyzed using simple 

descriptive statistics. 

 

3.1 Participants demographics  

A total of 26 instructors participated in the study. These participants were selected using purposeful 

sampling method. Table 3 shows the demographical information of the study participants.  

 

Category Sub-category Frequency Percentage 

Sex Male 21 80.8 

Female 5 19.2 

Highest Qualification Master’s Degree 8 30.8 

Honours Degree 7 26.9 

Bachelor’s Degree 10 38.5 

Others 1 3.8 

Years of Experience Less than 1 year 4 15.4 

1 to 5 years of Experience 6 23.1 

+5 years of Experience 4 15.4 

+10 years of Experience 12 46.2 

Age  18 to 35 years 4 16.7 

36 to 55 years 20 83.3 

Level of data science 

qualification teaching at  

Short Learning Programme (e.g., 

MOOCs, Badges, micro-

credentials) 

8 30.8 

Undergraduate level (e.g., 

Bachelor’s Degree, Diploma, 

Higher Certificate) 

11 42.3 

Postgraduate level (Honours, 

Masters, Doctorate) 

7 269 

Table 3: Demographics of study participants  
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4 Results and findings 

This section provides details on how the data was captured, described, analysed, and interpreted 

systematically.  

4.1 Descriptive statistics 

Central tendency measures 

Central tendency measures were conducted to assess how centred the distribution of the constructs 

involved in the study is. A five-point Likert scale where the value 1 corresponds to “Strongly disagree” 

and the value 5 corresponds to “Strongly agree” was applied to measure the following constructs: 

Content Knowledge (CK), Pedagogical Knowledge (PK), and Pedagogical Content Knowledge (PCK). 

Table 4 summarises the responses of the participants with only high frequency in each category being 

reported. 

 

Category Questions measure Frequency Percentage 

Content 

Knowledge 

I am familiar with data science 

tools, processes, and technique 

To a great extent 11 42.3 

I do understand various concepts 

of data science 

To a great extent 11 42.3 

I know what data science students 

should be taught in terms of 

content 

To a great extent 11 42.3 

I have knowledge and 

understanding of data science and 

what it entails 

To a great extent 12 46.2 

I am familiar with the data science 

curriculum and syllabus 

To a great extent 10 38.5 

I can create materials that map to a 

specific level of proficiency 

among students in teaching data 

science 

To a great extent 10 38.5 

Pedagogical 

Knowledge 

I know of the different processes 

and practices of teaching e.g. 

establishing learning objectives 

To a large extent 13 50 

I know how to organize a 

classroom and manage students 

during instruction 

To a great extent 15 57.7 

I can differentiate between various 

instructional strategies (teaching 

pedagogies) 

To a large extent 12 46.2 

I can use various teaching 

pedagogies 

To a great extent 12 46.2 

I know how to align learning 

outcomes and assessment 

opportunities with the teaching 

pedagogy 

To a great extent 14 53.8 

I know how to teach in a 

multidisciplinary setting 

To a large extent 15 57.7 
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I can identify different strategies 

for evaluating student 

understanding 

To a large extent 12 46.2 

Pedagogical 

Content 

Knowledge 

I know how to teach data science 
topics/concepts using 
appropriate teaching 
pedagogies 

To a great extent 13 50 

I know how to pair teaching 
pedagogy with data science 
concepts when preparing and 
delivering the content 

To a large extent 12 46.2 

I know the teaching pedagogies 
that are appropriate for data 
science education 

To a large extent 14 53.8 

Table 4: Summary of descriptive statistics on PCK 

  

• Content Knowledge 

Instructors were asked about their content knowledge of DS. Six questions were posed to 

participants to establish their level of knowledge. The results indicate that, to a great extent, 46,2% of 

instructors have the required knowledge and understanding of DS. In the same vein, 42,3% of the 

instructors were found to be familiar with DS tools, processes, and techniques; understand various 

concepts of DS; and know what students should be taught in terms of content. The overall mean (4,12) 

indicates that most instructors have, to a large extent, the requisite content knowledge. 

• Pedagogical Knowledge 

Instructors were asked about their pedagogical knowledge of DS. Seven questions were asked to 

establish their level of knowledge. The results indicate that the majority (57,7%) of instructors know to 

a large extent how to teach in a multidisciplinary setting. Following in the same pattern, 57,7% of the 

instructors, to a great extent, know how to organize a classroom and manage students during instruction. 

Furthermore, 53,8% of the instructors know, to a great extent, how to align learning outcomes and 

assessment opportunities with the teaching pedagogy. Whereas 50% of the instructors were found to 

be, to a large extent, knowledgeable of the different processes and practices of teaching e.g., establishing 

learning objectives,; 50% of the instructors could, to a great extent, identify different strategies for 

evaluating student understanding. 

The overall mean results (4,35) indicate that most instructors, to a large extent, have Pedagogical 

Knowledge. 

• Pedagogical Content Knowledge 

Instructors were questioned about their pedagogical knowledge of DS, and 3 questions were posed 

to establish the level of their knowledge. Based on the results generated from, Results of this part of the 

study revealed that slightly over half (53,8%) of the instructors, to a large extent, know the teaching 

pedagogies appropriate for DSE. Analogously, 50% of the instructors, to a great extent, know how to 

teach DS topics/concepts using appropriate teaching pedagogies. Lastly, only 46,2% of the instructors 

(to a large extent) know how to pair teaching pedagogy with data science concepts when preparing and 

delivering the content. The mean score (4,13) suggests that most of the instructors, to a large extent, 

have pedagogical content knowledge. 

 

Cross tabulations 
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Cross-tabulation enables quantitative analysis of the data to understand the relationship or 

correlation between multiple variables. Several relationships were studied and the results 

obtained are discussed below: 

 

• The relationship between business understanding and the level of DS qualification they teach 

- the results revealed that 80% of instructors that teach at the postgraduate level often teach 

business requirement (business understanding). In comparison, 50% of instructors that teach 

at the undergraduate level always teach business understanding. 

• The relationship between data understanding and the level of DS qualification they teach -  

The results indicate that 38.5% of the instructors that teach at the postgraduate level often 

teach data understanding. In contrast, a substantial majority of the instructors (83.3%) that 

teach at the undergraduate level always teach data understanding. 

• The relationship between data preparation and the level of DS qualification they teach - the 

results indicate that most (63.6%) of the instructors that teach at the undergraduate level 

always teach data preparation. 

• The relationship between data modeling and the level of DS qualification they teach - the 

results indicate that less than half (45.5%) of the instructors that teach at the undergraduate 

level often teach data modeling. 

• The relationship between model evaluation and the level of DS qualification they teach - the 

results show that half of the instructors that teach short learning programmes rarely teach 

model evaluation. In comparison, a mere 40% of the instructors that teach at the 

undergraduate level often teach model evaluation.  

• The relationship between deployment and the level of DS qualification they teach - the 

results indicate that 80% of instructors that teach DS at the undergraduate always teach how 

models are deployed. 

5 Discussion 

DSE demands an interdisciplinary curriculum (Twinomurinzi et al., 2022), and instructors are 

compelled to employ multiple pedagogies to deliver this curriculum (Asamoah, Doran & Schiller, 

2020). When applying PCK, it is envisioned that instructors incorporate their interdisciplinary 

pedagogical knowledge into teaching data science. It is expected that instructors with over 10 years of 

teaching experience have the requisite experience to use different pedagogies to teach the curricula. 

However, their experience may not pertain to teaching data science considering that it is fairly new and 

emerging discipline. It should be borne in mind that data science instructors are responsible for 

researching, preparing, conducting, and reviewing educational programs. That being the case, they are 

also responsible for developing new skills for data scientists. Essentially, instructors may need to 

enhance their knowledge to fit current trends and familiarize themselves with the content and its 

application in the real world. This implies that HLIs need resources to capacitate and develop instructors 

as new trends emerge. For instance, instructors who may not be acquainted with Auto ML or have 

expertise in Hadoop and Spark could form part of a continuous development or life-long learning 

program. 

 

Reasons behind gender-based differences in the adoption and use of technology continue to be a 

challenge that is not addressed by research. Work on the dominance of technology used by males as 

compared to females is abound (Dichev & Dicheva, 2017). Shahbaz et al. (2020) reported that, when 

compared with females, males feel data analytics is powerful and more useful. It is evident from the 

low participation rate of female DS instructors in this study that gender gaps still persist in the field of 

 

Preprints of Proceedings of 
NEMISA Digital Skills Conference (Colloquium) 2023 
15-17 February 2023

75 Coastlands Umhlanga Hotel & Convention Centre 
Durban, South Africa 

ISBN: 978-0-6397-0845-4 (e-book) 
ISBN: 978-0-6397-0844-7 (print)



10 

 

technology, especially DSE. Partnerships with different communities need to be explored to improve 

the  

under-representation of women (Gundlach & Ward, 2021). In education, PCK is necessary to determine 

gender factors impacting the adoption and use of technology (Saeli et al., 2011). 

 

Model evaluation is not often taught as part of the curriculum. While this step is often overlooked, its 

significance has triggered the need to standardize it (Baier, Jöhren & Seebacher, 2019). Castellanos et 

al. (2019) have noted that while the industry has shown more interest in data science models, the 

deployment rate of these models is still very low. One of the reasons could be that the models are not 

evaluated to establish whether they satisfy all business objectives to qualify for deployment. There is 

also a possibility that the deployment phase and skills applied are not DS-focused (Ackermann et al., 

2018; Baier, Jöhren & Seebacher, 2019). This accentuates the importance of a DS project framework 

to guide the development of DS programs. Furthermore, such an approach will contribute towards 

addressing technical and non-technical challenges that are often experienced during the deployment 

stage (Baier, Jöhren & Seebacher, 2019). The results reported herein revealed the gaps in the inclusion 

of model deployment in DS teaching and learning. Previous work has also identified these factors 

(Davenport & Malone, 2021). While it is important to build a working model, it is also important to 

determine how the industry receives these models and how they are deployed to improve their adoption 

(Ackermann et al., 2018). Previous work indicates that it is difficult to teach the deployment of models 

in an educational setting (Jaggia et al., 2020). This could imply inexperience or a lack of skills in DS 

infrastructure (Castellanos et al., 2019).  

 

While computer science undergraduate programs are the popular preference for DS (Mike, 2020), 

incorporating DS into domain programs can be of immense benefit (Castellanos et al., 2019; Davenport 

& Malone, 2021). It is important to understand that the nature of DS has distinct needs and significance 

depending on the organisation or domain. The same can be said of the way DS is taught to science and 

non-science students. Such an understanding can be achieved through pedagogical advancements which 

provide new ways to teach DS concepts and thus build a workforce that is industry relevant. In addition, 

DS offerings at postgraduate level has the potential to elevate the skills levels of students when they are 

busy with their studies (Hosack & Sagers, 2015). Having knowledgeable instructors has the ability to 

support the attainment of advanced analytical skills.  

Business understanding and data understanding appeared to be more common in undergraduate 

programs. These two components are crucial in any DS project. One of the important data challenges 

is that it moves very fast in different cycles thus leading to data skills being outdated rapidly. It is rather 

necessary to keep up with new trends and establish a relationship with leading industries for joined 

initiatives on DSE (Mikalef et al., 2018). PCK is considered powerful in influencing the pedagogical 

thinking that is necessary for DSE. To illustrate this point, instructors’ unfamiliarity with data could be 

alleviated through continuous professional development in a form of short courses (such as micro-

credentials or MOOCs) and workshops (Saddiqa et al., 2021). In a fast-paced industry and ever-

changing technologies, micro-credentials offer a better flexible solution for skilling individuals 

(Msweli, Twinomurinzi & Ismail, 2022).  

Therefore, academic training, related industry experience, licensure, prior training, or lecturing 

experience are required. Knowledge of statistics, programming, data visualization, big data, and 

building models (machine learning) is also required. 
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6 Conclusion, Implications, Limitations, and Areas for further 

research 

 

PCK for DS instructors is important since DS programs are becoming easily available and are thus 

accepting students from various backgrounds. Teaching in this field comes with opportunities and 

challenges. The purpose of this study was to investigate the extent to which the PCK framework 

resonated with the competence of DS lecturers and how it influences the teaching practices in DSE. The 

study examined how the PCK framework can be adopted to assess the instructor's knowledge of 

teaching DS. Therefore, this paper contributes to the body of knowledge by understanding the 

confidence and competence of those that are teaching or aspire to teach DS. This contribution presents 

a gap in DS offerings where there is no guidance on how and at what level the specific DS content 

should be presented, and how it should be presented. The study immediately found fewer female data 

science instructors. This prompt the need to study gender differences to find the moderating factors 

behind the low representation of females in data science educational contexts. 

A need still exists to clearly define the roles of data scientists so that they can be trained accordingly. 

For example, their involvement in model evaluation and deployment is not clear. Research is needed in 

this regard to establish the data scientist’s involvement in data science projects. This study has revealed 

that PCK is useful to instructors when addressing the following knowledge questions: What are the 

reasons behind teaching a specific DS program?; What DS concepts should be taught by instructors?;  

What challenges or misconceptions do students encounter within these concepts; and, How should these 

concepts be taught? Furthermore, it is useful to understand the target audience of the intended course. 

The overall data science field is unstable and advancing rapidly. Therefore, the findings and 

recommendations of this present study include emphasizing the importance of continued learning. Such 

an approach will enable instructors to acquire new data science knowledge and competencies that 

currently do not exist, thus making it easier to disseminate the purported new knowledge during lesson 

delivery. This continued learning can be undertaken or achieved through training and workshops, 

research, or collaborative partnerships with industry. Faculty heads may need to invest resources to 

improve the quality of teaching and the confidence of data science instructors. This will further require 

the cooperation of both HLI management and instructors to ensure effective teaching. This research 

advocates for the use of the PCK framework to improve the teaching and learning of multidisciplinary 

data science curricula. 

 

LIMITATIONS AND AREAS FOR FUTURE WORK 

The study only considered PCK without exploring other factors that might influence the knowledge 

of teaching DS. The PCK is content general, it does not apply to any specific subject. Therefore, where 

there are challenges or complex concepts, PCK might not be relevant. The other limitation is that the 

sample size used in this study was too small and based on a single under-developed region. Future 

studies can increase the sample size and focus on other regions that are, for example, well off. 

Further work needs to consider various factors and how they affect knowledge.  

The study further suggests the following for future research: 

• Alignment of DS programs with CRISP-DM or the adoption of other similar frameworks. 

• Investigate ways/methods of teaching evaluation and deployment as part of the DS 

curriculum. 

• Investigate which pedagogies work better with DS concepts. 

• Enquiry on importance of industry knowledge and experience among DS instructors. 

• Gender inequality in a DS discipline. 
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This research recommends the use of the PCK model in the educational field to plan, organize and 

carry out DSE activities. 
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Abstract 

One of the key goals of higher education institutions (HEIs) is student career success. 

In HEIs, students are given the necessary subject-specific information, skills, and 

experience to achieve this. In South Africa, which has historically been one of the 

technological leaders in Africa, there are currently insufficient Fourth Industrial 

Revolution (4IR) specialists graduating from higher education to meet the rising need for 

a skilled workforce in those fields. The completion rate of supplementary online courses 

to expand this 4IR skills base is also a major concern. In this paper, we report on the 

strategy implemented to improve the course completion rate of a self-selected sample of 

students who attended face-to-face Data Science introduction workshops in the Eastern 

Cape province of South Africa. We achieved a 76% completion rate of two MOOCs 

courses in these workshops. We examined the contribution of the participant’s personal 

factors and background contextual factors. We also listed any other factors suggested by 

the students, which collectively contribute to the learning experience construct of the 

social cognitive career theory (SCCT) and serve as a practical means of improving 4IR 

skills exposure and the outcome expectations. Therefore, this paper shows the mechanism 

which can be used to offer 4IR programmes, in HEIs, to raise students' self-efficacy and 

outcome expectations in fields such as Data Science. In addition, the learning experience 

inputs can be utilized to increase students' interest in majoring in 4IR courses. 

1 Introduction 

Massive Open Online Courses (MOOCs) are online programs intended for open (free) enrollment 

to a large audience. MOOCs offer a cost-effective and flexible method to master new skills, enhance 

careers, and deliver high-quality educational experiences on a large scale. MOOCs are an example of a 

self-paced learning strategy, which can be used for career advancement and supplemental learning. 

Other learning strategies include the use of internet resources, academic databases and discussion 

forums. The first MOOC was founded by Dave Cormier and was based on the connectivist theory of 

learning which emphasizes communal over individual learning (Mooc.org, 2023). Sustainable 
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Development Goal 4 (SDG4) of the United Nations (UN), which calls for "inclusive and equitable 

quality education. for everyone," is in accordance with the idea of MOOCs (United Nations, 2023). 

Given the high young unemployment rate, which positively correlates with limited education, SDG4 

should be adopted by developing nations like South Africa (SA). Even though MOOCs have the 

potential to enhance educational results, countries still struggle to fully accept, integrate, and utilize 

them. For example, one publication states that the MOOCs current completion rate is 7–13% 

(Nesterowicz et al., 2022).  

South Africa has twenty six public universities distributed throughout its nine provinces (SA 

Department of Basic Education, 2021). Four of them are located in the Eastern Cape province. None of 

the universities in the Eastern Cape provide Data Science courses as part of their regular curricula, 

according to (Twinomurinzi et al., 2022). Data Science is an interdisciplinary field with an emphasis 

on information extraction from data sets, which are frequently very large in size. The field includes 

analysis, preparing data for analysis, and presenting results to support organizational choices [5]. We 

see MOOCs as a viable alternative for building Data Scientists in the Eastern Cape. MOOCs can provide 

free access to online courses in HEI, in a variety of topic areas, including Data Science, for as many 

people as is practical. The principle that "information should be given freely and the desire to learn 

should be satisfied without demographic, economic, and geographical limits" is the foundation of 

MOOCs (Mooc.org, 2023).   

We opted to use the learning experience construct of the social cognitive career theory (SCCT) 

model to assess the adoption of the Data Science programmes in a pilot workshop conducted at an 

Eastern Cape HEI. Robert W. Lent, Steven D. Brown, and Gail Hackett developed the SCCT model 

shown in Figure 1 (Medugorac et al., 2020), in 1994. It is a career development theory that explains 

how individuals make career choices by considering their personal and environmental factors, including 

their personal beliefs and attitudes, their self-efficacy, their outcome expectations, and their situational 

factors. It provides a systematic explanation for career development, respond to development of times 

as stated by (Buthelezi et al., 2009) and helps on focusing on special group like the youth on 4IR career 

The theory proposes that individuals make career decisions based on a dynamic interaction between 

their internal cognitive and affective processes and external environmental factors. SCCT provides a 

framework for understanding the complex process of career decision making and can be used to guide 

career counseling and support individuals in making informed career choices. It has gained appeal as a 

theoretical framework for examining career-related decisions across a range of groups, including jobs 

in Science, Technology, Engineering, and Mathematics (STEM). It is based on Albert Bandura's social 

cognition theory. Over the past 20 years, the SCCT model has been applied in numerous contexts to 

examine both professional and academic behavior. Its premise is that the best explanation for career 

development and decisions connected to careers is the consequence of a complicated web of interrelated 

elements.  

The theory also offers opportunities for social support by instilling expectations, self-efficacy and 

through the use of observational learning as well as some reinforcements in order to achieve change in 

behavior. It further assist on personal judgment as to how well an individual can be able to execute a 

course of action which they are required to encounter with contemporary situations like the era of 4IR.  

(Buthelezi et al., 2009) specified that SCCT helps to construct a three factor interaction of careers which 

is crucial on this aspect too which comprise of  

1. Self efficacy (can I do this),  

2. Outcome expectations (what will happen if one doe it),  

3. Personal goal (this regards to as how much one wants to do it). 
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Figure 1: SCCT model (Medugorac et al., 2020) adapted as follows: we study factors highlighted in blue and 

relationships are indicated by dashed lines, while the remaining variables and factors are represented by solid 

lines. 

According to SCCT (Figure 1), the career-relevant learning experience construct is influenced by 

individual inputs (e.g. gender and predispositions) and background contextual affordances. Learning 

experiences also includes performance successes, vicarious learning, social persuasion, and 

physiological arousal [6]. In order to understand the potential influences on students in HEI and their 

acceptance of MOOCs, a pilot survey was conducted to identity whether personal and background 

characteristics influenced students' MOOC learning experiences. We examined these learning 

experience precursors (highlighted in blue in Figure 1), to determine the extent in which they influenced 

students’ completion of MOOCs courses. The respondents also shed some light on additional factors 

that affect MOOCs completion and those that could improve these online programs in developing 

countries. We also discuss 1) the aspects of the Data Science MOOCs that the respondents consider 

useful or valuable and 2) suggestions by the respondents on how to improve the courses. The following 

research questions were addressed: 

• RQ1: What are the personal and background contextual characteristics of the self-group of HEI 

students undertaking MOOCs in the Data Science domain? 

• RQ2: What other factors can improve MOOCs completion? 

The rest of the paper is structured as follows: Section 2 describes the method used to collect data, 

Section 3 is the results and discussions and, Section 5 is the conclusion. 

 

2 Method 

In (Class Central, n.d.), IBM is listed as a provider of MOOCs. The choice to use its platform was 

based on the availability of free, industry-related courses to increase student competence. We invited 

first and second year Information Technology (IT) students based at a HEI in the Eastern Cape to a 

face-to-face workshop to introduce two Data Science courses offered on the IBM online platform. The 

purpose of the workshop was to introduce students to self-learning technologies and educational 

opportunities so they update their knowledge, skills, and understanding. IBM offers each participant 

free access to content, course material, lab exercises, and a certificate. Text, videos, online access to 

labs, and an examination at the end of each course comprise the content.  
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The courses chosen were Data Science 101 (IBM, n.d.-a)and Data Science Tools (IBM, n.d.-b). The 

students were required to bring their laptops and headphones to the workshops. We made use of wireless 

internet-equipped university facilities. At the end of the workshop, we used an online instrument to 

conduct a survey where willing workshop participants gave feedback on the following elements:   

1. Personal inputs such as gender, age, and ethnicity; 

2. Background contextual affordances, including hometown, highest qualification earned, grades 

in math and English in the matriculation, prior online training, and successful completion of 

online training; 

3. Aspects of the workshop and courses that were considered useful or could be improved. 

We also observed all the participants throughout the session and observed whether respondents 

proceeded with additional online courses after a workshop session. The results from the workshops are 

described in the next sections. 

 

3 Results and discussions 

3.1 Workshop participation 

Three Data Science pilot face-to-face workshops took place in October 2022. Table 1 shows the 

number of students who 1) expressed their interest in the workshops, 2) attended the workshops and 3) 

completed the online survey. In summary, 320 students expressed their interest in the workshops, 2) 

201 students (or participants) attended and 3) 72 students (or respondents) completed the online survey 

to evaluate their learning experience. The three venues used for the workshops could to accommodate 

40, 70 and 100 students, respectively. Due to space restrictions, additional students who had not rsvped 

were turned away. None of the participants had previously undertaken any IBM online courses; new 

online IBM platform user accounts were created for all of them. 

 
 Expressed interest Participated in workshop Completed online survey 

Venue 1 37 26 14 

Venue 2 113 73 50 

Venue 3 170 102 8 

TOTAL 320 201 72 

 
Table 1: Expressed interest vs Participated in workshop vs Completed online survey 

3.2 Survey respondents’ personal inputs 

The survey respondents personal inputs such as gender, age, and ethnicity are summarized in 

this section. These responses represent key pieces of their demographic data. 

39 respondents (or 54.2) were female and 33 respondents (or 45.8%) were male as illustrated in 

Figure 2. This demonstrates that there is a rise in female students who are interested in technology-

related courses at HEIs. The interest in females in technology courses complements the survey by 

Deloitte Worldwide which states that ‘leading global technology organizations will, on average, have 

nearly 33% of women working for them in 2022, up little over 2 percentage points from 2019’(Hupter 

et al., 2021). 

 

Preprints of Proceedings of 
NEMISA Digital Skills Conference (Colloquium) 2023 
15-17 February 2023

86 Coastlands Umhlanga Hotel & Convention Centre 
Durban, South Africa 

ISBN: 978-0-6397-0845-4 (e-book) 
ISBN: 978-0-6397-0844-7 (print)



 

 
Figure 2: Gender of respondents 

 

Figure 3 illustrates that the respondents’ ages ranged from 18 to 34, with a mean age of 22. In the 

South African perspective, all respondents were considered youth. The introduction of Data Science 

courses to them contributes towards the advancement and development of a youthful 4IR workforce. 

 

 
Figure 3: Age distribution of respondents 

The four recognized ethnic groups in South Africa are Blacks (or Africans), Whites, Coloreds, and 

Indians. According to the 2011 census, there are 76.4% of Black South Africans, 9.1% of White South 

Africans, 8.9% of Colored South Africans, 2.5% of Indian South Africans, and 0.5% of 

Other/Unspecified South Africans (“Ethnic Groups in South Africa,” 2022). Figure 4 displays the 

distribution of Data Science survey respondents' ethnic groups. One person was Colored, and the rest 

were African. Therefore, this study was based on non-native English-speaking MOOCs survey 

respondents.  
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Figure 4: Distribution of ethnic groups 

3.3 Survey respondents’ background contextual affordances 

The environmental background elements for the respondents are outlined in this section. We 

summarised the respondents' home areas, their highest degree held at the time they attended the Data 

Science sessions, their matriculation Math and English final results, and whether they had previously 

taken or completed a MOOC. 

The distribution of the survey respondents’ home areas are illustrated in Figure 5 and Figure 6. The 

majority of the students came from the Eastern Cape (68%) province where the university is located. 

10% of the respondents were from Gauteng and 14% of the respondents came from Kwa-Zulu Natal. 

The remaining respondents were from the following geographic regions: Limpopo (6%) and 1.4% from 

Free State, Mpumalanga and North West. There were no Western Cape and Northern Cape respondents.  

Figure 6 shows that 70% of the respondents were from urban areas, while 30% were from rural 

areas. This information demonstrates that the university enrols students from different regions of South 

Africa. The diversity of provinces and rural complement numbers is encouraging because empowering 

students from disadvantaged communities in STEM related careers is a significant step towards 

breaking the cycle of poverty, crime, and unemployment. 

 

 
Figure 5: Distribution of respondents' home province 
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Figure 6: Distribution of respondents’ home area 

 

Amongst the respondents, 62 (or 86.3%) noted that Matric (National Senior Certificate) was their 

highest qualification. Matric, which is the qualification earned after completing the Grade 10 to Grade 

12 period of further education and training, is equivalent to NQF level 4. Some of the respondents had 

alternative HEI credentials such as Bachelor, BTech and Diplomas. The distribution of the respondent’s 

highest qualifications are illustrated in Figure 7. 

 

. 
Figure 7: Distribution of highest qualifications 

There are numerous concerns about the state of South Africa's educational system, particularly in 

Science and Mathematics subjects. All subjects have a standard pass rate of 30%, which sets a low pass 

bar. To make matters worse, more students than ever are choosing to take basic Mathematics Literacy 

exams, which disqualifies them from pursuing the courses that require Mathematics, at universities. We 

asked the respondents to state whether they had undertaken Mathematics Literacy or Mathematics 

examinations at Matric level.  

Since none of the respondents were native English speakers (and the MOOCs chosen were taught 

in English), we also requested their level of English skill. Their English, Mathematics or Mathematics 

Literacy results are illustrated in Figure 8. 
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The respondents' English scores ranged from ‘moderate achievement’ (40–49%) to ‘outstanding 

achievement’ (80–100%). The respondents' average English grade was 60-69% which is considered a 

‘significant accomplishment’ according to (Nethononda, 2022). We concluded that the respondents had 

a good understanding of the language used throughout the IBM course content. 

16 respondents reported on their Mathematics Literacy results and 56 respondents reported on their 

Mathematics results. The fact that more respondents reported on Mathematics results, which is held to 

a higher level, was encouraging. The Mathematics results of the respondents ranged from ‘moderate 

achievement’ (30-39%) to ‘outstanding achievement’ (80-100%), while the Mathematics Literacy 

results ranged from ‘adequate achievement’ (50-59%) to ‘outstanding achievement’ (80-100%). This 

means that the Mathematic average of 40 – 49% was lower than that of Mathematics Literacy (60-69%). 

Figure 8: English, Mathematics and Mathematics Literacy matric results, respectively 

The respondents were asked if they have even taken any MOOC/s prior to these face-to-face 

introduction sessions. 41 (or 57%) responded that they have taken a MOOC before, while 31 

respondents (or 43%) had never done so. These results are illustrated in Figure 9. Although the 

participants did not specify which MOOC they had undertaken, they verbally acknowledged that none 

of the courses they had taken were IBM courses. 

Figure 9: Undertaken online MOOC/s before 
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the participants. The first course, Data Science Foundations – Level 1, covered aspects such as ‘What 

is Data Science?’, ‘Why Data Science?’ and ‘Where to start?’. The second course, ‘Data Science 

Tools’ was a theoretic introduction to Data Science Tools such as Python and R. We observed that all 
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participants were excited to be part of the sessions because there are limited opportunities to study 

Data Science in the Eastern Cape province. 

All 72 survey respondents completed at least one of the two MOOCs over the course of the 

workshop day. Specifically, only one of the 72 respondents completed one course, while the 

respondents completed at least two courses.  

We also observed how many workshop participants completed at least one course during the 

workshop session. 141 (or 70%) of the 201 workshop participants submitted at least one verified IBM 

course completion certificate by the end of the workshop. This MOOC completion rate was 

substantially higher than the MOOC completion rate noted in (Nesterowicz et al., 2022). 

 
Figure 10: Completed at least one IBM MOOC by the end of the workshop session 

We monitored the workshop participants for a month to ascertain whether they would complete 

additional IBM courses on their own. The total number of certificates received by the end of the month 

are illustrated in Figure 11. The highest number of IBM course completions was 12, while the lowest 

number was 0. 12 (or 22%) of the workshop participants were unable to finish any IBM course and 36 

participant’s finished just one course. This means that 24% of the participants did not fulfill the 

workshop requirements, while 76% completed the two IBM courses. 

 

 
Figure 11: Certificates received between October and November 2022 from all workshop participants 
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3.4 Other survey feedback 

The online survey respondents were asked what aspects of the workshop and course content they 

found valuable. The respondents appreciated exposure to Data Science concepts, basics and tools and 

the fact that the content was relevant to students who were not in the IT field. They felt confident that 

they could do more with the introductory skills which they had learnt.  

In terms of the course layout, some respondents noted that it was useful that the MOOCs were in 

the form of video content which featured interviews of Data Scientist’s personal experiences. The 

introduction of programming languages such as R and Python and the prospect of practically acquiring 

additional programming skills made them verbally commit to exploring more courses on the IBM 

platform. They also appreciated that there were quizzes and an examination to test their knowledge, 

although they would have preferred class discussions. The respondents felt that the course completion 

certificate was the most valuable component of the workshop as it would assist them in applying for 

jobs in the future. 

The survey respondents provided feedback on what aspects of the workshop, course content and 

general learning can be improved. The respondents’ main point was that coaching sessions, such as this 

workshop series, were critical in increasing the exposure of Data Science courses in the Eastern Cape. 

They felt that it was the responsibility of HEI to conduct these coaching sessions. This is in line with 

the social persuasion component of learning experiences, in the SCCT model. Through coaching, the 

participants were taught to believe that they could effectively obtain Data Science skills. They further 

suggested that the workshops and content should be more accessible and be introduced to learners in 

high school. If possible, these workshops should be incentivized. The face-to-face workshops, through 

coaching, were an opportunity for the physiological arousal of individuals’ about MOOCs. 

The respondents noted that more class discussions sessions should be allowed in order for MOOCs 

courses to be easier. The workshop session only allowed limited interaction between participants. We 

found that the concept of vicarious learning influenced the completion rate as the participants saw others 

completing the MOOCs successfully. However, a few respondents felt that learning as individuals was 

more fruitful, therefore the workshops should be offered online only. Performance success based on the 

completion of the first MOOC encouraged most participants to complete the second MOOC with more 

ease. While some respondents stated that more advanced MOOCs content and more practical work 

(instead of theory) should be introduced in the future; the majority of the respondents were content with 

the workshop and MOOCs courses chosen as an introduction. 

The workshop participants were fortunate to have laptops, smartphones and a connection to the 

internet. However, we found that due to electricity challenges, the internet connection was unstable, 

and therefore affected the completion rate of the MOOCs as the online video content could not be 

viewed or downloaded. In a country like South Africa, where at present electricity is a challenge, it 

might be necessary to present offline MOOCs to improve the learning experience. There were additional 

suggestions that MOOC online content should also be printed as this would aid further research and 

studies and to promote continuity. 

4 Conclusions 

This paper reports on a MOOCs workshop series to introduce the concept of Data Science to HEI 

students in the Eastern Cape province of South Africa. We examined traits that are precursors of the 

SCCT's learning experience construct and provide us with a useful way to increase 4IR skill exposure 

and outcome expectancies in IT students enrolled at this particular university. The study showed that 

there is a strong interest in courses such as Data Science in HEI as shown by the number of students 

 

Preprints of Proceedings of 
NEMISA Digital Skills Conference (Colloquium) 2023 
15-17 February 2023

92 Coastlands Umhlanga Hotel & Convention Centre 
Durban, South Africa 

ISBN: 978-0-6397-0845-4 (e-book) 
ISBN: 978-0-6397-0844-7 (print)



who expressed their interest and the course completion rate of 76%. We noted the lack of Data Science 

programmes in the Eastern Cape province, therefore the findings demonstrated that the skill-base in this 

field can be increased if more effort is put by HEIs into establishing 4IR training programmes through 

MOOCs. Encouraging youth to develop skills is one of the first stages in creating the 4IR workforce 

and can aid in achieving SDGs. The concept of formally integrating MOOCs into HEI curriculum is a 

mechanism which can be used globally to increase the skills development of students. 

Before a conclusion can be drawn regarding their learning experiences effect on student 

development, more research measurements and analyses are necessary on other constructs such as 

outcome expectations and self-efficacy in the SCCT model. Our analysis invites further exploration 

into other constructs in the SCCT model. Future studies should examine the MOOCs results and make 

use of hypothesis testing to determine how effective 4IR programmes are.  

One of the study's limitations was the non-normality of the data in this sample; there were very few 

variances especially in the respondents demographic data. According to the features of the sample, 

students who took the Data Science introduction had high levels of interest before data collection, which 

probably affected the predictive value of these dimensions in subsequent analyses. This study suffers 

from problems related to voluntary responding, as certain groups are more likely to participate in a 

research, due to their personal characteristics. The participation of female respondents to male 

respondents was almost equal. 

Students can improve 4IR skills and personal performance standards through ongoing physical 

exposure to online courses. People are likely to set objectives for maintaining or growing their 

involvement in an activity as soon as they become interested in it. People are more likely to develop a 

long-lasting interest in a task when they believe they are capable of executing it and when they anticipate 

the task will result in positive outcomes. The implementation of finely planned support of community 

and institutions for career choices in sustainability may be useful in giving rise to careers supporting 

the transition to more sustainable forms of economy. 
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Factors Contributing to Cybersecurity 

Awareness, Education and Training 
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Abstract 

This paper aims to identify the contributing factors for successful cybersecurity 

awareness, education, training, programs. The study adopted the systematic literature 

review method and included 58 primary studies. The study explores approaches for 

cybersecurity awareness, education and training to improve cybersecurity skills and 

practice in the extant literature. The study offers several recommendations towards 

effective cybersecurity awareness, education and training programs. 

Keywords: Digital Skills, Cybersecurity, Cybercrime, Awareness, Education, 

Training  

1 Introduction 

The past few decades have seen an increasing reliance on information and communication 

technologies (ICT’s) and the internet throughout various sectors of society. With this growing reliance 

on technology there has also been an upsurge in cyber threats and cyber related crimes 

(Muthuppalaniappan & Stevenson, 2021). Additionally, it is noted that during the recent COVID-19 

pandemic an increasing number of organisations shifted to digital modes of operation due to the social 

distancing requirements (Naidoo, 2020). Consumers have also progressively accepted more online 

formats of shopping, education, entertainment and digital communication channels as their new normal. 

It is evident that the internet permeates many areas of society (Akdemir & Lawless, 2020). The context 

of the COVID-19 pandemic also further exacerbated the challenges faced with cyber related crimes 

(Naidoo, 2020) (Muthuppalaniappan & Stevenson, 2021). Even as we enter a post-pandemic phase the 

trend in people falling prey to cybercrimes continues on an upward trajectory (Monteith, et al., 2021). 

Literature reports that the human elements are a dominant component of cybersecurity since people’s 

behaviours, personality traits, online activities, and attitudes towards technology impact their 

* Masterminded EasyChair and created the first stable version of this document
† Created the first draft of this document
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vulnerability online (Monteith, et al., 2021). The human aspects are the main facilitator of victimisation 

in cybercrime (Akdemir & Lawless, 2020) and humans are often referred to as the weakest link in 

cybersecurity (Aldawood & Skinner, 2018). The literature highlights that one of the ways to fight cyber 

related crimes and particularly address weaknesses related to the human element is to increase 

awareness, education and training programmes (Bele, Dimc, Rozman, & Jemec, 2014) (Aldawood & 

Skinner, 2018).  This study sought to understand the contributing factors for successful cybersecurity 

awareness, education, training, and skills programs as reported in the extant literature. The study 

adopted the systematic literature review (SLR) method to identify awareness and education approaches 

that may support safer cybersecurity practices,  reduce cybersecurity incidents and cyber related crime.  

2  Cybersecurity Overview 

Cybersecurity is defined as “the collection of tools, policies, security concepts, security safeguards, 

guidelines, risk management approaches, actions, training, best practices, assurance and technologies” 

that are used to protect users from cybercrimes (von Solms & van Niekerk, 2013). Cybersecurity can 

also be understood as securing hardware, software, data and information that exists in an online system 

from various types of breach (Tirumala, Valluri, & Babu, 2019).  

 

Cybercrime is a broad term and encompasses criminal activity involving computers or computer 

networks. Examples of cybercrimes range from advanced fee fraud scams and general online confidence 

schemes to unauthorized access and copyright infringement. Despite continuous intervention by 

institutions and governments to curb the rise of cyber criminality, due to increasing digital 

interconnectivity, millions of people worldwide are continuing to be negatively affected by cybercrimes 

annually.  Cybersecurity awareness, education, and training are three areas that can be considered to 

improve a user’s cybersecurity detection and prevention competencies and skills (Holdsworth & Apeh, 

2017).  

 

2.1 Impact of Cybercrime 

There are various types of cybercrime that organisations may suffer as identified by (Paoli, 

Visschers, & Verstraete, 2018) and these include: the illegal access to IT systems, cyber espionage, data 

or system interference, cyber extortion and internet fraud. Individuals are increasingly becoming targets 

of phishing attacks resulting in billions of dollars lost annually (Jensen, Dinger, Wright, & Thatcher, 

2017). Individuals can be attacked by malware, trojans, ransomaware, identity theft and loss of sensitive 

information such as credit card details or passwords. Organisations on the other hand suffer losses due 

to cybercrime which can be related to: material costs (e.g. damage to infrastructure), personnel costs 

(the time spent by employees addressing the cyber incidents), hardware and software replacement, loss 

of assets, revenues lost, reputational harm and loss of privacy (Paoli, Visschers, & Verstraete, 2018).  

 

Approximately 15 million data records were exposed worldwide through data breaches over the 3rd 

quarter of 2022 representing a 37% increase from the previous quarter (Statista, 2022). There is concern 

that these trends will continue to grow. Governments from around the world have observed the 

destruction caused by cybercrimes and are continuously trying to combat these activities. Government 

approaches for combating cybercrimes vary but generally involve collaborating with other governments 

and agencies to better police the wide geographical reach of the crimes; and criminalizing cybercrimes 

broadly to discourage the behaviour (Broadhurst, 2006). Organisations and institutions also implement 

special protection and securities to reduce system vulnerabilities, but it is still almost impossible to 

prevent cyberthreats, especially from a global perspective (Broadhurst, 2006). Although the increasing 
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policing, regulations and security advances assist in mitigating and preventing some of the damage done 

by cyber criminals, cybercrime continues to be a burdening issue affecting millions of people, 

organisations, and governments every year. A significant contributing factor to the prevalence of cyber 

security is vulnerabilities in systems and as well as in people (Platsis, 2019). 

2.2 Cybersecurity Awareness, Education and Training 

Cybersecurity awareness is the understanding and awareness of cybersecurity threats to enhance a 

person’s ability protect themselves against cyber-attacks in the online context (Muhirwe & White, 

2016). It is the ability of being mindful and alert by performing tasks in a secured manner when utilizing 

a computer or mobile device. The factors that contribute to cybersecurity awareness are the users 

knowledge, attitude and behaviours (Muhirwe & White, 2016). Efforts towards user awareness and 

ongoing education are both considered essential in the fight against of cyber threats (Smyth, Curran, & 

McKelvey, 2019). Awareness, educational programmes and training can drive an effective and 

appropriate cybersecurity culture (Smyth, Curran, & McKelvey, 2019). 

The goal of cybersecurity education is to instil long lasting skills and change behaviours . However, 

it is noted that organization may find that implementing effective cybersecurity education and training 

is challenging. Cybersecurity education should assist users in understanding various concepts (Javidi & 

Sheybani, 2018) and additionally it should be targeted such that it helps users stop old behaviours and 

adopt new practices aligned with internet safety (Smyth, Curran, & McKelvey, 2019). 

3 Research Method 

The study adopted the SLR method and aimed to address the following research question: “what are 

the contributing factors for effective cyber security education, training, and awareness programs?”. The 

SLR approach is explained below.  

3.1 Search, Screening and Selection Process 

The journal articles and conference papers for this systematic literature review were searched using 

a search string which included the following key terms (and applicable synonyms):  

• Critical success factors

• Cybersecurity

• Awareness

• Education

• Training

The search was conducted by using the following databases: IEEE Xplore Digital Library; WorldCat 

Discovery Service; Emerald Insight; ProQuest; and ScienceDirect. The search resulted in 3927 articles 

that were returned. These were evaluated against the predefined inclusion and exclusion criteria: 

Table 1: SLR Inclusion and Exclusion Criteria 
Inclusion Criteria Exclusion Criteria 

1. Publications written in the English language. 1. Publications where only the abstract but

not the full text is available.
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2. Publications that presents a method, 

technique, or process for educating, training, 

or raising awareness regarding cyber security 

and cybercrime. 

3. Publications that show how education, 

training, and awareness programs have 

worked. 

4. Publications explaining cyber security and 

cybercrime. 

5. Publications that were published between 

2005 and 2020. 

2. Duplicate papers. 

3. Publications not relating to cybercrime or 

cyber security. 

4. Publications focused on technological 

applications to deter cybercrimes, not 

relating to education, training and 

awareness. 

 

 

 

Figure 1: PRISMA Chart  

 

After evaluating the articles 66 eligible articles remained. These were then taken through a quality 

assessment process.  

3.2 Quality Assessment and Data Analysis  

A further evaluation of the articles was conducted using the following quality assessment questions: 
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1. The study details research about either cyber security education, training and / or awareness 

programs. 

2. The study discusses factors necessary for the successful implementation of cyber security 

education, training, and awareness programs clearly? 

3. Does the article specify/discuss the research design and justify the appropriateness of the 

research design/methodology? 

A scoring system for each question was adopted as follows: 1 point for yes, 0.5 points for partly and 0 

points for no. The scoring of the articles was done to assist in weighing the importance of the studies 

identified during the primary study selection and ensuring that the results of the selected studies would 

be appropriate to answer the research question. This resulted in a final of 58 papers that were used in 

the SLR analysis and discussion.  The data from the studies (articles) was analysed using the thematic 

analysis approach (Maguire & Delahunt, 2017) with the aim of identifying factors contributing to 

cybersecurity awareness, education and training to support appropriate skills and behaviour.  

4 Findings and Discussion 

4.1 Overview of the Studies 

The types of papers that were included for analysis are highlighted below: 

 

Table 2: Study Type   

Study Type Number of Articles 

Review 21 

Case Studies 6 

Survey 21 

Experiment 10 

Total 58 

 

Figure 2: Distribution of papers over the years 
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The following sections discuss the factors that may be considered for successful cybersecurity 

awareness, education, training, and skills programs. 

4.2 Assessing Cybersecurity Awareness 

The first theme and contributing factor is related to assessing the cybersecurity awareness of users. 

It is vital to ensure that the users for the awareness programs are categorized so that the correct 

awareness message is directed towards the right participants (Rahim, Hamid, Mat Kiah, Shamshirband, 

& Furnell, 2015) (Shah, Jones, & Choudrie, 2019) (Takata & Ogura, 2019). Thus, before developing a 

cybersecurity education, training, and awareness program, it is important to assess individuals and tailor 

the programs for the users perceived vulnerabilities. By changing the behaviour of individual users, the 

entire organisational approach to cybersecurity can improve (Chen, Dawn Medlin, & Shaw, 2008). 

There are multiple methods used to assess cybersecurity awareness including: survey- based 

questionnaires, value-focused approaches, vocabulary tests, observations, gaming tools, focus groups, 

direct classroom training, text-based training, discussions in teams, posters, educational presentation, 

online lessons, video-based training, newsletter articles, interviews, accessing user responses to emails, 

document reviews, and elements of situational awareness, which uses scenario-based content to bring 

security threat awareness to the users (Chen, Dawn Medlin, & Shaw, 2008). These methodologies 

should be used together as it will better determine user’s awareness and allow for a more focused 

education and training (Bishop , et al., 2017) (Sari & Prasetio, 2017) (Tschakert & Ngamsuriyaroj, 

2019). 

Users should be assessed based on their vulnerabilities in cybersecurity awareness and education as 

unified training has its drawbacks. The education and training should be based on the person or groups 

actual responsibilities and use of the internet (Aldawood & Skinner, 2019) 

4.3 Pedagogical Approaches 

There are two broad types of training which are computer-based training and instruction- led 

training. Computer-based training can be conducted by training videos, guided instructions, interactive 

applications, web-based courses, and use assessments, quizzes, and mini-challenges to access the 

trainee’s knowledge (Ghafir, et al., 2018) . The advantages of computer-based training are that it is a 

cost-effective training method, that is easy to deliver and has a flexible structure that provides easy 

access to information. Unfortunately, computer-based training does not provide sufficient support or 

help and can also feel redundant for a skilled trainee (Ghafir, et al., 2018). Instruction-led training has 

proven to be a very effective method for behaviour development. This method of training can be as 

training events or workshops (Ghafir, et al., 2018). This approach is effective because it is tailored 

towards the security needs of the organisation or trainees and there is an opportunity for immediate 

direct feedback and face to face communication. Instruction-led training is however costly and takes 

long to conduct. 

Training can also be introduced by a phased approach consisting of two phases. The first phase 

involves creating awareness and giving users knowledge of common and modern cybersecurity threats 

they may face, the ability to distinguish between these cybersecurity threats, and the ability to identify 

phishing emails and fake websites (Frauenstein & von Solms, 2014). The second phase is to train the 

users and provide them with the competencies needed to use the technological controls that assist in 

combatting phishing attacks (Frauenstein & von Solms, 2014). 
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Individual security awareness training programs help users to be able to improve the way they 

protect themselves from cyber threats and report any security violations they witness (Hagen, 

Albrechtsen, & Ole, 2011)  (McCrohan, Engel, , & Harvey, 2010). These awareness programs do not 

last indefinitely in the users’ memory, so they should be performed continuously as opposed to once-

off. It is also effective to incorporate cybersecurity education in schooling system and institutions of 

higher learning as it allows young students to be aware of cybersecurity issues (Ahmed, et al., 2019) 

which can be taken forward into their personal lives and careers. 

Another option is gamification. Gamification, in the context of cybersecurity training, is a technique 

that uses game design and principles to provide cybersecurity education. Gamification is a tool that 

allows e-learning to be interesting and engaging thus capturing the user’s full attention and leading to 

better retention (Holdsworth & Apeh, 2017 ). The benefits of this technique are that there is direct 

communication, in that, the need for user participation and feedback are highlighted in the game design, 

thus improving the results with regards to changes in users cybersecurity awareness and behaviour in 

an appealing and enjoyable manner (Alotaibi, Furnell, Stengel, & Papadaki, 2017) (Tioh & Mina, 2015). 

This approach of active engagement greatly improves the retention of knowledge amongst the users 

learning it and the game design additionally allows for flexibility and inclusivity in any topic (Alotaibi, 

Furnell, Stengel, & Papadaki, 2017) (Labuschagne, Veerasamy, Burke, & Eloff, 2011). Gamification 

also improves richness of the information. The richness of security awareness information refers to the 

various forms of media that can be used, such as hypermedia, multimedia, and hypertext. The use of 

these media types allows for training material to be presented visually and highlight critical concepts 

and the relationships between the concepts clearly (Labuschagne, Veerasamy, Burke, & Eloff, 2011).  

Gamification usually works by simulating cybersecurity threats. The scenarios typically include 

topics such as identity theft, password management, dealing with worms and trojans, filters, patches, 

and working with links (Labuschagne, Veerasamy, Burke, & Eloff, 2011). In the training environment, 

anytime a risk is identified the application shows short eye catching tutorials that explain the problem 

shortly and concisely (Kirlappos & Sasse, 2012). Game-based learning is more effective than traditional 

and hands-on training as it combines elements from both types of training. The effect of hiding the 

knowledge and education in the appearance of a game, makes it easier for adoption (Tioh & Mina, 

2015). Games generally have a short feedback cycle and so users would get their punishments or 

rewards quickly, reinforcing the concepts (Tioh & Mina, 2015). Gamification is a valuable and critical 

technique to incorporate into a cybersecurity awareness, training and education program. 

4.4 Curriculum Considerations 

These programs should teach concepts that come from a large range of cybersecurity threats and the 

curriculum should be tailored to the user’s needs. Awareness topics are classified into novice/beginner, 

intermediate, and advanced levels and users are assessed on each level. Awareness training should not 

only be limited to computers but also mobile phones and any interaction users may have on the internet 

(Zeybek, Yilmaz, & Alper Dogru, 2019). 

The following cybersecurity training topics should be included in programs: 

• Password usage and management. Techniques to crack passwords are getting more

sophisticated and teaching proper password management and frequent changing is essential

(Nagarajan, Allbeck, Sood, & Janssen, 2012).
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• Protection from malware and spam. A complete program must cover topics of the use and

maintenance of anti-virus and anti-malware tools (Nagarajan, Allbeck, Sood, & Janssen,

2012).

• Teaching patch management. Patch management is very critical as patches fix security

faults in the software (Nagarajan, Allbeck, Sood, & Janssen, 2012).

• Social engineering prevention. Social engineering techniques are a big threat to security

systems because they focus on the human element and do not get prevented by tools and

software. Awareness can only be achieved through regular cybersecurity training programs

that focus on social engineering techniques that are employed by cyber criminals

(Nagarajan, Allbeck, Sood, & Janssen, 2012).

• Behavioural cybersecurity, game theory and risk management is also recommended to be

in the curriculum (Patterson, Winston, & Fleming, 2016).

• Online self-efficacy is an individual’s belief in their ability to detect and mitigate

cybersecurity threats. Online self-efficacy can be increased by training and is thus a key

topic (Teimouri, Benrazavi, Griffiths, & Hassan, 2018).

It is very important that users get continuous information about the topics on a regular basis, as 

continuous exposure creates true understanding of the cybersecurity topics (McCrohan, Engel, , & 

Harvey, 2010). Thus the curriculum needs to be updated regularly to reflect current threats. 

4.5 Organizational and Demographic Aspects 

To have a successful cybersecurity awareness programs, there are a few key attributes that must be 

incorporated into the program. These attributes are ensuring support from top management, trying to 

ensure a creative, fun, and interesting learning process, ensuring that content is relevant to the audience 

that is receiving it. Additionally  clear content and explanations of the impact of the cybersecurity 

threats, and the use of different kinds of media, reward systems for users that are learning the most, 

continuously reminding the user of what they have learnt, and making sure there is a way to measure 

the effect and impact that the program (Sari & Prasetio, 2017). 

The language, gender, lifestyles, and ethnicity of the users also need to be considered as this impacts 

the adoption of the cybersecurity initiatives (Alarifi, Tootell, & Hyland, 2012) (Aldawood & Skinner, 

2019). The user’s computer experience also has a significant impact on their cybersecurity awareness 

(Rocha Flores, Holm, Svensson, & Ericsson, 2014). Special consideration must be given to these 

factors, especially language, as users have higher cybersecurity awareness when they are assessed in 

their mother tongue (Kruger, Flowerday, Drevin, & Steyn, 2011). In the case of the adoption of security 

controls, particularly in mobile phones, one study note that female users tend to have a lower awareness 

and adoption than male users (Parker, Ophoff, Van Belle, & Karia, 2015).  

5 Conclusion 

Several success factors needed for cybersecurity awareness, training, and education were identified 

in this study. This systematic literature review search resulted in 3927 articles, and through a screening 

and data quality assessment, identified 58 articles that discuss key considerations for developing and 

implementing cybersecurity awareness, training, and education programs. The key considerations 

focused on the importance of assessing awareness of users, selection of pedagogical approaches, design 
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of the curriculum and supporting organizational and demographic aspects. The factors identified in this 

SLR may be used to inform the creation of cybersecurity awareness, training, and education programs 

towards building the skills and competencies of internet users. By incorporating the factors identified 

in this review, educators can create programs that benefit users of the cyberspace. 
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Abstract 
Data Analytics (BDA) is a crucial component of high-performing e-commerce 

businesses. In South Africa, where SMMEs are key contributors to economic growth, it 
is crucial to understand the resources and capabilities they should have in place to adopt 
BDA and positively impact their business performance. This paper aims to review current 
literature detailing organisational resources, BDA, and its impact on the business 
performance of South African e-commerce Small, Medium and Micro Enterprises 
(SMMEs) and develop a conceptual framework. While various studies show the impact 
of BDA on business performance in large organisations, and developed and developing 
economies, the impact it has on business performance, as well as that of organisational 
resources and entrepreneurial orientation dimensions on South African e-commerce 
SMMEs, is not well explored. This research adopted a deductive approach, using a 
systematic approach to literature, 411 journal and conference proceedings articles were 
retrieved from 2016 to date. 15 articles were selected after analyses and synthesis through 
a narrative literature approach. Key organisational resources that enable the use of BDA 
were identified from the literature and used to develop a conceptual framework that can 
be used for future studies using empirical data. This research is in progress and the 
preliminary findings were derived through a literature review, that highlights 
organisational resources such as IT infrastructure, IT human resources, financial 
resources, risk-taking, innovativeness and proactiveness as relevant to the usage of BDA 
and its influence on business performance.  

Keywords- Big Data Analytics, SMMEs, E-commerce, Resource-based View, 
Dynamic Capabilities View, Entrepreneurial Orientation 
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1 Introduction 
Big data analytics (BDA) is a growing area of interest, and businesses are becoming aware of its 

value to productivity, profitability, and competitive advantage. BDA is a process needed to understand 
large volumes of data and extract meaningful information and knowledge to gain actionable insights to 
establish a competitive advantage (Ferraris et al., 2019). Studies show the predictive value from 
processing large volumes of data has a strategic potential to transform business processes and create 
capabilities for tackling key business issues (Batistič & van der Laken, 2019).  BDA plays a significant 
role in business innovation through the creation and introduction of new products and services. It 
enables data-driven decision-making and creates innovative ways of managing processes and activities 
that lead to better business performance (Ferraris et al., 2019; Seseni & Mbohwa, 2021). Small, Medium 
and Micro Enterprises (SMMEs) are among businesses that should take advantage of BDA, though 
faced with many challenges including the lack of financial resources, IT infrastructure and technical 
skills. The reduction in memory, storage, and bandwidth prices have made it possible for more 
businesses to enter the BDA market more economically, which also offers opportunities for SMMEs 
(Ferraris et al., 2019). 

 
Research has found that the demonstration of risk-taking, innovativeness and proactiveness by 

SMMEs has positively impacted their business performance (Lomberg et al., 2017; Dubey et al., 2020). 
Akter & Wamba (2016) drawing from the Resource-based View (RBV) argues that BDA is a key 
element of high-performing e-commerce businesses. Shan et al., (2019) drawing from Dynamic 
Capacities View (DCV) found in their study that IT technology capabilities such as IT infrastructure 
and IT human resources influence competitive advantage directly thus increasing business performance. 
Idle resources such as financial resources aid businesses in adapting to changing consumer demands 
and market conditions (Shan et al., 2019). This is particularly crucial in South Africa, where financial 
resources may have an impact on an SMME's success since it is one of their major challenges (Seseni 
& Mbohwa, 2021). 

 
This paper posits that organisational resources such as IT infrastructure and IT human resources, 

risk-taking, innovativeness and proactiveness influence the adoption of BDA which impacts business 
performance. While various studies show the impact of BDA on business performance in large 
organisations, and developed and developing economies, to our knowledge, the impact it has on 
business performance, as well as that of organisational resources and entrepreneurial dimensions on 
South African e-commerce SMMEs, is not well explored. The objective of this paper is to explore 
current literature to gain an empirical understanding of the problem that will guide the development of 
a conceptual framework. 

2  Method 
To identify existing literature, this paper adopted a systematic review which aims to locate, assess, 

and synthesise data from related research using a replicable, scientific, and transparent process 
methodology (Hussain et al., 2020). The primary search was conducted on credible databases with high-
ranking journals and conference proceedings, these include Google Scholar, EbscoHost, IEEE Xplore, 
Science Direct, Emerald and Scopus. The search terms were defined based on the scope of this paper 
and the defined objectives. The search was carried out using the following search string multiple search 
strings in Table 1 and was limited to the title only. Multiple search strings were used to obtain base 
knowledge focusing on BDA and business performance and to contextualise this review to e-commerce 
and South African SMMEs. The combination of all key search terms does not return any results as the 
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objective of this study is a gap in the literature. The selection was limited to literature published in 2016 
onwards, with earlier sources being reviewed to extract vital background information and only journal 
and conference proceedings papers were included. The secondary search was carried out using citation 
chaining to find other related articles to those found in the primary search and fill the gaps in the search 
strategy; both backward and forward searching were used. After removing all duplicate articles and 
applying all exclusions, a total of 15 papers were selected for analysis and synthesis, and this sample 
size was considered big enough to provide an overview of BDA, organisational resources, business 
performance and e-commerce of South African SMMEs. A narrative approach to literature review was 
used for analysis and synthesis, which is conducted by summarising earlier studies with an emphasis 
on theories, frameworks, fundamental variables, and their research findings considering hypothesised 
correlation (Rahman, 2018). 
 

3 Literature Review 
SMMEs are one of the main boosters of economic growth and development, as they reduce the 

unemployment rate by employing a significant portion of the workforce (Ncube & Zondo, 2022). In 
South Africa, 98.5% of the total businesses are SMMEs, of which 25.8% of the workforce is employed. 
These businesses contribute 39% of the gross domestic product (GDP) of the country (Seseni & 
Mbohwa, 2021). The Coronavirus outbreak changed global trends such as the increase in e-commerce 
sales in developed and developing countries including South Africa, this demand gave rise and 
opportunities for SMMEs to enter the e-commerce market (Bhatti et al.,2020).  

 
E-commerce in South Africa generated $6.78 billion in revenue in 2020, $7.56 billion in revenue in 

2021 and is estimated to generate $8.74 billion by the end of 2022 (Statista, 2021).  E-commerce 
platforms generate large volumes of data, and the ability to extract meaningful information and 
knowledge to gain actionable insights has been a key driver in enabling competitive advantage and an 
environment where decisions are made based on insights rather than human intuition (Batistič & van 
der Laken, 2019; Ferraris et al., 2019). BDA offers e-commerce SMMEs an opportunity to understand 
their customer needs through behavioural analysis, increase conversions through price optimisation and 
increase the return on investment (Akter & Wamba, 2016; Seseni & Mbohwa, 2021). BDA adds 

Search String Results 

1. (“big data” OR “big data analytics” OR “data analytics”) AND (“business 
performance” OR “competitive advantage” OR “firm performance”)	 81 

2. (“big data” OR “big data analytics” OR “data analytics”) AND “e-commerce” 156 

3. (“big data” OR “big data analytics” OR “data analytics”) AND (“SME” OR 
“SMME” OR “startup” OR “entrepreneu*”) 76 

4. (“SME” OR “SMME” OR “startup” OR “entrepreneu*”) AND “South Africa” 91 

5. "e-commerce" AND “South Africa” 7 

Total 411 
Table 1: Search String 
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business value as it gives managers the capability to make data-driven decisions based on evidence 
rather than intuition and reduces human judgement error due to its precision (Batistič & van der Laken, 
2019; Ferraris et al., 2019). 

Mikalef et al., (2018) discuss the various characteristics of big data found in literature, including the 
3Vs (volume, variety, and velocity), 5Vs (volume, velocity, variety, veracity, value) and 7Vs (volume, 
velocity, variety, veracity, value variability, visualisation). (1) Volume refers to the quantity of data that 
increases exponentially daily, increasing the need for IT infrastructure which can store and process this 
data; (2) Velocity refers to the speed at which data is created, collected and processed in real-time which 
enables a faster decision-making process and allows businesses to be agile; (3) Variety refers to the 
types of data generated from different digital platforms which could either be structured or unstructured; 
(4) Veracity represents the reliability and quality of the collected data, which should contain less noise,
be complete and dated; (5) Value refers to the strategic and informational benefit of big data that allows
businesses to make decisions and create a competitive advantage (Akter & Wamba, 2016; Ferraris et
al., 2019). (6) Variability describes the dynamic potential made possible by analysing big data, and (7)
Visualisation refers to the representation of insights found in the data (Mikalef et al., 2018). This paper
adopts the 7 characteristics, as big data in the e-commerce market presents dynamic opportunities such
as the ability to track user behaviour and find ways to convert and retain customers, while the
visualisation of insights can assist businesses to optimise for sales, improve decision making and user
experience (Akter & Wamba, 2016).

RBV theory defines organisational resources and capabilities as foundations for competitive 
advantage and to ensure long-term sustainability. RBV focuses on inimitable, valuable, rare, 
incomparable internal resources. These resources can be tangible assets such as technologies and 
intangible assets such as employee and management skills which are used to increase performance and 
gain a competitive advantage. The effective usage of these resources is where the organisational 
capabilities reside. (Dubey et al., 2020; Horng, et al., 2022). Some researchers criticise RBV for not 
considering the external environment related to the business and failing to explain the lack of business 
performance during volatile times. E-commerce SMMEs existing in a highly dynamic environment 
where technology is constantly evolving therefore being required to operate in a dynamic manner to 
stay ahead of the competition (Almazmomi et al., 2022).  

Due to the RBV criticism, DCV was birthed as an extension. It refers to the business’ “ability to 
integrate, build, and reconfigure internal and external resources/competencies to address, and possibly 
shape, rapidly changing business environments” (Dubey et al, 2020, p.3). Resources and capabilities 
are seen as the foundation of DCV with resources including technology, knowledge and human resource 
and capabilities indicating productivity and performance Dubey et al, (2020). Almazmomi et al., (2022) 
explain that DCV is better at explaining high-tech SMMEs business than RBV given the dynamic nature 
of their businesses with the high rate of technological innovation.  

Entrepreneurial Orientation (EO) refers to the organisation’s processes, practices and decision-
making capabilities that enable the organisation to explore new market opportunities and create a 
competitive advantage (Lomberg et al., 2017; Dubey et al., 2020). EO is a demonstration of risk-taking, 
innovativeness and proactiveness capabilities. With contextualisation through research, the three 
dimensions: risk-taking, innovativeness and proactiveness are set to be independent and have their own 
effect on business performance, however, some studies have contextualised the three dimensions as 
dependent and all contributing to business performance. Studies employing the three dimensions as 
dependent may hide or inaccurately attribute effects from variation in one dimension of EO while the 
dependent dimensional view may hide the effects of covariation between two or all dimensions 
(Lomberg et al., 2017). This paper considers the three dimensions as independent and each contributing 
towards business performance.  
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Shan et al., (2019) highlight in their study the importance of IT technology capabilities such as IT 

infrastructure, IT human resources and financial resources through the adaptation of DCV and RBV 
theories, and their implications for managers that leverage BDA to achieve competitive advantages in 
business. Financial resources are also highlighted as the key resources that enable the adoption of BDA. 
Batistič & van der Laken (2019) also reiterate that BDA can only add value if the right IT infrastructure 
and IT human resources (skills) are in place.  Lomberg et al., (2017) highlight the EO dimensions of 
risk-taking, innovativeness and proactiveness as influences on business performance. Dubey et al., 
(2020) also discuss the EO dimensions and their impact on the adoption of BDA and operational 
performance.   

 

3.1 IT Infrastructure Resources 
IT infrastructure refers to the infrastructural component which enables the business to perform its 

daily activities digitally (Li & Chan, 2019). The correct infrastructure is important in developing any 
IT capabilities. This infrastructure must be able to integrate internal and external data sources, store 
data, and allow the processing and visualisation of insights (Shan et al., (2019). Integration with external 
partners gives opportunities to mutually benefit from the insights found in the data. Due to the everyday 
change in technology and data volumes, IT infrastructure needs to be flexible to accommodate the 
dynamic environment to meet the business objectives and technology requirements (Li & Chan, 2019). 
For e-commerce businesses, the correct IT infrastructure is a key component of running the business. 

 

3.2 IT Human Resources 
IT human resources emphasises the need for employees to gain the necessary knowledge and skills 

to address problems associated with BDA and to fully utilise its capabilities to achieve high business 
performance. IT knowledge resources are considered the key resources of any organisation and they are 
unique to every business (Shan et al., 2019). The IT skills needed include managerial and technical 
skills relating to the collection, analysis, and presentation of BDA (Batistič & der Laken, 2019). 
Literature shows that IT skills are difficult to find, compensate and retain especially for SMMEs due to 
the high demand for the skills in the market, this is no different in the South African context. The 
available human resource may possess the theoretical knowledge of IT but lack practical experience, 
this is a challenge for SMMEs while searching for talent given that success is dependent on the correct 
technical and business knowledge (Behl, 2020). SMMEs often outsource external parties and vendors 
if they do not have sufficient technical skills to adopt an innovation such as BDA (Maroufkhani et al., 
2020). 

 

3.3 Financial Resources  
In South Africa where an SME’s success can be influenced by financial resources, it is important to 

also consider this resource and its influence on business performance. To stay ahead of the competition 
and remain sustainable, enough financial investment is needed to aid the process of innovation and 
continuous adaptation to change in the market. Financial resources are also key in ensuring that the 
correct talent is found and retained. Time needs to be invested in areas of innovation, especially in 
BDA, and continuous learning (Shan et al., 2019). 
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3.4 Business Performance 
A business is always judged by its profitability by the market as an indicator of growth. Studies 

highlight the importance of productivity in operations as a key indicator of business performance. 
SMMEs need to understand their market share as they do not only compete with other SMMEs but also 
compete with large enterprises. The ability for businesses to invest in valuable resources and capabilities 
gives them a market differentiator and a competitive advantage. E-commerce businesses face higher 
challenges that affect business performance such as the volatility of customer needs and existing 
competitors in the market. While e-commerce SMMEs need to be innovative, they also need to have a 
competitive spirit to drive business performance (Behl, 2020). Having the right IT infrastructure, IT 
human resources, financial resources and BDA capabilities has been proven to positively impact 
business performance (Akter & Wamba,2016; Ferraris et al., 2019). 

4 Conceptual Framework 
A review of previous studies has revealed a research gap in the role that organisational resources 

play in the adoption of BDA and its impact on business performance for South African e-commerce 
SMMEs. The adaptation of RBV, DCV and EO theories from previous studies has revealed the 
importance of IT infrastructure, IT human resources, financial resources, risk-taking, innovativeness 
and proactiveness in the adoption of BDA. Through the exploration of literature and theoretical 
frameworks, the below conceptual model is proposed as the lens through which future studies can test 
with empirical data. Its constructs are defined in Table 2. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
Figure 1: Conceptual Framework 
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Construct Definition Source 

IT Infrastructure	

Infrastructural components enable the business to perform daily activities 
digitally and enable IT capabilities. Infrastructure must be able to integrate 
internal and external data sources, store data, and allow the processing and 
visualisation of insights while being flexible to the increasing data volume. 

Shan et al.,(2019) 
Li & Chan (2019) 

IT Human 
Resources 

IT skills and knowledge needed include managerial and technical skills 
relating to the collection, analysis and presentation of Big Data Analytics. 
These are needed to address problems associated with Big Data Analytics 
and to fully utilise its capabilities to achieve high business performance. 

Shan et al.,(2019) 
Batistič & der Laken (2019) 
Behl (2020) 

IT Infrastructure 

Infrastructural components enable the business to perform daily activities 
digitally and enable IT capabilities. Infrastructure must be able to integrate 
internal and external data sources, store data, and allow the processing and 
visualisation of insights while being flexible to the increasing data volume. 

Shan et al.,(2019) 
Li & Chan (2019) 

IT Human 
Resources 

IT skills and knowledge needed include managerial and technical skills 
relating to the collection, analysis and presentation of Big Data Analytics. 
These are needed to address problems associated with Big Data Analytics 
and to fully utilise its capabilities to achieve high business performance. 

Shan et al.,(2019) 
Batistič & der Laken (2019) 
Behl (2020) 

Financial 
Resources 

Financial resources are needed to aid the process of innovation and 
continuous adaptation to change in the market to stay ahead of the 
competition and remain sustainable. 

Shan et al.,(2019) 

Entrepreneurial 
Orientation (EO): 
risk-taking, 
innovativeness and 
proactiveness  

Entrepreneurial orientation (EO) defines the ability to take risks, be 
innovative and proactive. These dimensions affect the organisations’ 
processes, practices and decision-making capabilities that enable 
competitive advantage. The three dimensions (risk-taking, innovativeness 
and proactiveness) are independent and contribute to business performance. 

Lomberg et al., (2017) 
Dubey et al., (2020) 

Big Data Analytics 
Capabilities  

Enable the creation of market insights by obtaining internal and external 
knowledge. These can influence strategy, processes, productivity and 
profitability. This capability is dependent on tangible and intangible 
resources.  

Akter & Wamba (2016) 
Mikalef et al., (2017) 
Batistič & der Laken (2019) 

Business 
Performance 

The degree to which a company is successful in accomplishing its goals and 
objectives. This comprises non-financial performance indicators like 
productivity in operations as well as financial performance indicators like 
profitability, revenue growth, and return on investment. These aim at 
increasing shareholder value. 

Behl (2020) 
Maroufkhani et al., (2020) 

Table 2: Definitions of Constructs 
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4.1 Research Propositions 
Drawing from RBV, DCV and existing literature, IT infrastructure, IT human resources and 

financial resources have been identified as key enablers for BDA capabilities as found through the 
analysis of the selected papers. The researcher, therefore, proposes that: 

o Proposition 1a: IT infrastructure has a positive impact on the usage of BDA capabilities 
o Proposition 1b: IT Human Resources have a positive impact on the usage of BDA 

capabilities  
o Proposition 1c: Financial Resources have a positive impact on the usage of BDA 

capabilities  
 
Drawing from EO and its dimensions as identified through the analysis of the selected papers, the 

researcher proposes that: 
o Proposition 2a: EO's risk-taking has a positive impact on the usage of BDA capabilities   
o Proposition 2b: EO's proactiveness has a positive impact on the usage of BDA capabilities 
o Proposition 2c: EO's innovativeness has a positive impact on the usage of BDA capabilities  

 
 
Akter & Wamba (2016) highlights that BDA plays a role in improving business performance while 

Ferraris et al., (2019) highlight the importance of organisational resources such as IT human resources, 
which positively impacts business performance, Lomberg et al., (2017) also highlights the impact of 
EO dimension on business performance. Therefore, the researcher proposes that: 

o Proposition 3a: Organisational Resources (IT infrastructure, IT human resources and financial 
resources) under the mediative effect of BDA capabilities positively impact business 
performance(productivity, profitability) 

o Proposition 3b: Entrepreneurial Orientation dimensions (Risk-taking, Pro-activeness, 
Innovativeness) under the mediative effect of BDA capabilities positively impact business 
performance(productivity, profitability) 

 
 
Drawing from existing literature from various researchers including Akter & Wamba (2016),  

Batistič & van der Laken (2019), Ferraris et al., (2019), Behl (2020), it has been proven that BDA 
capabilities impact the business performance in the form of profitability and productivity. It is for this 
reason that the researcher proposes: 

o Proposition 4a: BDA capabilities have a positive impact on Productivity 
o Proposition 4b: BDA capabilities have a positive impact on Profitability 

5 Conclusion and Recommendations 
This paper intended to explore current literature to gain an understanding of the role that 

organisational resources and entrepreneurial dimensions play in the adoption of BDA and its impact on 
business performance for South African e-commerce SMMEs and develop a conceptual framework. 
These constructs emerged through the adoption of RBV, DCV and EO theories creating a new lens 
through which they can be viewed and form the basis of the conceptual framework which can be tested 
with empirical data in future. This review highlighted BDA as a key element of high-performing e-
commerce businesses as it gives them an opportunity to understand their customer needs and the ability 
to make data-driven decisions. It is also revealed that the right IT infrastructure and IT human resources 
are key to enabling the adoption of BDA, with the support of financial resources. The influence of risk-
taking, innovativeness and proactiveness is also vital as it has a direct impact on business performance. 

 

Preprints of Proceedings of 
NEMISA Digital Skills Conference (Colloquium) 2023 
15-17 February 2023

113 Coastlands Umhlanga Hotel & Convention Centre 
Durban, South Africa 

ISBN: 978-0-6397-0845-4 (e-book) 
ISBN: 978-0-6397-0844-7 (print)



Further research is required to test the conceptual framework with empirical data that is expected to 
reveal the key organisational resources that influence the usage of BDA capabilities and the influence 
on business performance in South African SMMEs. 
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Abstract 
Against the backdrop of escalating contradictions and critiques of the digital 

economy's trajectory, this study analyzes how the emerging digitalization issues might 
be philosophically understood from a systems viewpoint. Five systemic digitalization 
challenges including the circular economy (CE), cyberphysical systems (CPS), sharing 
economy (SE), digital transformation (DT), and smart systems were identified (SS). To 
investigate digitalization challenges, the machine, organism, cultural/political, 
societal/environmental, and interrelationship systems metaphors were used. The machine 
viewpoint demonstrates that the circular economy challenge may be examined utilizing 
Hard Systems Thinking (HST) methodologies, with a focus on sufficiency via product 
design and business model innovation. The organism approach demonstrated how the 
digital twin notion may be investigated using Socio-Technical Systems (STS) and the 
Viable System Model (VSM) to diagnose and forecast CPS viability in an increasingly 
linked Industry 4.5/5.0 environment. In analyzing SE's rentier capitalism, the 
cultural/political viewpoint demonstrated the applicability of purposeful systems 
techniques for "people complexity." The societal/environmental viewpoint stressed 
emancipatory systems approaches to "coercive complexity" as crucial to evaluating the 
perpetuation of digital exclusion by DT from an emancipatory systems perspective. The 
interrelationship viewpoint emphasized the significance of systems approaches for 
researching "structural complexity" in intelligent systems. These viewpoints aid decision-
makers in identifying problem-solving strategies based on systems thinking. 

1 Introduction 
The digital economy is a key metaphor for understanding the Fourth Industrial Revolution (4IR) or 

Industry 4.0/5.0. Digital economy continues to impact global growth and reconfiguration of various 
sectors. According to Medynska et al., (2022) the digital economy contributes 15.5% to global GDP, 
but its effects vary widely across countries, industries, and sectors. At the macro-level, the influence of 
digitalization is visible in innovation ecosystems, and competitive and relational dynamics that have 
transformed how commerce (e.g., ecommerce/ e-business), public administration (e.g., digital 
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government), and the current framing of the digital economy based on extensive global and national 
information infrastructures. Recent thinking and technological advances have 'smartified' markets, 
value chains, products, services, and material and non-material sectors (Appio et al., 2021). At the 
mesolevel, digital disruptions have influenced how organizations and agencies have restructured their 
capabilities, processes, and routines (Appio et al., 2021). How meso-level organizing units (regulatory 
bodies, stakeholder groups, R&D agencies, etc.) structure their dynamic capabilities in response to 
disruptive innovations is critical for framing digital transformation in these agencies and at national 
levels. The micro-level focuses on the individual and how digital transformation has changed life, work, 
and teams (Verhoef et al., 2021). 

The prevalence of discourses on the digital economy suggests a change in socioeconomic values. 
These value shifts are correlated with the emergence of new digital innovations that now define a 
utopian vision: the digital world as a key resource for governments, businesses, and individuals where 
economic, political, and social value can be created equitably for the benefit of society. While these 
changes were largely inevitable, a lack of understanding of the digital economy's complex and systemic 
dilemmas and how to address them exacerbated social exclusion. Digital economy artifacts have fuelled 
digital exclusion, new forms of the digital divide, loss of trust, and discrimination (Harvey et al., 2021; 
Marshall et al., 2020; Ranchordás, 2020; Vartanova & Gladkova, 2019). The extensive list of failed 
digital transformation initiatives demonstrates how unprepared decision makers are for 'more recent' 
digital economy challenges (see Bucy et al., 2016). "Traditional" analysis may be constrained by 
"global" challenges, and systems thinking may be preferred for understanding digital economy issues. 
This paper employs systems thinking to understand the complexities of the digital economy better. The 
paper argues that traditional "reductionist" or "analytical" thought is inadequate for addressing problems 
in the digital economy. 

To advance the argument for embracing systems thinking, the paper is structured as follows: first, 
synthesis, the systems-thinking mode, is differentiated from analysis, the dominant reductionist mode. 
After clarifying systems thinking, "complexity" is introduced as a key to understanding digital economy 
dilemmas. With the introduction of "Systems Thinking," the focus shifts to preparing contemporary 
decision makers to understand the current global systemic dilemmas and why "Systems Thinking" is 
"ripe" for the digital economy humanity now finds herself in. The paper concludes with reflections and 
recommendations for systems thinking. 

If you already prepared your paper using a different style, you can find it very hard to conform to 
the EasyChair style. In this case, read Section 7 of this document. 

2  Global Complexity: From Reductionist to Systems Thinking 
Reductionism or machine age thinking holds that all things and events, their attributes, and our 

experience and understanding of them are made up of ultimate constituents, indivisible pieces (Ackoff, 
1997). Yi et al., (2022) argues that traditional reductionism is no longer applicable for understanding 
socially complex innovation systems of the contemporary world. Thus, systems thinking is increasingly 
recognized to be the appropriate lens for understanding complex systems with emergent properties. 
While the reductionist worldview is still prominent, Ackoff (2018) argues its limitations have always 
been acknowledged since the 1930s publication of von Bertalanffy's "General Systems Theory" 
(Bertalanffy, 1937). Thus, by rejecting reductionism as the dominant way of thought, synthetic or 
systems thinking emerged as a new worldview focused on systems, their expanding complexity, and 
the difficulties of controlling them successfully.  

Systems are regarded as wholes which lose their essential properties when taken apart, implying that 
they are wholes that cannot be understood through analysis (Ackoff, 1979). Analysis of a system only 
reveals its structure and how it works; it yields know-how or knowledge, but not understanding, which 
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explain why a system works the way it does (Ackoff, 1979). Therefore, in systems thinking, a 
phenomenon to be explained is viewed as part of a larger whole, a system, and is explained in terms of 
its role in that system (Daellenbach et al., 2012). Table 1 synthesis ideas of reductionism (analysis) and 
systemic thinking (synthesis) and differentiates these two world views in terms of their processes, 
outcomes of the processes, and the predominant source of explanation when describing the phenomena 
of interests.  

 
Dimensions Analysis (Reductionism) Synthesis (Systems Thinking) 
 
Process 

1. Take system apart 1. Place the system as part of a larger 
system. 

2. Seek understanding of each part 2. Understand the containing system 
3. Aggregate the parts to the whole 3. Disaggregate the understanding of the 

whole to the parts 
Source of 

Explanation 
Internal - Closed System External – Open System 

Product Knowledge of Structure Understanding of Role and Function 
Table 1: Reductionism versus Synthesis 

The contrasts captured above reveals different modes of thought that are complementary to seeking 
an explanation to any phenomenon. Given the current age has been christened the “Systems Age” 
(Ackoff, 1973; Mitroff et al., 1974; Tarasenko, 2020; van Gigch, 1984; Zandi, 2000), the use of systems 
thinking tools for understanding current digital transformation dilemmas is not only apt but also fits 
well with the current age. 

3 Complex Systemic Digital Economy Dilemmas 
Table 2 synthesizes the critical global megatrends that are shaping the global and local discourses 

surrounding global dilemmas linked to the digital economy. These global megatrends, in the manner of 
Friedenthal et al., (2021), are being influenced by the global environment, currently shaped by human 
and societal needs; technologies that underly the evolution of societal systems; and stakeholder 
expectations, aligned to broader societal and technological trends. The systemic issues coming from 
humanity's struggle to reorient decision making in the face of these systemic challenges are predicated 
on digital transformation as a prerequisite for any system-level remedies envisioned by decision makers. 

 

Global Megatrends Emergent Systemic Dilemmas References 
Sustainability Circular Economy Geissdoerfer et al., 2017;Belmonte-Ureña 

et al., 2021; Nayal et al., 2022; 
Ogunmakinde et al., 2022 

Industry 4.0/Society 
5.0 

Cyber-Physical Systems Dantas et al., 2021; Hughes et al., 2022; 
Pourmehdi et al., 2022; Suleiman et al., 
2022 

Interconnected World Sharing Economy; Social 
Exclusion 

Ganapati & Reddick, 2018a; Reich, 2015; 
Srnicek, 2017 

Digital 
Transformation 

Sustaining versus Disruptive 
Innovations; Exploration versus 
Exploitation 

Bodrožić & S. Adler, 2022; Clarke, 2019; 
Dickel & Schrape, 2017; Dunbar-Hester, 
2019; Hensmans, 2021 
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Smart Systems Synthetic Thinking, Emergence, 
Self-Organization, Context-
Awareness 

Hermann et al., 2016; Pascual et al., 2019; 
Romero et al., 2020; Valckenaers et al., 
2003 

System Complexity 
Growth 

Distributed Modularization Ethiraj & Levinthal, 2004; Gärtner & 
Schön, 2016; Micheli et al., 2019 

Table 2: Systemic Digital Economy Dilemmas 

Sustainability is humanity's attempt to right past wrongs to save the planet. Humanity faces 
environmental, economic, and social challenges under the megatrend of "sustainability" (Zander & 
Mosterman, 2013). Following the failure of the Millennium Development Goals (see McCloskey, 
2015), a new international development agenda, the UN 2030 Agenda for Sustainable Development, 
was adopted in September 2015 (Johnston, 2016). The challenges humanity faces in achieving the 17 
SDGs are less clear. The Circular Economy (CE) and Industry 4.0 are two emerging discourses that 
have the potential to contribute to the 17 SDGs. CE advocates for an economic system that separates 
environmental pressure from economic growth by switching from linear to circular production 
(Belmonte-Ureña et al., 2021; Sanguino et al., 2020). The current system is based on large-scale 
extraction, use, and disposal of materials, which is the root of intergenerational and intergovernmental 
issues such as waste disposal in natural areas, resource scarcity, and climate change (de Souza Junior 
et al., 2020). The CE paradigm is a "regenerative system that minimizes resource input and waste, 
emission, and energy leakage by slowing, closing, and narrowing material and energy loops." 
Maintenance, repair, reuse, remanufacturing, refurbishing, and recycling can all help (Geissdoerfer et 
al., 2017, p.759). Thus, CE has emerged as a strategic response to the challenges of a linear economy's 
sustainability, promoting a circular rationale centered on a "zero waste economy" (van Langen et al., 
2021).  But CE's theoretical, practical, and ideological foundations are questioned by critics. On the one 
hand, CE supporters envision sustainable futures based on planned circularity, circular modernism, 
bottom-up sufficiency, and peer-to-peer circularity; on the other hand, critics claim it is a myth that 
"paints" a "utopian" future  (Bauwens et al., 2020; Corvellec et al., 2022). 

The evolution of Industry 4.0/5.0 is founded on the long-held belief that technological development 
and sustainable development are inextricably linked; despite criticism, the conceptualization of this link 
is neoliberal and Eurocentric in nature (Schelenz & Pawelec, 2022). In spite of this criticism, it is 
deemed essential to implement innovative technologies as a key factor in establishing a proactive, self-
configured, and automated system for achieving sustainability objectives. Industry 4.0 refers to the 
evolution of industries toward cyber-physical systems, and Society 5.0 refers to the evolution of society 
toward socio-cyber-physical systems (Friedenthal et al., 2021). Industry 4.0 seeks to optimize 
production in productive sectors with its integrative and interconnected technologies (Berawi, 2019; 
Dantas et al., 2021; Ramakrishna et al., 2020). However, it remains unclear how to achieve integration 
and interconnection of Industry 4.0's core technologies (Hughes et al., 2022; Pourmehdi et al., 2022; 
Suleiman et al., 2022). Consequently, although there is substantial evidence linking Industry 4.0 and 
sustainable development, the identified impediments create roadblocks to the agenda's realization, 
posing difficult choices. 

The global community is increasingly being facilitated by Industry 4.0 technologies, resulting in 
higher levels of socio-political and economic interdependence (Friedenthal et al., 2021). The increased 
global interdependence subsequently incites the need for sharing of resources and the interconnection 
of systems (Interconnectivity) in global partnerships (Friedenthal et al., 2021). The interconnected 
world has seen the rise of new economic business models such as the "sharing economy", whose focus 
is on the sharing of unused or underutilized capacity. While there is evidence that the sharing economy 
exists, critics view it as a questionable phenomenon that threatens existing markets and institutions 
(Codagnone & Martens, 2016). In this "share-the-scraps-economy" (Srnicek, 2017, p. 254), what is 
emerging is a new "precariat" labor class that is flexible but without work security (Standing, 2018).  
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The concept of "Digital Transformation" (DT) has emerged as a key metaphor for describing 
Industry 4.0/5.0. According to Bodrožić & S. Adler (2022), four competing and conflicting future 
trajectories of DT development are possible: digital authoritarianism, digital oligarchy, digital localism, 
and digital democracy (Figure 1). Because of the contradictory effects and benefits, this suggests a 
systemic dilemma. The desired scenario is a digital democracy, which combines a proactive system-
building regime with a management paradigm based on community and collaboration (Bodroi & S. 
Adler, 2022). However, most DT implementations are based on digital authoritarianism, digital 
localism, and digital oligarchies, which exacerbate social exclusion. The DT dilemmas envisaged are 
couched in the Schumpeterian notion of' ‘creative destruction,' which is linked to the instability and 
emergence of new forms of economic cycles embedded in these contradictory DT trajectories. 

 
Figure 1: Four Scenarios for Digital Transformation (Source: Bodrožić & S. Adler, 2022) 
 
Smartness entails the intentional development of devices, sociotechnical systems, and fully 

automated systems using Industry 4.0 technology. Smart systems can update their internal knowledge 
up to date to make the best decisions(Romero et al., 2020). User mobility, or the ability of the (smart) 
environment to continuously provide access to computational tasks and resources, is a critical attribute 
of smart systems. To link the dilemmas associated with smart systems to flexible modularization, an 
understanding of the design principles of Industry 4.0 is critical. Hermann et al., (2016) identifies six 
critical principles for designing Industry 4.0: interoperability, virtualization, decentralization, real-time 
capability, service orientation and modularity.  Incorporating these design principles for Industry 4.0 
will give rise to smart systems (and its elements) with the following characteristics: communication 
capability, embedded knowledge, learning capability, reasoning capability, perception capability and 
control capability. However, these smart systems are not static, and as the systems elements interact to 
exhibit the characteristics above, new characteristics and properties emerge. Contemporary methods to 
system design are still immersed in a "functional top-down design" paradigm founded on the false idea 
that complex systems design can be "managed." Valckenaers et al., (2003) argue that control in the 
design of complex systems is illusionary and that 'object-oriented design' moored on 'synthetic' 
reasoning is appropriate in VUCA situations. Adopting synthetic thinking in the design of complex 
smart CPS, based on Hermann et al., (2016)’s, systems design principles, is still a global dilemma. The 
'Dilemma of Synthetic Design' describes the boundaries of existing smart system design ideas. The 
"Dilemma of Synthetic Design" challenges the limits of analytical thinking in designing complex 
systems. 
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4 Aligning Digital Economy Dilemmas to Systems Thinking 
The "System of Systems Methodologies" (SOSM), founded in 1984, is frequently used to 

comprehend complexity (Jackson & Keys, 1984). The SOSM is presented as a grid (Table 3) with 
"systems" and "stakeholders" as the primary sources of complexity that decision makers must deal with 
(Jackson 2020). The vertical axis depicts system complexity as it progresses from simple to complex. 
A simple system is one with a linear cause-and-effect relationship and predictable outputs. Such a 
system requires best practices or simple decision-making methods (Jackson 2020). Cause and effect 
relationships in complex systems are frequently linked in difficult-to-follow chains that are separated 
in time and space. Decision-making scenarios involving complex systems necessitate the use of experts 
who can help understand the system's behavior using systems thinking tools such as system dynamics. 
There are several agents and relationships in complex systems that it is impossible to trace the 
interactions and outcomes. Despite the numerous cause and effect concatenations, the system typically 
produces emergent patterns of behavior that can be identified in retrospect (Jackson 2020). 

 
PROBLEM 

CONTEXTS 
STAKEHOLDERS 

SYSTEMS Unitary  Pluralist Coercive 
Complex Complex–Unitary Complex–Pluralist Complex-Coercive 
Complicated Complicated–Unitary Complicated–

Pluralist 
Complicated-

Coercive 
Simple Simple–Unitary Simple–Pluralist Simple-Coercive 

Table 3: "Ideal-Type" Grid of Problem Contexts (Jackson, 2020) 

The horizontal axis depicts increasing complexity because of conflicting values and/or interests 
among problem stakeholders. The words "unitary," "pluralist," and "coercive" are used. Values, beliefs, 
and interests are shared by "unitary" stakeholders.  Values and beliefs clash in a "pluralist" relationship, 
but basic interests are compatible. Among "coercive" stakeholders, there are competing interests as well 
as irreconcilable values and beliefs. Combining the dimensions of systems and stakeholders yields nine 
"ideal-type" problem contexts (Table 6). The "Ideal-Type" grid is then used to map aspects of the five 
previously identified digital economy dilemmas.  

All identified digital dilemmas are volatile, uncertain, complex, and ambiguous (VUCA). Morin 
(2007) considers such dilemmas to be "general complexity" that must be managed by decision makers. 
CSP, a CST multimethodology, seeks to comprehend dilemmas of "general complexity." CSP embraces 
systems thinking on the grounds that reductionist thought cannot deal with complexity (Jackson, 2021). 
Jackson (2020) describes CSP using the acronym EPIC: Exploring the problem situation (E), Producing 
(P), Intervening flexibly (I), and Checking progress (C). Figure 3 summarizes and describes the EPIC 
stages of the CSP. The systems thinking approach requires you to use the first stage (Explore) to identify 
the critical issues of a digital dilemma and the second stage (Produce) to develop an intervention 
strategy for its resolution. The first stage of CSP demonstrates how to deconstruct a digital 
transformation dilemma to aid decision makers. 
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Figure 1:The four key EPIC Stages of CSP (Adopted from (Jackson, 2020a) 

In its application for understanding complex problematical situations, CSP makes use of seven 
integrated and cohesive systemic perspectives that allow decision makers to make sense of specific 
dilemmas: machine, organism, cultural, political, coercive system, environmental, interrelationships 
(Jackson, 2021). These seven, integrated into five perspectives (See Jackson, 2020a) are the lenses that 
decision makers can use to ‘structure’ the dilemmas that they face to foster greater understanding, the 
goal of systems thinking. To demonstrate, these five systemic perspectives are employed to offer a 
broad exploration to foster understanding of aspects of five digital economies dilemmas identified 
above. A similar approach can be used for the exploration of any other problematical dilemma that 
exhibit VUCA characteristics or ‘general complexity’. 

  

4.1 Machine View: Exploring Goal Seeking Behavior 
The machine perspective is used, exploratively, to identify the causes of faults in an existing problem 

situation and/or to design a better system (Jackson, 2020). According to this perspective, a 
problematical situation is like a complex machine made up of parts that work together to achieve a 
desired outcome. By focusing on how the problematic situation is like a "machine," it is possible to gain 
insight into the machine perspective. For instance, Morgan (1998) invites us to consider the organization 
as a machine. Considering the organization as a machine may create valuable insights about how an 
organization is structured to achieve predetermined results, though the human aspects may be ignored. 
This mechanical mode of thinking helps decision makers to picture challenging circumstances as 
interlocking components or elements, each with a clearly defined role in the whole (Kohnen, 1999). 
This involves identifying the system's aim and its causal connections and effects.  

Consider the dilemma of the circular economy, whose potential to disrupt contemporary social 
institutions built on a linear rationale is being questioned by its detractors. In what ways can the circular 
economy be conceived using the machine metaphor?  To demonstrate, we use Stahel's, (2016) 
conceptualization, which expands CE to be a performance economy in which items are marketed to 
consumers as services through rent, leasing, and sharing; while manufacturers and service providers 
retain ownership of the product and solutions and bear the cost of risks and waste. As a result, the 
performance economy emphasizes services over products and generates income through sufficiency, 
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such as waste reduction, as well as design, reuse, and business model innovation to circular business 
models, or CBMs (Stahel, 2016). Using the machine metaphor, the emphasis should be on the structure 
of the CE to achieve sufficiency through design and business model innovations centred on 
sustainability yardsticks. Sustainability yardsticks are centred on a dynamic closed-loop system 
focusing on environmental protection, the full reuse of resources and the recycling of waste (Franco, 
2019; Kazancoglu et al., 2021).  

Following Jackson (2020), such precision in determining “cause-effect” relationships is linked to 
‘Hard Systems Thinking’ (HST) approaches, notably Systems Analysis (SA), Operations 
Research/Management Science (OR/MS) and Systems Engineering (SE). For these three ‘Hard Systems 
Thinking’ (HST) methodologies, a problematical situation falls within a “simple-unitary” complexity 
domain (Table 3) where the systems, though having multiple interactions, are “simple”; while the 
stakeholders agree as to the “goal” of the system. As illustrated above, the goal-oriented nature of the 
machine metaphor fits well with thinking that underlie HST. However, the machine perspective will 
only reveal an aspect of the problematical situation where both cases are true, that is, when there is goal 
agreement and the systems to be designed are ‘simple’ in the manner of a complete understanding of 
cause-effect relationship. Prior research demonstrates the application of such HST approaches to 
understand CE from a machine perspective. Such research is premised on the caveat that the goal of 
any CE system is sufficiency through product design and business model innovation strategies, with 
emphasis on quantifiable “cause-and-effect” relationships or factors. For instance, Choi et al.,(2020) 
synthesizes findings from several research focusing on the sharing and circular economy that employ 
the use of OR and SE techniques. The machine perspective can help reveal a "slice" of the problematical 
situation that other perspectives cannot. “Designing for Sufficiency” is fundamental to the machine 
metaphor.  

4.2 Organism View: Exploring System Viability 
Von Bertalanffy (1937), the founder of General Systems Theory (GST) and the open system 

concept, is credited with the inception of the organism/organismic perspective. He offered these ideas 
in opposition to the then-dominant mechanistic and reductionist models in biology and psychology 
(Hammond, 2010). The organismic perspective shifts from goal-seeking to viability by diagnosing 
pathologies and suggesting system designs for survival (Jackson, 2020a). The underlying systems 
approach of the organismic perspective in the manner of von Bertalanffy is moored on the open system 
concept, in which he highlights the relationship between the organism and environment. The open 
system approach recognized that organisms are complex entities with many parts (or subsystems) that 
interact with each other and the environment. When thinking about the interaction of the various parts, 
the system boundary must be considered because it allows the exchange of materials, energy, and 
information with the external environment. The system boundary facilitates the exchange of materials, 
energy, and information with the external environment, according to the open system concept. As an 
open system that is dependent on its environment, the organism must maintain a dynamic equilibrium 
with the environment to survive and thrive (Jackson, 2020a). And the sub-systems that comprise the 
organism only make sense in terms of the functions that the individual parts play in the whole system. 
However, Sub-systems must have some autonomy or the "brain," which coordinates, will be 
overwhelmed. 

The organism perspective on digital economy dilemmas requires understanding of organizational 
'life' images. After the mechanistic view's limitations were realized, the organism vocabulary permeated 
organizational life discussions. The corporation is a biological concept rooted in a corpus, a body or 
organism (Ackoff, 1990).  C-level executives have adopted organismic language. The CEO is the 
organization's "head." Other executives have adopted the 'head' vocabulary to represent various business 
functions, such as 'Head' of Human Capital, CIO as 'head' of Information Systems, etc. The organism 
metaphor in organizational life confirms Morgan’s (1986) claim that "most modern organizational 
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theorists look to nature to understand organizations" (p. 71). Following Morgan's (1986) claim, Prabhu 
(2022) observed a marked institutional shift on various dimensions (Table 7). The mechanistic 
perspective seeks efficiency, while the organismic perspective seeks adaptability to the environment 
(thus a focus on effectiveness). These organismic ideas can be used to understand 'human' systems, 
which have subsystems with their own purposes, unlike mechanistic systems. 

 

 
Table 4: Mechanistic versus Organismic Perspective 

Consider the integration and interconnection of cyber-physical systems in Industry 4.0 and Society 
5.0. CPSs can integrate computation, networking, and physical processes. CPS integration is 
complicated by heterogeneous components and interactions. While CPSs are promising systems for 
addressing societal and technical challenges, their success is dependent on a mindset shift to address 
collaboration and integration of heterogeneous components. The dilemmas of integration and 
interconnection of CPSs emerge from various sources. For instance, Wang et al., (2022) points to the 
lack of focus on human beings on initial designs of CPSs, yet they are meant for humans. Instead, they 
propose a human-cyber-physical systems (HCPS) perspective that elevates the role of human beings to 
overcome limitations of contemporary CPSs. Bonci et al., (2019) 'zeroes in' on "web technology" as a 
limiting "language" for the modern design of CPSs and argues for a shared human-to-machine and 
machine-to-machine language to actualize such a human-centric viewpoint on the architecture of CPSs.  
According to Potekhin et al., (2022), the viability of CPSs depends on how well physical objects are 
represented as digital twins to help manage large distributed systems. Using digital twins, it is possible 
to monitor and improve networked services, physical products, machines, and devices (Stary et al., 
2022). Because digital twins intertwined with CPSs, evolving open social and technical systems must 
maintain a dynamic equilibrium with the changing environment (Jackson, 2020a). Adaptability, as the 
‘goal seeking’ behavior, therefore becomes core for these large distributed CPSs, based on the digital 
twin’s concept. Digital twins are seen as integrators of the digital and physical worlds, as well as of the 
process of creating value both internally and outside (Barth et al., 2020).  
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Figure 2: A Human-Cyber-Physical System (Source: Wang et al., 2022) 

To overcome the dilemmas associated with distributed CPSs by supporting the proper theorization 
and design of digital twins to ensure CPSs are adaptable, the relevant systems approaches are Socio-
Technical Systems (STS) techniques and the Viable Systems Model (VSM). In the manner of Jackson 
(2020), STSs and the VSM are associated with problematical situations, in which the systems are 
“complex”, while the stakeholder perspective is “unitary”. Complexity is exacerbated due to the 
heterogeneity of the devices; while the stakeholder perspective is unitary as the discursive practice 
settles on the “digital twin” concept to characterize distributed CPSs. Exemplars of the use of these two 
systems thinking approaches include the use of the VSM to create a holistic vision of a system-of-
system based on the holon concept to simplify the design and implementation of a CPS architecture that 
exploits recursivity (Bonci et al., 2018) ; and the use of STS to incorporate the human-centric 
perspective in the design of distributed CPSs and to enhance the bi-directional and multidirectional 
control, aggregation and management of such systems (Anumba et al., 2022; Horváth, n.d.; Pessoa et 
al., 2022). Therefore, “Designing for Viability” remains a conundrum, even as CPSs infrastructures 
take hold in the evolving Industry 4.0/5.0 society.  

4.3 Cultural/Political View: Exploring Inscribed Cultural Knowledge 
The "sharing" economy, also called "platform capitalism," is gaining traction, revolutionizing 

product and service production and distribution (Sharif & Huang, 2019). However, “platform 
capitalism” has a darker side, christened the “share-the-craps-economy”(Reich, 2015), which continues 
to entrench the inequality loop linked to the self-reinforcing effect of digital and social exclusion 
(Ragnedda et al., 2022). Digital and social exclusion can be viewed through the prism of contemporary 
global society's dominant cultural and political narratives. However, it requires posing the question: 
what is the dominant cultural/political representation in the current practice of platform capitalism? A 
specific value extraction model is the by-product of the dominant cultural and political representations 
that are embedded in the digital turn towards platform capitalism. This model occurs when the 
technology surpasses its conventional connective and extractive functions (i.e., data as value) by 
translating cultural knowledge as a key business practice (Dal Maso et al., 2021).  By extending the 
concept of “platform capitalism,” Dal Maso et al., (2021) contends that this is a form of “cultural 
platform capitalism”. That is, a Western paternalistic perspective underpins the platform business 
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model, in which cultural representations in digital artifacts are based on a 'rentier capitalism' value 
extraction model. 

Rentier capitalism entails creating and extracting value through the techno-economic expansion of 
ownership and/or control over assets, often due to artificial or natural scarcity, quality, or 
productivity(Birch, 2020). The hegemonic dominance of Western corporations in rentier capitalism is 
well established(Christophers, 2022; Klinge et al., 2022), so their 'cultural knowledge' is deeply 
embedded in the digital economy. Prior research shows that the hegemonic dominance of specific 
cultural representations via intermediary digital infrastructures has increased digital and social isolation 
for large segments of the population, as evidenced by the digital divide (Figueiredo & Borges, 2021; 
Kwet, 2022; Mihelj et al., 2019; Peters, 2022). This form of rentier capitalism, in which digital 
monopolies create and extract value, is contradictory and has been criticized (Birch et al., 2022). As a 
result, Western cultural platform capitalism has now become the shared culture, but diversity and 
differences in human interests continue to fuel resistance, conflict, and contestation of the digital space. 
Given that Western "cultural knowledge" dominates the digital monopolies shaping the trajectory of 
the sharing economy, the dilemma of rentier capitalism may be characterized as a "simple-pluralist" 
structure. Digital monopolies are "simple" because they follow a well-known cultural/political logic of 
their "cultural knowledge": a "Winner-Takes-All" approach in the design of the digital platform 
ecosystem. Considering that there are numerous parties involved in the digital platform ecosystem who 
hold various values, beliefs, and interests, the problem context for rentier capitalism is "pluralist." The 
cultural/political perspective emphasizes how a diverse groups of individuals become stablished, as 
they promote processes imprinted with their own interests, to become a “shared culture” (Jackson, 
2020). "Winner Take It All" has become the shared cultural knowledge that anchors the sharing 
economy. To uncover assumptions that underpin such “shared cultures”, possible questions to ask 
include: What assumptions are inscribed in digital platforms due to Western-oriented cultural platform 
capitalism? How can these assumptions be 'surfaced' to re-design digital artifacts that reduce social and 
digital exclusion?  Uncovering stakeholders' assumptions in system design emphasizes the 'pluralist' 
dimension of people complexity. Systems methodologies that align well with problem context of 
“Digital Exclusion through Rentier Capitalism” include Strategic Assumption Surfacing and Testing 
(SAST), Interactive Planning (IP), and Soft Systems Methodology (SSM).  

4.4 Societal/Environmental View: Explore ‘Humanization’ of Systems 
The discourses of humanity’s societal transition to Industry 4.0/5.0 are predominantly couched in 

the language of Digital transformation (DT).  However, dilemmas associated with the pursuit of 
‘undemocratic’ ideal type DT process point to outcomes that have exacerbated different manifestations 
of social exclusion (Figure 3). Prior research has determined that social exclusion is by design since 
‘smart’ technologies, the bedrock of Industry 4.0/5.0, are currently being embedded into social systems 
that already have underlying inequalities (Park & Humphry, 2019). There is extensive support from 
scholarship that reveal that social exclusion is by design (see Goldstraw & Herrington, 2021; Good 
Gingrich, 2010; Jensen, 2021; Park & Humphry, 2019; Sin, 2019). Smart' technologies and systems, 
the cornerstone of Industry 4.0/5.0, are therefore being incorporated into social systems with underlying 
inequities. Addressing social exclusion through DT, which excludes certain segments of humanity, is a 
persistent problem in the transition to Industry 4.0/5.0. From an Industry 4.0/5.0 standpoint, 
understanding contemporary social inequities that perpetuate chronic social exclusion requires a 
systemic lens. 
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Figure 3:Social Exclusion (Source: Mayer et al., 1958) 

The social/environmental approach may provide light on parts of the digital exclusion challenge, 
which is being addressed from a human-centric, sustainable, and resilient standpoint (Figure 4). The 
social/environmental perspective, as a systems thinking lens, fosters the understanding of 
discrimination and inequality in the context of ‘neglected’ stakeholders (Jackson, 2020). Social 
exclusion is a kind of hegemonic tyranny that reveals power dynamics. This kind of hegemonic tyranny 
dehumanizes by using coercive power via powerful 'digital intermediaries' to influence the DT process' 
trajectory and outcome. As Industry 5.0 takes shape, the dehumanizing ideas of Industry 4.0 are being 
disputed (Grabowska et al., 2022), and a new regime of 'humanization' is emerging in which the 
technological environment of Industry 4.0 is coupled with a human-centric approach to Industry 5.0. 
Humanism resists the authoritarian control of 'cultural platform capitalism' and strives to include 
human-centricity, resilience, and sustainability, which define modern debate for human survival. The 
most probable emancipatory systems lenses for understanding power dynamics in the design of simple, 
complicated, and complex systems under coercive stakeholder situations are Team Syntegrity (TS), 
Critical Systems Heuristics (CSH), and Liberating Systems Theory (LST). 

 
Figure 4: Framework of Industry 5.0 (Source: Grabowska et al., 2022) 

 

4.5 Interrelationship View: Exploring Causality in Systems 
As the legitimacy and mobilization for Industry 4.0/5.0 takes hold, it will become clear that the 

raison d'être for the digital transformation process is the development and integration of smart systems 
as the core components of the digital economy. Smart systems are not static, but are dynamic, open, 
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and complex in design, while contemporary approaches to design of systems are still steeped in a 
‘functional top-down design’ paradigm premised on the unrealistic assumption that complex systems 
design can be ‘controlled. Further, smart systems, such as smart cities, smart buildings, and autonomous 
cars, are each essentially a System-of-Systems (SoS), which are dynamically established as alliances 
among independent and heterogeneous software systems to offer complex functionalities due to 
constituent interoperability (Neto et al., 2018). However, recent implementations of smart systems have 
elicited various challenges that point to a dilemma in how such systems are designed. For instance 
Mohammadi et al., (2022) cites the difficulty of decision making in smart environments due to the high 
direct and indirect dimensional factors. Following Medina-Borja (2015)’s conceptualization of “smart 
service systems”, Alter, (2020) characterizes the smartness of systems into four categories with several 
dimensions: information processing (six dimensions), internal regulation (five dimensions), knowledge 
acquisition (six dimensions), and action in the world (six dimensions). Due to the high dimensionality 
of these smart systems, computational intensity is extremely high in dimensionality which consequently 
creates a data storage burden at every smart devices due to their different capabilities (Kamruzzaman, 
2021). Also, with the broader push towards Industry 4.0/5.0, there are open security and privacy 
challenges that have heightened, with an increase in the frequency and sophistication of cyber-physical 
attacks posing significant threats to organizations globally (Williams et al., 2023). The intrinsic 
dilemma of designing smart systems arises from the high dimensionality of the concept of ‘smartness’ 
used to characterize to what extent a system is smart (Figure 5).  

 

 
Figure 5: Dimensions of Smartness (Source: Alter, 2020) 

Understanding how smart system dimensions interact can shed light on their nature and improve 
design. The aspects of interest would focus on causal linkages between the dimensions and how such 
linkages influence the ‘smartness’ of the smart system. The interrelationship perspective, a lens of 
systems thinking, can be an effective approach for structuring such causal linkages of smart systems. 
The foundation of the interrelationship perspective is that all issues (factors, dimensions) identified in 
a problematical scenario are interconnected in chains of reciprocal causation, which suggest the 
possibility of unintended consequences or serve as leverage points for improved design (Jackson, 2020). 
To understand the 'smartness' of systems, System Dynamics (SD) can simulate such known causal 
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relationships. To diagnose smart systems or improve their design, prior research shows how SD may 
be utilized as a modeling tool. Prior research shows that SD can be used to diagnose or improve smart 
system design. Khalid Khan et al., (2022) used SD to model the cause-effect relationships and 
mechanisms of Connected and Autonomous Vehicles (CAVs) cybersecurity and system behavior to 
create a road map for an optimized, self-regulating, and resilient cyber-safe CAV system. Recent 
contributions using SD include modeling of smart tourism ecosystems (Sedarati et al., 2022; Shafiee et 
al., 2022); understanding the relationship between information management barriers and collaborative 
technologies adoption factors, and sustainability-related policy analysis in the built environment (Amin 
et al., 2022; Francis & Thomas, 2022); and an exploration of factors that foster smart city success, as 
well as the cause-and-effect relationships among these determinants (Nunes et al., 2021). Although not 
exhaustive, these contributions show the proven usage of SD for modeling difficult diagnostic or 
prognostic cause-effect situations. The interrelationship perspective offered through SD makes it an 
ideal systems methodology for structuring such problematical situations with cause-effect relationships.  

5 Conclusions 
Systems-based approaches can be used to explore digital dilemmas from five different perspectives: 

machine, organism, cultural/political, societal/environmental, and interrelationship. The machine 
perspective emphasizes "design for sufficiency" as an efficiency goal; the organism perspective 
emphasizes system survival and viability; and the cultural/political perspective reveals how embedded 
"cultural knowledge" influences system design, use, and control. Understanding discrimination and 
inequality in the context of 'neglected' stakeholders is facilitated by a social/environmental perspective 
(Jackson, 2020a). The interrelationship perspective can be used to effectively to structure causal 
linkages of smart systems with interconnected parts. The synthesis revealed that a 'winner-takes-all' 
Western-oriented "shared culture" pervades digital artifact design. Systems thinking can assist in 
bringing to light hegemonic assumptions in digital artifacts of the digital economy. Complementing 
analytical approaches with systemic perspectives and methodologies can improve complex system 
diagnosis and design. 
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Abstract 
In poor-resource settings, owning a mobile phone could be an advantage to using 

developmental interventions based on mobile phones. However, maternal mHealth 
interventions in these settings are challenged due to low mobile phone ownership 
among women. Women are less likely to own a mobile phone than their male 
counterparts. Therefore, for maternal healthcare clients to use maternal mHealth 
intervention, it is expected that these clients negotiate mobile phone access and usage 
from owners of mobile phones in their communities. We employed qualitative research 
methods to understand how maternal healthcare clients who do not own mobile phones 
negotiate usage of mobile phones for maternal healthcare. Data was collected using 
semi-structured interviews with maternal healthcare clients and mobile phone owners, 
and focus group discussions with the maternal healthcare clients. The study found that 
maternal healthcare clients used cooperative negotiating tactics such as issue-based, 
compromising, and accommodating to negotiate mobile phone usage. Negotiating 
mobile phone usage has the potential to enhance digital skills for mobile phone users 
who do not own mobile phones. The study may inform mHealth implementers on how 
they may sensitise beneficiaries of mHealth who lack prerequisite technologies on how 
to negotiate access of mobile phones for mHealth.  

 
Keywords: Negotiating tactics, negotiation, maternal health, mHealth, Malawi 
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1 Introduction 
Maternal health is defined as the health of a woman during pregnancy, delivery, and the 

postpartum period (WHO, 2012). Maternal health is one of the priority areas of Sustainable 
Development Goal (SDG) 3.1, which aims to decrease the global maternal mortality ratio (MMR) to 
below 70 deaths per 100,000 births. MMR refers to the number of maternal deaths per 100,000 live 
births (Comfort, 2016; Girum & Wasie, 2017). Sub-Saharan Africa has the highest MMR. The region 
had 179,000 out of 289,000 global deaths in 2014 (WHO, 2014). As a result, developmental 
organisations have introduced maternal mHealth interventions to provide maternal-related 
information to maternal healthcare clients in rural areas of Sub-Saharan Africa where most of these 
deaths occur (Blauvelt et al., 2018). For instance, mHealth interventions may send maternal 
healthcare clients tips on maternal healthcare and reminders to visit antenatal clinics through short 
message service (SMS) and voice messages. mHealth interventions have the potential to promote 
health seeking behaviour and health facility usage for prenatal care, delivery and postnatal care, which 
is essential for better maternal health outcomes (Sowon & Chigona, 2021).  

mHealth involves the use of mobile devices such as mobile phones for health (Noordam et al., 
2011). In rural areas of Sub-Saharan Africa, mHealth is challenged due to low mobile phone 
ownership (Sondaal et al., 2016). In rural areas, there is disparity in mobile phone ownership. For 
example, in Malawi and Ethiopia there is a disparity of 26% and 46%, respectively (Rheault & 
Mccarthy, 2016). In Malawi, low literacy levels and poverty in rural areas affects access and use of 
Information and Communication Technologies (ICTs). In the villages of Malawi, traditional methods 
of communication, such as word-of-mouth, village messengers, and village headmen are the preferred 
way to convey messages (Marron et al., 2020). Low levels of literacy and lack of ICTs, such as 
mobile phones, make these the traditional methods of communication common in rural areas (Marron 
et al., 2020),  

In Sub-Saharan Africa, women are 15% less likely to own a mobile phone than their male 
counterparts (Handforth & Wilson, 2019). Consequently, women who do not own mobile phones may 
not have direct access to mHealth interventions, as well as other mobile phone mediated 
developmental interventions. Therefore, for maternal healthcare clients to access maternal mHealth 
intervention, it is likely that these clients negotiate mobile phone access and usage from owners of 
mobile phones in their communities. Some studies have shown that people negotiate with one another 
all the time in every aspect of life (Patton & Sundar Balakrishnan, 2012; Zohar, 2015). Other studies 
have found that social norms may be routinised due to the negotiated agency of those processes in 
institutions (Giddens, 1984; Ling et al., 2020), such as in health service provision institutions (Ling et 
al., 2020). In other circumstances, marginalised women have used mobile phones to negotiate 
harassment issues in the work environment (Pei et al., 2022).  

Negotiation is referred to as “a form of decision making in which two or more parties talk with 
one another in an effort to resolve their opposing interests” (Lewicki et al., 2016). One of the reasons 
why negotiation occurs is to agree on how to share limited resources (Lewicki et al., 2016), In poor 
resource settings, where households may have only one family member owning a mobile phone, other 
family members may negotiate usage of the mobile phone (NSO & MACRA, 2014). For maternal 
mHealth, negotiating mobile phone usage could be possible with family members and community 
members for whom the maternal healthcare client finds trustworthy (Maliwichi & Chigona, 2022a). It 
could be the case that maternal health is associated with cultural norms, which may prohibit the 
maternal healthcare client from negotiating mobile phone usage for maternal-related issues with 
anybody. Moreover, pregnancy is associated with taboos, where there could be specific people that 
maternal healthcare clients may negotiate usage of their mobile phone for maternal-related issues 
(Nyemba-Mudenda & Chigona, 2018). 

A few studies in maternal mHealth have reported on the negotiation process of mHealth use in 
maternal healthcare, where maternal healthcare clients aimed to make their use of mHealth, a 
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culturally appropriate behaviour (Sowon & Chigona, 2021). Most studies in maternal and 
reproductive mHealth explained the importance of negotiating cost of mHealth solution with mobile 
network operators when implementing mHealth solutions for reproductive health (Mangone et al., 
2016; Prinja et al., 2018; WHO, 2015). However, little is known about how maternal healthcare 
clients who lack prerequisite technologies such as mobile phones negotiate usage of mobile phones 
for maternal mHealth (Larsen-cooper et al., 2015; Maliwichi et al., 2021). Therefore, this study seeks 
to answer the following research question: How do maternal healthcare clients who do not own 
mobile phones negotiate use of mobile phones for maternal mHealth interventions?  

To answer the research question, we used a case study of Chipatala Cha Pa Foni (CCPF) (which 
means Health Centre by Phone) maternal mHealth intervention. CCPF was launched in 2011 in 
Malawi as a maternal and child health mHealth intervention in one of the poorest performing district 
in maternal health (VillageReach, 2017). The intervention allows maternal healthcare clients who do 
not own mobile phones to use mobile phones of family members and other community members. In 
addition, the intervention recruited community volunteers and provided them with mobile phones to 
facilitate access and usage of the maternal mHealth intervention by maternal healthcare clients who 
do not own mobile phones (Larsen-cooper et al., 2015). 

The rest of the paper is organised as follows: the next section is literature review, which highlight 
the concept of negotiation, negotiations in mHealth and maternal mHealth interventions. Literature 
review is followed by case description of Chipatala Cha Pa Foni. In this section, the Malawi profile is 
described and then the CCPF mHealth intervention. The methodology section presents the data 
collection and analysis methods used in this study. In this section, ethical considerations are also 
highlighted, and the findings section follows. The section presents negotiating tactics used by 
maternal healthcare clients to negotiate mobile phone usage, followed by analysis, discussion and 
conclusion. Lastly, study limitation and future work are highlighted. 

2  Literature Review 

2.1 Maternal health and mHealth interventions 
Maternal Health is one of the areas that have received support in the development of mHealth 

interventions to combat maternal deaths. For example, MomConnect in South Africa, Rapid SMS in 
Rwanda and CCPF in Malawi (Blauvelt et al., 2018; Ngabo et al., 2012; Seebregts et al., 2016). 
Maternal mHealth interventions use SMSs and toll-free hotlines for maternal healthcare clients to 
receive tips on maternal-related issues and reminders to visit antenatal clinics for vaccinations, 
medications and routine checkups (Crawford et al., 2014; Willcox et al., 2019). Furthermore, the toll-
free hotline enables the maternal healthcare clients to call and ask maternal related help and advice 
(Larsen-cooper et al., 2015). 

Studies in maternal mHealth have found that maternal mHealth interventions promotes the health-
seeking behaviour among maternal healthcare clients (Blauvelt et al., 2018; Sowon et al., 2022). 
Consequently, maternal mHealth interventions improve maternal health outcomes. Therefore, it is 
essential to promote the use of maternal mHealth interventions for all maternal healthcare clients, 
regardless of whether or not they own a mobile phone (Maliwichi & Chigona, 2022b). 

2.2 The concept of negotiation 
Negotiations happen every day in our societies. Even though people associate the concept of 

negotiation in the world of business or politics (Zohar, 2015); negotiations also happen in our homes, 
at school, and even at the hospital. Children negotiate with their parents how chores and assignments 
ought to be done at home. Students could also negotiate the due dates of their assignments with their 
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lectures. In all these contexts, main aim of negotiation is to reach a consensus where the negotiating 
partners reach an agreement (Lewicki et al., 2016). This could be due to the fact that people depend 
on each other and negotiations are used to manage situations. In addition, negotiations can be used to 
resolve conflicts (Lewicki et al., 2016) and change institutional processes (Ling et al., 2020). 

• Negotiating tactics or strategies 

In negotiations, there are different strategies or tactics that negotiators could use during 
negotiations (Lewicki et al., 2016). These include yielding or accommodating, inaction (also called 
avoiding), and compromising. Negotiators practicing accommodating tactic does not have interest 
whether they would gain their own outcomes, but rather are interested in whether the other party 
attains his or her outcomes. This involves lowering one’s own aspirations to let the other win. Partners 
practicing inaction as a tactic show little interest in whether they attain their own outcomes, as well as 
in how the other party obtains their desired outcomes. This could mean that the parties are doing 
nothing or they have withdrawn from negotiations. Compromising tactics are a conflict management 
strategy. Here one negotiating partner exerts little effort to achieve their outcomes, but exerts 
moderate effort to help the other party achieve their outcomes. 

• Importance of negotiating skills 

Negotiating skills can be in-born. For example, children negotiate with their parents all the time at 
home. Others have to learn to negotiate due to the nature of their job. Regardless of whether one has 
an in-born negotiating skill or not, it is important for people to have negotiating skills considering the 
interdependent nature of the society. Studies have highlighted the importance of enhancing 
negotiating skills in people (Roloff et al., 2003; Sadki & Bakkali, 2015). Others have published 
practical guides on how to enhance negotiating skills. For example, there are guidelines which aid 
implementers of mobile application solutions on how to negotiate with mobile network operators on 
the cost of implementing affective mHealth solutions (Crawford et al., 2014; WHO, 2015). Therefore, 
it is important to negotiate in every aspect of life. 

2.3 Negotiations in mHealth 
Negotiations in mHealth happen at various stages of the development of the mobile applications. 

For instance, mHealth developers and stakeholders of mHealth negotiate different aspects of mHealth. 
mHealth developers may negotiate with potential users of mHealth; for example, what functions 
ought to be present in mobile health application (Giunti, 2018). On one hand, these negotiations 
happen during the planning and development phase of the mHealth application (Vickery, 2015). On 
the other hand, negotiations could also happen during mHealth policy formulations, considering the 
sensitiveness of health data (Sadki & Bakkali, 2015). Hence, policy makers ought to negotiate health 
data usage with mHealth implementers.  

Others have highlighted the importance of negotiating how Smartphone companies may use 
personal data derived from health application. Users use mobile application for health on their 
Smartphones, for instance, measuring their blood pressure without knowledge that this data may be 
sold by mobile phone manufactures (Faulkner, 2018). This is not acceptable, and there ought to be a 
clear distinction between health (which is a personal right and also things that benefit society as a 
whole) and consumer goods bought and sold for profit-making purposes (Faulkner, 2018). Therefore, 
there ought to be a negotiation-based approach to resolving issues concerning the privacy policy 
conflicts in mHealth (Sadki & Bakkali, 2015). 
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2.4 Negotiations in maternal mHealth intervention 
In maternal mHealth intervention, the concept of negotiation has been highlighted twofold: on the 

one hand, mHealth implementers have negotiated the cost of delivering short message services 
(SMSs) to maternal healthcare clients (Larsen-Cooper et al., 2015; WHO, 2015). In other 
circumstances, mHealth implementers have negotiated the cost of calls with mobile service providers 
for maternal mHealth interventions (Crawford et al., 2014; Mangone et al., 2016). These negotiations 
have led to the provision of toll-free hotlines and free SMS delivery to maternal healthcare clients 
(Crawford et al., 2014). Moreover, collaborations with different stakeholder in an mHealth project 
could have an impact in successful negotiations, which could also lead to scaling-up of interventions 
(Blauvelt et al., 2018). 

On the other hand, maternal healthcare clients have negotiated maternal mHealth use. In contexts 
where pregnancy is surrounded by social-cultural norm, maternal healthcare clients have to negotiate 
usage of maternal mHealth interventions. This could be due to the fact that the use of mHealth ought 
to be culturally appropriate given the interdependent nature of maternal healthcare-seeking behaviour 
(Sowon & Chigona, 2021). Theories have also highlighted on the importance of appropriate 
technology use, for instance, the compatibility concept in the diffusion of innovation theory (Rogers, 
2003). Therefore, it is important to negotiate appropriate use of maternal mHealth considering the 
sensitivity of maternal issues. However, there is still dearth of literature on how those who lack 
prerequisite technologies negotiate use of maternal mHealth interventions (Maliwichi & Chigona, 
2022a). 

3 Case Description of Chipatala Cha Pa Foni 

3.1 Malawi Profile 
CCPF is an mHealth intervention running in Malawi. Malawi is a country in Southern Africa with 

a population of about 17,563,749 million people (National Statistics Office (NSO), 2018). About 
85.6% of this population resides in rural areas of the country (National Statistics Office (NSO), 2018). 
CCPF was piloted in 2011 in four rural catchment areas of Balaka District as a maternal and child 
health intervention. Balaka District was selected due to its lowest maternal and child health indicators 
in the southern region of Malawi.  

The healthcare system in Malawi is organised into four levels, namely: community, primary, 
secondary, and tertiary levels (MoH, 2022). All these levels are linked through an established referral 
system. The District Health Officer (DHO) is in-charge of community, primary, and secondary levels, 
which are at the district level. The health system in Malawi is challenged with limited human resource 
for health, such as doctors, nurses, and clinical officers. This has been attributed to the migration of 
health professionals, and death due to HIV/AIDS. The doctor-patient ratio, stands at 1 to 48000, 
which is one of the lowest in the region (Kawale et al., 2019). This low ratio extends to other health 
professionals, such as nurses and HSAs (Lutala & Muula, 2022), contributing to poor health 
outcomes. Consequently, this also contributes to poor maternal health outcomes. 

3.2 Chipatala Cha Pa Foni mHealth intervention 
CCPF is a toll-free health hotline in Malawi that creates a link between the health centre and 

remote communities. It has trained health workers, who provide information and referrals over the 
phone (Innovation Working Group (IWG), 2016). Initially, users could also opt for personalised voice 
and SMS health messages tailored to women regarding their pregnancy or the health needs of their 
children (Innovation Working Group (IWG), 2016). The personalised voice and SMS health messages 
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have now been replaced with on demand IVR messages. Remote rural communities in Malawi, as in 
other developing countries, face challenges such as long distances to the health facility, which 
prevents people from seeking healthcare. The CCPF maternal mHealth intervention was introduced to 
improve healthcare-seeking behaviour and healthcare utilisation. By 2018, CCPF was scaled-up to all 
districts in Malawi and is now fully owned by the Government of Malawi (VillageReach, 2018). 

3.3 Community volunteers of CCPF 
The implementing agency recruited community volunteers in communities of Balaka District to 

act as agents of CCPF. These community volunteers were trained on how to use CCPF and provided 
with a mobile phone. The volunteers were encouraged to sensitise communities by visiting maternal 
healthcare clients door-to-door, as well as during social gathering in their communities (Watkins et 
al., 2013). Maternal healthcare clients who do not own mobile phones were encouraged to use mobile 
phones of community volunteers, other community members, and family members. This made CCPF 
accessible to maternal healthcare clients regardless of their mobile phone ownership status. 

4 Methodology 
The study employed qualitative research methods, a single case study research design and 

interpretive paradigm. Qualitative research methods were more appropriate to explain how maternal 
clients who do not own mobile phones negotiated mobile phone access and usage of the mHealth 
intervention. Furthermore, qualitative research methods proved significant in preventing the loss of 
context. The study bounded the case using the context and the activity, thereby making the case study 
more appropriate. 

4.1 Data collection 
Data was collected using semi-structured interviews and focus group discussions (FGDs). We 

interviewed seven mobile phone owners and seven maternal healthcare clients. These mobile phone 
owners and maternal health care pairs were geographically dispersed and it was not economically 
feasible to visit each pair separately. Hence, we opted for telephone interviews, and telephone calls 
recorded using callX mobile application. Table 1 lists the mobile phone owners and the maternal 
healthcare clients who used their mobile phones. 

 
Mobile phone owners Maternal healthcare client 
Husband 1 Client 1 
Husband 2 Client 2 
Husband 3 Client 3 
Husband 4 Client 4 and other maternal clients 
Mother-in-law 1 Client 5 
Community Volunteer 1 Client 6 – Client 13 
Community Member 1 Client 14 – Client 20 
     

Table 1: List of mobile phone owners and maternal healthcare clients who used their mobile phones 

 
We conducted two FGDs (of eight and seven maternal healthcare clients, respectively) in two 

catchment areas, with the help of a community volunteer and a community member. These mobile 
phone owners had several maternal healthcare clients using their mobile phone for CCPF. Due to 
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covid-19 travel restrictions, we were unable to travel and conduct the interviews in June 2020. 
Therefore, we opted for telephonic FGDs with the help of the maternal healthcare clients, community 
volunteer and community member, as the owners of the mobile phones. We asked the mobile phone 
owners to find a quiet place and put the mobile phone on loud speaker and be moderators of the 
discussion. The discussion was recorded using callX mobile application.  

4.2 Data Analysis 
The collected data was transcribed in Chichewa and was later translated into English. English 

transcripts were then imported into Nvivo 12 for data analysis. We used inductive thematic data 
analysis to analyse the data (Braun & Clarke, 2006). Table 2 shows the sample themes and their 
associated codes. 

 
Main theme Sub-theme Sub-theme Sample code 
Negotiating 
tactics 

Issue-based Actual-issue 
based 

“When we reach the volunteer’s house, we tell her that 
we would like to use CCPF, and then she calls 54747, and 
we listen to our messages, or we talk to the hotline 
worker...” [Client 12]. 

False-issue-based “I do not know who used my mobile phone for 
maternal issues. But the one who was pregnant in this 
house is my daughter-in-law, so I think my son was using 
my mobile phone to call CCPF because he does not have a 
mobile phone and uses my mobile phone for so many 
things…” [Mother-in-law 1]. 

Compromising  “I wait for my husband to come from work for me to 
use the mobile phone... you know, I cannot tell my 
husband that I want to use the mobile phone when he is 
going to work... ” [Client 1].   

Accommodating  “It is not difficult to ask the neighbor for a mobile 
phone because normally it is an emergency and we want to 
seek advice from CCPF so that we know what to do...” 
[Client 15]. 

 

Table 2: Main themes, sub-themes and their associated codes 

4.3 Ethical considerations 
We obtained permission to conduct the study in Balaka District from the Balaka District Health 

Office, as well as the Malawi Ministry of Health and the mHealth implementing agency, 
VillageReach. We also got ethical clearance from the National Health Sciences Research Committee 
in Malawi. 

Consent was sought to interview the participants and issues of privacy and confidentiality were 
discussed. It was clarified to participants of FGDs that it was difficult to ensure that what will be 
discussed remain confidential, due to the nature of the discussion. Even, though the study was more 
about negotiating usage of mobile phone, we did not recruit pregnant women. This was the case in 
order to mitigate the risks associated with pregnancy, in such case where a participant recalls a 
traumatic experience. We anonymised the participants using the code Client x and Husband x, 
Community member or Volunteer x.  
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5 Findings 
In maternal mHealth intervention, access to mobile phones by the intended users is crucial for the 

success of the intervention. Even though the maternal healthcare clients in this study did not own 
mobile phones, they accessed mobile phones through different mobile phone owners, such as family 
relations (husbands and mothers-in-law), community volunteers, and community members.  

Maternal healthcare clients in this study negotiated mobile phone usage from mobile phone 
owners to use maternal mHealth intervention. The findings of this study suggest that maternal 
healthcare clients used cooperative tactics to negotiate usage of the mobile phone, rather than 
competitive tactics. Cooperative tactics are tactics that create value by satisfying the interests of all 
the parties involved, for example willingness to compromise, and having flexible usage terms. These 
tactics could be categorised further as: 1) issue-based tactics; 2) compromising tactics; and 3) 
accommodating tactics. 

 

 

Figure 1: Conceptual framework for negotiating technology use 

5.1 Issue-based tactic 
Maternal healthcare clients in this study used issue-based tactic to negotiate mobile phone usage. 

Issue-based negotiation tactics refer to a way of handling one or more negotiation issues in pursuit of 
a joint or individual goal (Geiger, 2017). Maternal healthcare clients in this study used two ways of 
issue-based tactic: 1) by using the actual issue, which is to call CCPF for maternal-related issue; and 
2) using a different issue to negotiate usage of a mobile phone. These two tactics have been 
conceptualised further as actual-issue-based tactics, and false-issue-based tactics. 

• Actual-issue-based tactic 

Most maternal healthcare clients in this study used the actual-issue-based tactics to negotiate usage 
of a mobile phone. This was apparent when the maternal healthcare client and mobile phone owner 
had a mutual agreement that the maternal healthcare client could use their mobile phone for maternal-
related issue.  

 
“When we reach the volunteer’s house, we tell her that we would like to use CCPF, and then she 
calls 54747, and we listen to our messages, or we talk to the hotline worker...” [Client 12]. 
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This form of agreement was common between maternal healthcare clients and a dedicated mobile 

owner. In this case, the maternal healthcare clients trusted the mobile owner, because the mobile 
owner showed interest in the maternal healthcare client’s health and welfare, and took privacy issues 
about the maternal healthcare client seriously. In Malawi, as well as other African countries, maternal 
healthcare clients do not just talk about their pregnancy-related issues with ease. Pregnancy is a 
sensitive topic that is discussed only with someone who can be trusted (Ngomane & Mulaudzi, 2012). 

• False-issue-based tactic 

Some maternal healthcare clients in this study used false-issue-based tactics of negotiation. We 
define false-issue-based tactics of negotiation as bargaining of mobile phone usage for an issue, but 
using the mobile phone for another purpose.  

 
“I do not know who used my mobile phone for maternal issues. But the one who was pregnant in 
this house is my daughter-in-law, so I think my son was using my mobile phone to call CCPF 
because he does not have a mobile phone and uses my mobile phone for so many things…” 
[Mother-in-law 1].  
 
It is possible that the maternal healthcare clients negotiated usage of the mobile phone for 

something else, while simply using the mobile phone for maternity-related issues.  

5.2 Compromising tactic 
The findings of this study suggest that maternal healthcare clients used compromising negotiation 

tactics when negotiating mobile phone usage. Compromising negotiation tactics usually happens in a 
win-lose situation (Schmidt & Cross, 2014). Compromising tactics prove to be one of the most basic 
negotiation tactics where both parties give up something that they want in order to get something else 
they want more. In this study, maternal healthcare clients had to use concession in order to reach 
mobile phone usage times with their husbands.  

 
“I wait for my husband to come from work for me to use the mobile phone... you know, I cannot 
tell my husband that I want to use the mobile phone when he is going to work ...” [Client 1].   
 
One of the husbands narrated that sometimes, he agreed with his wife on the times both could 

listen to the messages about pregnancy, or on the times both could talk to the doctor. Compromising 
negotiation tactics were also more prominent between maternal healthcare clients and community 
volunteers. A community volunteer mentioned that, when maternal healthcare clients were more 
advance in their pregnancy and could not travel long distances to access mobile phones, a community 
volunteer would instead visit them at their homes. 

When using compromising tactics, normally negotiating partners work together to find an 
acceptable middle ground that works for both of them (Schmidt & Cross, 2014). In maternal mHealth, 
compromising tactics are very important, as both maternal healthcare clients and husbands or 
community volunteers want to achieve better maternal outcomes. 

5.3 Accommodating tactic 
The findings of this study suggest that accommodating negotiation tactics was prevalent when 

maternal healthcare clients were using community members such as neighbours to negotiate mobile 
phone access.  
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“It is not difficult to ask the neighbor for a mobile phone because normally it is an emergency and 
we want to seek advice from CCPF so that we know what to do...” [Client 15]. 
 
In this case, no formal agreement was necessary for long-term use, but the maternal healthcare 

client trusted that the neighbour would allow her to use the mobile phone and the neighbour usually 
accommodated their request. This could be a social norm in villages where people share resources in 
times of need (Vickery, 2015). 

6 Discussion 
The findings of this study suggest that the mobile phone owners played a greater role when 

maternal healthcare clients were negotiating the use of the mobile phone. This could be attributed to 
the importance of the issue being negotiated for, in this case, maternal health. In addition, health-
related issues could be prioritised over personal issues when negotiating mobile phone usage. 
Therefore, this study highlights: 1) the importance of accommodating beneficiaries of mHealth 
through technology sharing; 2) when to use bogey or false issue issue over the actual issue; and 3) the 
role of communities of purpose in promoting access to technologies. 

6.1 The importance accommodating beneficiaries of mHealth through 
technology sharing 

In poor-resource settings, beneficiaries of mHealth who do not own mobile phones tend to 
negotiate mobile phone usage when an emergency occurs. For maternal health, this could be that a 
maternal healthcare client is in pain and has no idea why this is the case. Sometimes, this could mean 
saving someone’s life. Therefore, it is important for mobile phone owners to accommodate 
beneficiaries of mHealth or their guardians request to use their mobile phones. 

In this study, mobile phone owners used accommodating tactics when maternal healthcare clients 
negotiated mobile phone usage. An accommodating tactic tends to be more concerned with the 
cooperativeness of the parties involved (McCracken et al., 2008). Basically, this is a win-lose 
situation (Coburn, 2013), where “One way to generate alternatives is to allow one person to obtain 
their objectives and compensate the other person for accommodating their interests” (Lewicki et al., 
2016). In this study, community members played the losing partner for accommodating tactics to 
work for maternal healthcare clients. In maternal health, community members may sacrifice their time 
in favour of the maternal healthcare client, who may want help at that particular time. Timely access 
to maternal health information has the potential to serve the lives of the mother and her unborn child. 
For some community members, this proved to be a way of winning over maternal healthcare clients to 
use healthcare service during pregnancy. 

In this study, accommodating tactics may have worked due to umunthu philosophy, which is 
practiced in most poor-resource communities of Malawi (Zamani & Sbaffi, 2020), where 
communities value mutuality and reciprocity (Bandawe, 2005). Therefore, it is important for mHealth 
implementers to sensitise communities to the importance of sharing resources in times of need. Other 
studies have found that communities that practice a sharing culture, it is a norm in these communities 
to accommodate beneficiaries of mHealth who lack prerequisite technologies such as mobile phones 
(James, 2011; Tran et al., 2015). In turn, the beneficiaries feel free to negotiate mobile phone usage 
from any mobile phone owner.  

 

Preprints of Proceedings of 
NEMISA Digital Skills Conference (Colloquium) 2023 
15-17 February 2023

146 Coastlands Umhlanga Hotel & Convention Centre 
Durban, South Africa 

ISBN: 978-0-6397-0845-4 (e-book) 
ISBN: 978-0-6397-0844-7 (print)



6.2 False-issue or actual-issue negotiating tactic: which is appropriate? 
Health is a complex phenomenon. Health issues tend to be private. In most cases, mHealth 

beneficiaries of diabetes or sexually transmitted diseases, for example, would not want anyone to 
know their health concerns. Maternal health is even more complex, since it is associated with cultural 
beliefs. On the one hand, beneficiaries of mHealth who do not own mobile phones in this study tend 
to use false-issue negotiating tactic when negotiating mobile phone usage. This was more prevalent 
when the maternal healthcare client did not trust the mobile phone owner, or the mobile phone owner 
was young. 

Some studies have found that people may employ “bogey” tactics, which involve exaggerating the 
importance of a given issue (Lewicki et al., 2016). False-issue-based tactics and bogey tactics could 
be successful, as long as the truth is not revealed (Geiger, 2017). In maternal health, using false issue-
based could happen due to the sensitive nature of maternity-related issues in a rural setting. Maternal 
healthcare clients treat maternity-related issues as private (Fagbamigbe & Idemudia, 2015).  

On the other hand, beneficiaries of mHealth use the actual-issue-based tactic to negotiate usage of 
the mobile phone. This was due to the fact that the beneficiary of mHealth and the mobile phone 
owner had a mutual agreement with the mobile phone owner or the mobile phone was a project 
mobile phone or government-issued mobile phone, for the purposes of maternal and child health 
intervention (Larsen-cooper et al., 2015; Ngabo et al., 2012). Furthermore, actual-issue-based tactics 
are easier to use when a mobile phone belongs to maternal healthcare clients’ significant other (Carr 
et al., 2021). 

Regardless of the circumstances of the beneficiaries of mHealth, using an actual-issue-based tactic 
could be more appropriate, due to the fact that, when false-issue-based tactics or bogey tactics are 
discovered, people will question the behaviour of the negotiators in this regard. A study in negotiation 
has also suggested that it is important to negotiate using an important issue first, when using issue-
based negotiation tactics (Geiger, 2017). For example, it is important to negotiate mobile phone usage 
for maternity-related issues first, and later for personal or other concerns. However, certain studies 
have found that simultaneous bargaining could be beneficial (Patton & Balakrishnan, 2010; Patton & 
Sundar Balakrishnan, 2012).  

6.3 The role of communities of purpose in promoting access to 
technologies 

A community of purpose (CoP) is understood as a community of people who are going through a 
similar process or are trying to achieve a similar objective (Bhattacharyya et al., 2020).  In this study, 
CoP comprised of family members, community members, community volunteers, and community 
health workers. CoP played a greater role in providing access of mobile phones to mHealth 
beneficiaries. The findings of this study suggest that CoP used compromising negotiating tactics when 
mHealth beneficiaries were negotiating the use of their mobile phones. A community volunteer 
mentioned that when maternal healthcare clients were more advance in their pregnancy and could not 
travel long distances to access the mobile phone, where a community volunteer would instead visit 
them at their homes. 

When using compromising tactics, normally negotiating partners work together to find an 
acceptable middle ground that works for both of them (Schmidt & Cross, 2014). Studies on 
negotiation have found that prior relationships between negotiating parties influence compromising 
tactics (McCracken et al., 2008; Schmidt & Cross, 2014). Moreover, this relationship makes 
negotiation a bit easier for the maternal healthcare client themselves (Zohar, 2015).  

In maternal mHealth, compromising tactics are very important, as both maternal healthcare clients 
and CoP members want to achieve better maternal outcomes; thereby reducing MMR (Sowon & 
Chigona, 2021). In addition, CoP plays a greater role in reducing the digital divide, which is greater 
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among women (Maliwichi et al., 2021). Moreover, CoP has the potential to enhance the digital skills 
of mHealth beneficiaries who lack prerequisite technologies by training them on how to use the 
technology (Larsen-cooper et al., 2015). Access to information has the potential to promote healthy 
living styles, which could promote sustainable development in rural areas. 

7 Conclusions 
Negotiating mobile phone usage for health has the potential to promote the health and wellbeing 

of mHealth beneficiaries who lack prerequisite technologies, such as mobile phones. In addition, 
negotiating mobile phone usage by mHealth beneficiaries who lack prerequisite technologies has the 
potential to improve their digital skills. The study noted that mHealth beneficiaries who do not own 
mobile phones used several negotiating tactics to negotiate mobile phone usage, and these include: 1) 
issue-based negotiating tactic; 2) compromising negotiating tactic; and 3) accommodating negotiating 
tactic. This study may inform policymakers and mHealth implementers on how mHealth beneficiaries 
who lack prerequisite technology may negotiate usage of technologies. Furthermore, mHealth 
implementers ought to sensitise the roles of CoP in communities, since they play a greater role in 
reducing the digital divide gap and promoting an inclusive environment. 

8 Limitations of the study and future work 
The study was limited in using only a single case study. Therefore, future work may test the 
conceptual framework in similar settings. Furthermore, the conceptual framework could be tested in 
other sectors, such as education. 
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Using Dimensionality Reduction Technique in 
Machine Learning to diagnose heart diseases 

in South Africa 

Abstract. Heart disease is a major health concern in South Africa, and early and 

accurate diagnosis is crucial for effective treatment. In this context, 

dimensionality reduction techniques can play an important role. These 

techniques can help identify patterns and relationships in large and complex 

datasets, allowing for more efficient and accurate diagnoses. This paper provides 

an overview of the use of dimensionality reduction techniques, including 

principal component analysis (PCA), linear discriminant analysis (LDA), and t-

distributed stochastic neighbor embedding (t-SNE), in the diagnosis of heart 

diseases in South Africa. The paper also highlights the importance of considering 

the interpretability of the results, as well as potential biases in the data and 

algorithms, when selecting a technique. The purpose of this study is to predict 

the accuracy of heart disease using Dimensionality technique to determine if 

there was any enhance in predicting accuracy. Although the SVM show the 

better accuracy score of 71% over Random Forest with the score of 61% when 

PCA model is applied the use of dimensional reduction doesn’t produce better 

results. 

Keywords: Dimensional reduction, machine learning, heart diseases 

data mining algorithm, (PCA) Principal Component 

Analysis, SVM 

1 Introduction 

Heart related disease remains amongst the major cause of death throughout the 

work from the past decade [1]. Cholesterol level, high blood pressure and diabetics 

are amongst the main contributing factors related to heart diseases. Amongst the risk 

factors associated with heart diseases can be traced back to family medical history, 

smoking and drinking patterns of a patient and port health diet. 

[2] data mining assist in the extraction of patterns that are found in the process of

knowledge discovery within the databases in which intelligent methodologies are

applied. The emerging discoveries within the data mining domain that promise to

provide intelligent tolls and new technologies which will assist the human to do

analytics and gain understanding huge volumes of data remains a challenge with

unsolved problems. The current functions within data mining domain includes

classifications, clustering, regression, and the discovery of association rules, rule

generation, summarization, sequence analysis and dependency modelling.

Numerous data mining challenges can be addressed effectively though the use of 

soft computing techniques. Amongst this technique are neural network, generic 

algorithms, fuzzy logic that will ultimately leads an intelligent very interpretable and 

solutions that are low cost compared to traditional techniques. Dimension reduction is 

regarded amongst the mostly used method for data mining for the extraction of patterns 

in a more reliable and intelligent manner and has widely been used to find models that 

data relationships [3]. The rest of the paper is organized as follows. In Section 2, some 

background on dimensionality Reduction Algorithms are discussed. In Section 3, the 

methodology and the simulation results obtained are presented. Finally, Section 4 

concludes the paper. 
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2 Background 

 

The dimensionality reduction can be regarded as an unsupervised learning technique, 

which may be applied as pre-processing step for data transformation towards machine 

learning algorithms on both regression predictive modelling and classification datasets 

with supervised learning algorithms. Furthermore, dimensionality reduction represents 

a technique which may be adopted for dropping the amount of input variables in 

training data. Every time one is dealing with a large capacity of dimensional data, it is 

normally valuable in reducing the dimensionality through the projection of the data to 

a lower dimensional subspace which captures the “crux” of the data.[4]. Heart disease 

is a serious health issue everywhere, including South Africa. For successful treatment 

and better patient outcomes, it is essential to make a timely and correct diagnosis of 

heart disease. The complexity of heart illness and the volume of data produced by 

contemporary medical technologies, however, can make a precise diagnosis of the 

condition difficult. 

Machine learning uses the method of "dimensionality reduction" to lower the number 

of variables in a dataset while preserving the most important data. This facilitates the 

discovery of patterns and connections in the data, improving analysis and diagnosis. 

Principal component analysis (PCA), linear discriminant analysis (LDA), and t-

distributed stochastic neighbor embedding are three examples of dimensionality 

reduction techniques that have been created and used in a range of fields. 

 

 
2.1 Algorithms Used in Dimensionality Reduction 

Several algorithms are applicable to be applied for dimensionality reduction. The 

two key classes of methods are those selected from linear algebra and those 

selected from diverse learning [5] 

 
Linear Algebra Methods 

The role Matrix factorization methodology is chooses from the area of linear algebra 

which can be utilized for dimensionality. 

 
Manifold Learning Methods 

The fundamental role of Manifold learning methods is simply to pursue a 

dimensional projection which is lower than that of high dimensional 

input which captures the visible properties of the input data. 

 
Some of the popular and most familiar methods includes : 

 
• The Embedding Isomap 

• The Embedding Locally Linear 

• The Scaling Multidimensional 

• The Embedding Spectral 

• The Embedding t-distributed Stochastic Neighbor 

 
 

Each one of these algorithms suggests an approach which is very diverse 

towards the challenge of determining natural relationships in data at lower 

dimensions. 

 
Currently there is no dimensionality reduction algorithm which can be regarded as the 

best , and no easy way to detect if the algorithms of the best for one’s data without 

applying the controlled experiments. 
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2.3 Principal Component Analysis 

The application and the use of Principal Component Analysis (PCA) might be regarded 

amongst the most prevalent method for dimensionality reduction with the inclusion of 

dense data (i.e. few zero values). T h e ( P C A) Principal Component Analysis , may 

be further be viewed as a technique seeking to decrease the data dimensionality. 

The (PCA) Principal Component Analysis (PCA) technique can be defined and 

implemented by means of the tools of linear algebra. The (PCA) Principal Component 

defines a process that is functional to a dataset, which is normally represented by an n x 

m matrix A ,whereby the results in a projection of A will be the final outcomes [6]. 

 
Correlation 

Correlation is defined as a quantitative analysis that seeks to calculate the strong point 

of connotation within one or two variables and calculate i f there i s any direction 

establishment concerning the relationship. Classically, within the domain of statistics, 

there are 4 types of measurable correlations i.e. spearman correlation, kendall rank 

correlation pearson correlation and the point-biserial correlation [7] 

 

Pearson r correlation 

The Pearson r correlation may be viewed as amongst the furthermost broadly 

applied statistic tool for correlation in order to calculate the gradation of the 

relationship between linear associated variables. A typical example can be that of a 

stock market, if one desires to quantify how can two more stocks get to be correlated 

to one another, Pearson r correlation can s i m p l y b e applied to quantify the notch 

of the two relationship. 

 
The below formula can be applied in calculating the correlation for Pearson 

r : 

 

 
 

(1) 
rxy = signifies the coefficient between x and y within the correlation Pearson r 
n = deals with the amount of observations 
xi = simply outline the value of x (for the certain number of observations) 
yi = simply outlines the value of y (for the certain number of observations) 

 

 

Kendall rank correlation 

 

The correlation of Kendall rank may be deemed as non-parametric test that can be 

utilized to calculate the strength of dependency within one or two variables. “ If one 

considers models y and z, whereby each model size is n, then one becomes cognizant 

to the fact that the complete amount of pairings with y z is n(n-1)/2.” [8]. The below 

formula can be applied to measure the correlation of Kendall rank ’s value: 

 

 
 

(2) 
Nc= represents the quantity of concordant 

Nd= represent the quantity of discordant 

 

 
Spearman rank correlation: 

 

Based on (8) the correlation of Spearman rank may be defined as a non-parametric 

test which can be applied to calculate the gradation of the connotation amongst two or 

variables. “ The tests conducted for Spearman rank doesn’t consist of any 

assumptions relating to the data distribution and is the suitable correlation analysis 

whenever the variables are calculated within a scale that is at slightest ordinal variable” 

(8). 

 

Preprints of Proceedings of 
NEMISA Digital Skills Conference (Colloquium) 2023 
15-17 February 2023

155 Coastlands Umhlanga Hotel & Convention Centre 
Durban, South Africa 

ISBN: 978-0-6397-0845-4 (e-book) 
ISBN: 978-0-6397-0844-7 (print)



 

 

The below formula can be applied to calculate the Spearman rank correlation: 

 

ρ= signifies the correlation Spearman rank 

di= the variance between the ranks of corresponding variables 

n= outlines the amount of correlation observations 

 
 

3. METHODOLOGY 

The experimental findings of our model categorization are discussed in this section. 

 

Experimental Environment 
         Python and Google Colab were used to implement the experimental findings, and an Intel (R) 

Core i7 CPU with 8 GB of memory was also used. 

 

Data set 

a retroactive sample of men in the Western Cape, South Africa, a heart disease high-risk area. 

Per case of CHD, there are around two controls. After their CHD occurrence, several of the men 

who tested positive for CHD had blood pressure lowering therapy and other initiatives to lower 

their risk factors. In certain instances, measurements were taken following these procedures. 

The larger dataset from which these statistics are drawn is given in Rousseauw et al 1983 .'s 

South African Medical Journal article. Now the dateset are on Kaggle as open-source dataset:  

 

3.1. Data description 

 

 
Sbp Systolic blood pressure 

Tobacco Cumulative 

Ldl Low density lipoprotein Cholesterol 

adiposity This is an increasing overweight which might be 
associated with a growing risk for diseases 

Famhist Family history 

typea Type-A behavior 

Obesity the state of being overweight 

Alcohol current alcohol consumption 

Age Age at one set 

Chd Coronary heart disease 

Table 1: Data description 
 
 

3.1.1. Data types 

 

“Sbp” int64 

“Tobacco”   object 

“ldl” object 

“Adiposity” object 

“Typea”  int64 
“Obesity”   object 

“Alcohol” object 

“Age” int64 

“dtype:” object 
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3.1.2 Family history 

 

 
Figure 1. family history of heart diseases 

Absent 0.58 

Present 0.42 

Name: famhist, dtype: float64 
0 0.65 
1 0.35 

Name: chd, dtype: float64 
 

 
 

 

Figure 2: Distribution of the values of potential predictors 

 

In this instance we have observed a large-Scale difference with various variables. 

These variables will need to be standardize in order avoid those with greater scales 

been wrongly having too much weight in the calculations. With Regards to aberrant 

values, their effect will need to be reduced through methods that are not very sensitive 

towards them. 

 

 

 
Figure 3: Distribution of the values of all potential standardized predictors 
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3.2 Dimensionality Reduction 

3.2.1 Correlation: 

Figure 4: The correlation between various variant 

Interpretation 

Our observation of the above correlation matrix suggests the following about the 

coefficient: 

• Age has some form of correlation with the consumption of tobacco and level

of adiposity.

• There is a strongly correlation between obesity and adiposity;

• Idl is correlated with adiposity.

In summary, the older and obese subjects incline to have additional fats which 

might be accumulated under the skin. 

3.2.2 Bartlett's sphericity test 

We conducted the sphericity test and the outcomes value for p was: True. 

Conclusion of the sphericity test: 

Hypothesis: Orthogonality of the variables 

Since the p-value is less than the selected threshold, the null hypothesis of 

orthogonality of variables is rejected. 

Therefore: PCA is much relevant within the meaning of this test 

3.2.3 Sampling Adequacy for Kaiser’s Measure 

We further calculated the Sampling adequacy Kaiser’s measure of (KMO) 

and the results were kmo: 0.67 

Therefore, since the kmo index is between 0.6 and 0.7, a compression relevant 

index is very possible to be attained. Since some of the values seemed to remain great, 

we will try a less sensitive approach towards them, 
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Figure 5: Correlation matrix (Spearman) 

 

Figure 6: Correlation matrix (Kendall) 

 

A non-parametric PCA based on the Spearman correlation matrix is performed in 

due to the presence of many atypical values. 

 

Principal Component Analysis (PCA) 

 

PCA is regarded as a model which is applied in covariance structure extended in 

prepared and established components which carries a declining variance [9]. The 

inherent data variability is then captured through the features from the linear extraction 

which are from the novel data sets [10] [11]. The (PCA) Principal components Analysis 

is normally founded on correlations are normally gets resolute through the application of 

a mean centered data. 

 

The data is then gets spit into both training and testing, and the shape for training data was 
(346, 7) and (116, 7) for testing data 

 

The We calculated the variance ration, variance ration cumsum and variance ration 

sum 

 

[0.36972103  0.16203157  0.15050121 0.1108632 0 . 1 0 1 8 9 0 5 2 ] 

[0.36972103  0.5317526  0.68225381 0.793117 0.89500752] 

0.8950075163890064 

 

The shared inertia explained by the first 5 components is around 90% 
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3.3 Predictive analysis 

 
In this section, we went ahead and trained two applied classifiers i.e. random forest 

(RF) and the Support Vector Machine (SVM). Firstly, on main components, then 

secondly on the initial data, afterwards we compared their performance by assessing 

any the contribution in terms of the reduction in size for the decrement of the noise 

within the predictive model’s construction. 

 

3.3.1 The principal component for Random Forest 
 

 
Figure 7: Random Forest Principle component 

 

 

 

 
Figure 8: random forest initial Data 

 

3.3.2 The Principal Component for SVM 

The principal component for SVM is a technique used in machine learning to 

reduce the number of features in a dataset by projecting the data onto a new 

set of orthogonal axes. The goal of this technique is to identify the most 

important variables in a dataset that capture the majority of the variability in 

the data. By reducing the number of features, the SVM model can be trained 

more efficiently and effectively. This results in a more concise and 

interpretable model that can provide better predictions. In essence, the 

principal component for SVM is used to maximize the information retention 

in the reduced dataset while minimizing the loss of information. 
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Figure 9. SVM principle component 

 

 

Figure 10: SVM Initial Data 

 
 

4. Conclusion 

In conclusion, it's important to keep in mind that while SVM showed a better 

accuracy score of 71% compared to Random Forest's score of 61% when PCA was 

applied, this doesn't always guarantee improved results. Dimensional reduction is just 

one tool in the machine learning toolkit and there may be other methods and 

techniques that could lead to even better results. It's essential to consider the 

limitations of using PCA and to explore other techniques, such as rotating the factorial 

axis, to achieve the best outcomes. Additionally, it's important to note that accuracy is 

not the only evaluation metric to consider. Other metrics, such as precision, recall, F1 

score, and receiver operating characteristic (ROC) curve, can provide a more 

comprehensive understanding of a model's performance. Ultimately, it's crucial to 

choose the best model for the task at hand based on a thorough evaluation of multiple 

metrics and techniques.. 
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