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LETTER FROM THE EDITOR

“A total of 144
competitive papers
are published in the
15th IBC Conference
Proceedings of 2022,
signifying a success

rate of 82.8%.”

Dear IBC Delegate,

Aseditorand on behalfofthe publisher (North-West
University Business School, NWU, Potchefstroom),
itis my absolute pleasure to welcome your research
into the 2022 conference proceedings of the 15%
IBC Conference. The review processes have been
stringent and only quality papers are included in
this proceedings.

The review policy (which also appears in these
proceedings) was stringently followed. In 2022,
a total of 174 competitive papers were received,
representing 19 local and 5 foreign institutions
from 6 countries. Of these, 29 (16.6%) were rejected,
including two papers that were transferred to
Work-in-progress status. Therefore, a total of 145
competitive papers are published in the 15" IBC
Conference Program of 2022, signifying a success
rate of 82.8%. Some 54 Work-In-Progress papers
have been accepted by developing researchers.

Specific managerial interventions that encouraged
delegates to upgrade their research were initiated
13 years ago. At the same time, research guidance
was also launched to assist younger (and more
experienced) researchers. Resultantly, there was
a remarkable improvement in the quality of the
competitive papers presented at conferences.
These will interventions continue in the years to
come.

Finally, | would like to thank all the authors for
all their hard work. A hearty well-done on your
accepted papers that are deservedly published in
this proceedings! | do not doubt that the quality
of the papers adheres to the required standards
befitting a leading academic conference such as
the 15th International Business Conference.

Best regards,
Prof Christo Bisschoff
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IBC COMPETITIVE PAPER REVIEW POLICY

The quality control and review process of the International Business Conference consists,
regarding competitive papers, of a number of steps. These are:

1.

10.

1.

On acceptance of the paper itis desk reviewed by either the editor ora member of the academic
committee. This is to weed out obvious flawed papers and also to ensure that papers are
befitting the conference themes and management.

Desk rejected papers are returned to authors with comments. Accepted papers, on the other
hand, are dispatched for a double blind review by local and international academia. The
requirements of reviewers include publishing experience as well as at least a Master’s degree
as the minimum academic qualification. In addition, management experts from industry with
a similar academic qualification and applied knowledge may also serve as reviewers. Positive
reviewers’ reports from both reviewers are required for a paper to be accepted.

Although the IBC strive to have all papers reviewed by one local and one international reviewer
to ensure a quality review process, two fitting local (or two international) reviewers could also
review a paper independently.

In the case where one reviewer accepts and the other rejects the paper, such a paper is
subjected to a third and final review at a senior independent reviewer.

Accepted papers are returned to the authors with the anonymous reviews (2).

Authors are required to provide proof the corrections made as suggested by the reviewers.
This includes an additional document dealing with reviewers’ comments and actions taken to
address these comments.

All final papers are required to be properly language and technically edited. Proof of language
editing is required with the submission of the final paper.

Once the Academic Committee accepts the corrections made in (6) above, the paper is accepted
for publication in the conference proceedings.

Only papers that have not been published before/elsewhere are considered for presentation
and publication by the IBC. Authors are required to sign a declaration in this regard.

If a paper is rejected as a competitive paper, the authors could apply to the Academic
Committee for the paper to be presented at the conference as a non-competitive or work-in-
progress paper. These papers are not published in the proceedings and clearly indicated on
the programme as a non-competitive paper.

Only papers presented at the conference are published in the proceedings.
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The Visualisation of Animal Family Trees to Assist Farmers’
Buying Decisions at Auctions

Ms Priviledge Kanotangudza!, Prof. Andre P. Calitz>*, Dr. Anthea van der
Hoogen?, Prof Margaret Cullen*

123 Department of Computing Sciences, Nelson Mandela University, Ggeberha, South Africa
4 Business School, Nelson Mandela University, Ggeberha, South Africa

Keywords Abstract

Cattle family trees; The agricultural sector in South Africa is a major contributor to the gross
Data visualisations; domestic product with livestock farming being a substantial component.
Decision Support Systems; Livestock is purchased at auctions and farmers require all available data sets
Data centric framework; for animal off-taking. In a previous research study, a data centric framework
laaS. (DCF) for animal trading decision support was developed for cattle farmers,

which could be used to predict the price of cattle at auctions. The DCF
included a visualisation component for animal family trees.

The implementation of the DCF required that the requirements for the
visualisation of cattle family trees be determined for farmers. The Design
Science Research Methodology was used to acquire requirements for animal
family trees from cattle farmers in South Africa. An online questionnaire was
developed showing various information requirements and visualisation
options for cattle family trees. The findings show that farmers prefer a cattle
family tree visualisation showing three generations, which is different from
the one currently being used in auction catalogues. The selected cattle family
tree visualisation will be implemented in an online application, combining
other catalogue information to assist farmers in their purchase decisions at
auctions.

1. Introduction

The world population is estimated to increase to almost 10 billion people by the year 2050,
subsequently increasing agricultural demand (FAO, 2017). The demand for milk and meat is also
expected to increase due to rapidly growing urban populations and a change in consumer needs.
Technological advancements have vastly improved human lives from better medical enhancements to
enormous progress in the agricultural sector to create a world free of hunger and malnutrition as
stipulated by the 2030 Agenda for Sustainable Development. The second Sustainable Development
Goal (SDG 2) aims to end hunger and malnutrition, achieve food security and promote sustainable
agriculture by 2030. The 2030 Agenda acknowledges that SDG 2 is particularly important and the
success of other SDGs (Sustainable Development Goals) is highly dependent on achieving food
security and the promotion of sustainable agriculture. The agricultural sector provides food,
employment, foreign currency and raw materials and contributes to the GDP of South Africa (Van Zyl,
Nel & Groenewald, 2010).

Agriculture has the capacity to uplift the economy of any country, however for developing countries
agriculture plays an important role. According to Statistics SA, South Africa derived three hundred
and fifty one billion rand in the agriculture and related services industry in 2019 with animals and
animal products contributing almost half (44%) of the sales and cattle contributing the largest
percentage (Stats SA, 2019). Livestock farming contributes 48% of the country’s agricultural output

*Corresponding Author
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2 E-mail address: Andre.Calitz@Mandela.ac.za
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with a total of 14 million head of cattle comprising 80% beef and 20% dairy (South Africa Yearbook-
Agriculture, 2018). Livestock farming requires large capital investments with a low return on
investment, so investing in breeds that possess superior traits is crucial to the success of the farming
venture (du Toit, 2022).

Livestock farming in South Africa has a long history with cattle, sheep, pigs, goats and chickens being
kept by the people of Southern Africa (Casey, 2021). Cattle are a major part of many lives and
cultures in South Africa as they are regarded as a major household asset, because they provide food
and nutrition, income, manure for other farming endeavours and hides for shoes and clothes. Cattle
also participate in several socio-cultural roles such as appeasement of ancestors and payment of lobola
in addition to providing much-needed nutrition to millions of people.

Cattle farmers in SA can be stud farmers or commercial farmers. The stud farmers may also have a
commercial herd where they place animals that fail to meet the criteria set for stud keeping (du Toit,
2022). Stud farmers keep pure-bred animals of a certain breed, such as Afrikander, Angus, Brahman,
Jersey or Nguni. Commercial cattle farmers, on the other hand, make use of stud cattle by buying
bulls or semen to improve certain traits peculiar to that breed in their own cattle herds. Superior
quality genetics are important to improve a given herd hence cattle farmers are always striving to get
value for their money.

Livestock farmers in SA who want to sell or buy animals have many options. They can advertise on
Sasfox (South African Small Farmers Online Exchange) and conduct a private sale or use the auction
route, abattoirs and butcheries. Livestock auctions are an important part of livestock farming as they
provide farmers with a platform to buy and sell animals, also called off-taking. Livestock auctions sell
a mixture of animals, amongst them beef and dairy cattle. The livestock auctioneering companies
supply calendars with information, such as dates and venues. They also furnish auction attendees with
catalogues advertising the various animals on sale.

At a stud auction, animals with special breeding traits are for sale (Figure 1). The auctioneer works
closely with a breed society to select the best quality animals with superior traits. Reputable
auctioneers have websites, for example Bonsmara SA, Hobson & Co, that are easy to access. A
Google search for livestock auctions in SA will indicate the number of auctions.
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Figure 1. Greendale Brangus production sale
(https://www.farmersweekly.co.za/auctions-events/).

In most cases animals must be transported to and from the auction house and certain outbreaks in
diseases, such as foot and mouth disease can hinder the normal way of conducting auctions, called



open cry auctions. Recently, due to the global pandemic Covid-19, auctioneers were left with no
alternative but to look at other ways of running the physical auction, they used digital technologies
and introduced online auctions. Dr. Cobus Oberholster, in an interview with Farmer’s Weekly (2022),
said there was an increase in the number of farmers preferring digital auctions to open cry ones
(Coleman, 2020). He went on to predict a further growth in digital auctions in the next two to three
years, largely because of the advantages associated with them such as, a reduction in travelling
expenses, easy access from anywhere in the world and a reduction of stress levels of the animals,
amongst other advantages.

For cattle farmers and traders to be able to make use of auction catalogues and get value for their
money, there is a need for good visualisation of the animal’s genetic makeup. The visualisation of the
animal’s family tree, as well as its physical attributes, are crucial to assist farmers to make a buying
decision and get the most suitable animal for their venture. Recently in South Africa, a Bonsmara bull
was sold for R2,1 million at an auction (Marais, 2022). Farmers need assurance that when they invest
in an animal that it is a genetically superior animal, which will also produce genetically superior
offspring.

A data centric framework for animal trading decision support was developed by Nyamutsambira et al.
(2021). A major component of the framework (Figure 3) was the visualisation application proposed
for use by farmers at auctions. The visualisation component included the visualisation of cattle family
trees, including additional catalogue information requirements of farmers. However, the cattle family
tree visualisation and information requirements of farmers have not been determined. The aim of this
study was to obtain these requirements.

2. Problem Investigated

The predicted rise in online auctions (Coleman, 2020), will require farmers to be comfortable with
using online technologies. Farmers need to study animal family trees and understand the breeding
values and related data that accompany them. An animal’s breeding value is defined as the genetic
merit for each trait calculated using Best Linear Unbiased Prediction (BLUP) technology (Breedplan,
2015). Breeding values are estimated and are based on the amount of information recorded for that
animal and are then called Estimated Breeding Values (EBVs) (Oldenbroek & Van Der Waaij, 2014).
Farmers need to choose the best animals for their breeding objectives and a large amount of
information is recorded on livestock performance and pedigree, to assist farmers with purchasing
decisions. Prior to an auction, farmers are furnished with auction catalogues that contain a picture of
the animal, pedigree and performance data of the animal on auction (Figure 2), however some farmers
do not always know how to interpret the information in the catalogues or require additional
information (Jordaan, 2016). The auction catalogues generally contain a picture of the animal on
auction with some ancestry information. The problem identified in this study is that the data and
requirements for the visualisation of animal family trees have not been determined from the farmer’s
perspective.

3. Research Objectives

Farmers can attend an auction in person, however the animal auctioneering trend presently is to
provide an online option as well. Presently, the auctioneering organisation will provide a catalogue
(Figure 2) of the animals being auctioned for use by farmers bidding at an auction. The authors could
not find any study conducted in SA that surveyed farmers to determine their auction catalogue
information requirements.

The main objective of this paper is to elicit requirements for cattle family trees for use at auctions as
well as for the data centric framework for an animal trading decision support application (Figure 3)
being developed to assist farmers with their purchasing decisions. As the first study done in SA to
obtain such requirements, the aim was to survey farmers on their animal information and visualisation
requirements to be used at auctions for making purchasing decisions. The information requirements
can be recorded for use in auction catalogues and the proposed online application, being developed as



part of this study. The research objective addressed in this study is to determine what information and
animal visualisation requirements farmers want when attending auctions.

4. Literature Review

The African continent hosts several indigenous breeds of cattle that come in all shapes and sizes from
the Ethiopian Boran to the Ankole in Uganda, the Kamba in Kenya, the Tuli and Mashona in
Zimbabwe and the Nguni and Afrikander in South Africa. However, these indigenous breeds with
their superior traits, are disappearing (Dessie & Mwai, 2019). In addition to these indigenous breeds,
Africa is also home to many imported breeds like the Aberdeen Angus from Scotland, Limousin from
France, Brahman from the USA and many others. Africa contributes a fifth to the world’s cattle
numbers (Dessie & Mwai, 2019), which is approximately 200 million head of cattle, given that world
cattle population is around a billion (Statistica, 2022).

4.1. Importance of cattle

The lead author of this paper grew up in rural Zimbabwe where cattle were considered a symbol of
wealth. Owning a herd of cattle was seen as a sign of wealth and the more cattle one had, the richer
they were considered. Owning a herd of cattle had many advantages, such as easy access to labour,
improving your social status and easily becoming the village head. It also included a general
improvement to the owners’ lives, as milk would be in abundance and could be easily exchanged for
anything they needed. Cattle were slaughtered for most important life events, such as births, deaths,
marriages and other celebrations, including Christmas, New Year and Easter holidays. Cattle
represented a safety net and savings, milk and sour milk could be exchanged for other goods and
services. Cattle could be sold to sponsor events in the family like education for the children or be
rented out to help with transportation and buying of other farming requirements.

Well over a half billion people in Africa depend entirely or partially on farm animals with cattle being
the main animal of choice because of the numerous products it can give and its size (World Economic
Forum, 2019). While demand for milk, meat and eggs is growing modestly in developed countries, it
is growing rapidly in Africa due to rising population and is projected to increase by 80% from 2010 to
2030 (World Economic Forum, 2019). This is going to put pressure on farmers to increase the
production of livestock products to meet this predicted demand.

There are approximately 14 million head of cattle in South Africa (Stats SA, 2019), which is about
7% of Africa’s total. Commercial and communal farming are common practice, where commercial is
farming with more head of cattle, better farming equipment and practices and high turnover whereas
communal farming involves insufficient resources and the rearing of mostly indigenous breeds of
cattle (Malusi, Falowo & Idamokoro, 2021). Communal farming is mostly small-scale and used to
meet the needs of the immediate family (Mashoko et al., 2007; Mapiye, et al., 2009).

In view of the information above, this study requires farmers, whether they are commercial or
communal, who make use of auctions, to acquire new animals for their businesses. The animal of
choice in this study is cattle because cattle in South Africa and Africa as a whole, meet the demands
of providing much-needed nourishment as well as meeting economic objectives (Musemwa et al.,
2010).

4.2. Livestock trading

The livestock sector is important for growth and value addition and globally contributes around 40%
of agricultural GDP with developing countries contributing higher percentages (World Economic
Forum, 2019). South Africa produces 21.4% of the total meat produced on the continent of Africa and
1% of global meat production (Cheteni & Mokhele, 2019). The goal of farmers, when they enter a
farming enterprise, is to make a profit. Farmers usually find themselves wanting to buy or sell some of
their livestock for numerous reasons.

Farmers have several avenues that they can use to buy or sell their animals, including abattoirs,
butcheries, speculators, traditional farm gates and auctions (Musemwa et al., 2010; Ndoro, Mudhara



& Chimonyo, 2014). Butcheries and abattoirs are mostly used for selling meat and as such are not
suitable for buying stock (Cheteni & Mokhele, 2019). Farmers thus have to make use of speculators,
farm gates and auctions. Private sales involving farm gate marketing are out of the scope of this study.
Speculators can be involved in a private sale or can be part of an auction and they try to decrease the
price of an animal as much as they can (Cheteni & Mokhele, 2019), making them an unpopular
market amongst farmers. Auctions are a major part of this study as they offer farmers and traders a
platform for selling and buying stock, especially for stud farming.

Stud farmers keep cattle breeds with certain traits of interest. At stud auctions, farmers and traders
buy and sell cattle with various traits that reach fair prices, depending on the traits and the needs of
the buyer. Auctions provide a good market as they tend to be more regulated, unlike private sales and
farmers can sell without any knowledge of the market (Kriel, 2021). Besides these advantages of
auctions, there are some disadvantages (Agribook, 2022), which include: high transport costs to and
from the auction venue; contraction of diseases in the pens; elevated level of stress for the animals;
very time-consuming; auction prices are susceptible to manipulation and lastly farmers may feel
pressured to sell at lower prices rather than incur returning transport costs. Some of these
disadvantages have been eradicated by the advent of online auctions that are gaining traction
according to Russell Luck, CEO of SwiftVee an online auction, in an interview with Farmer’s Weekly
(Kriel, 2021). Russell attributed the success of online auctions to modern technology, good assistance
from Google and a good sales team.

4.3. Auctions and online auctions

Research by Ndoro et al. (2014) showed that South African beef cattle producers lack skills,
knowledge and information to explore all markets available to them. With stud farming, the
requirements for keeping pure bred animals entail that farmers join breeder’s associations, record
performance data and be abreast of current trends (Mueller et al., 2015). These requirements ensure
that stud farmers get the support they need even when marketing their animals at auctions.

In South Africa, there are numerous livestock auction houses that have been operating for years,
including BKB, Sheard Auctioneers, Hobson & Co and KLK Landbou Beperk. Recently there has
been a rise in the online sales of livestock with the help of innovative technology, such as machine
learning, artificial intelligence, live video streams and data analytics (Njiraini, 2022). A steady
increase in online auctions has taken place the past two years due to the global COVID-19 pandemic
and lockdowns and research studies showing that face to face auctions can spread animal diseases
(Step et al., 2008; Stroebel et al., 2018; Kriel, 2021).

Auction houses have calendars to indicate the dates of the auctions and the venue with directions
(Figure 1). There is the marketing officer who sources the livestock, the accountant who handles the
finance, the roll clerk who records data about the seller, purchaser, animal and price and finally the
labourers who take care of the animals and load them onto vehicles (Agribook, 2022).

Normally animals are branded with the owner’s brand according to the Animal Identification Act,
2002, which states that it is compulsory to brand or tattoo one’s own animals for identification
purposes (South African Smallholder, 2021). Members of the SPCA often attend an auction to make
sure all animals on sale are being treated well and to confiscate any animals that look like they are
being abused or have been stolen.

There are various types of activities that can take place at an auction and these include special
auctions, stud auctions and game auctions (Agribook, 2022). A special auction, which is requested by
a seller to sell all their livestock, is known as a dispersal sale. A stud auction is the focus of this study.
It is when animals possessing special traits are for sale and is performed by a specialised stud
auctioneer. Catalogues containing the animal’s family tree and its performance data are usually given
out prior to the auction (Figure 2).
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Figure 2. Pedigree and performance data for bull CEF 180469

4.4. Animal family trees and performance data

An auction can be a very intimidating place if you do not know your breeding objectives and the kind
of animal that will improve your herd. When presented with an auction catalogue, the farmer must be
able to read the pedigree as well as the performance data to make the best purchasing decision. At the
auction, farmers are faced with majestic-looking animals that look very appealing to the eye but could
be wrong additions to their herd. Farmers need to have the knowledge of the genetic makeup of the
animals prior to the auction for them to make informed decisions (Jordaan, 2016).

Figure 2 shows a page in an auction catalogue, the information contained on this page is about bull
CEF 180469. Immediately to the right of the bull’s picture is its family tree and the table below has
performance data that has been recorded for the bull. The numbers represent Estimated Breeding
Values (EBVs) of the bull, these numbers are particularly important for a farmer to understand as they
give an idea of the genetic merits of the animal.

For most farmers, auction catalogues are not so easy to interpret (Jordaan, 2016). The purpose of this
research is to ask farmers the requirements that will help them interpret a catalogue better. The wrong
choice of a bull can set a farmer back for years to come and he might not ever recover from the losses
(Jordaan, 2016).

4.5. Proposed framework for cattle auction price reduction

This study is a continuation on a study that proposed a cattle trading data driven framework and
Decision Support System (DSS) as shown in Figure 3. The focus of this paper is the data visualisation
component of the data centric framework for animal trading decision support.
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Figure 3: The data centric framework for animal trading decision support (Nyamutsambira et al., 2021)

Stud farmers record performance data for their pure-bred animals as a requirement from their
breeder’s societies and the SA Studbook (SA StudBook, 2022) as well as for use in breeding
programmes for decision making (Kluyts et al., 2003). This data becomes the base of the performance
data presented to auction attendees in catalogues as shown in Figure 2.

Technological enhancements have made it possible for farmers to record their animal performance
data with ease (Weigel, Van Raden, Norman & Grosus, 2017). Data about the animal and its
performance and farmer and farm data must be recorded consistently and ethically as it serves as the
major input for the cattle trading DSS. This data can then be visualised to help farmers better
understand the animal they want to purchase, establish market prices and do comparisons.

4.6. Information as a Service (IaaS)
Modern agricultural production is not possible without the implementation and use of modern
technologies and reliable and up-to-date digital information about farm operations (Calitz et al., 2022).



The new way of thinking and operating for agricultural companies is through digital transformation
that transforms the way the companies provide information, interact and communicate with customers
(Aguera et al., 2020). Communication with farmers can be in the form of various channels, including
Mobile Applications. Mobile Apps typically provide farmers with information services, including
herd management (Karim et al., 2020). laaS is an emerging cloud business model in which a company
shares or sells relevant information to another company or individuals to perform their business
(Calitz et al., 2022). Agricultural organisations must provide information services to farmers through
their website, helpline and the use of other digital technologies to communicate with their customers
with accurate information in a user-friendly way (Raza et al., 2020). Visualisation of cattle family
trees will enhance the information organisations give to cattle breeders. Communication is the key to
success in business because it builds solid relationships based on the effective and efficient exchange
of information between two or more parties (Maharan, 2015).

4.7. Data visualisation and family tree visualisations

According to Statista (2022), the total amount of data created and consumed globally is expected to
rise sharply from 64.2 to 180 zettabytes from 2020 to 2025. Data have been defined as the new oil in
agriculture (Foidl, 2014; Loi & Dehaye, 2017; Sadowski, 2019; Lioutas & Charatsari, 2020). Big data
are collected and used by most businesses and industries, including agriculture. In agriculture, large
amounts of data must be collected and recorded for the efficient functioning of the farming enterprise
(Botha, 2020; Wolfert et al., 2017). The use of modern technologies and Big Data in agriculture,
introduces the concept of smart agriculture or smart farming (Kumar et al., 2019; Sadowski, 2019).
This has the potential to increase productivity, decision making and enhance farming practices (Van
Hertem et al., 2016).

Visualisation is the transformation of data and information into pictures and images. Data
visualisation is defined as the graphical representation of data and information for easier
comprehension (Steele & Iliinsky, 2010; Sodergard et al., 2021). Data visualisation is multi-faceted
and is found in many disciplines and industries, including agriculture (Nguyen et al., 2017; Kumar et
al., 2019). The process of data visualisation starts with the acquisition of data, its preparation, analysis
and visualisations (Sodergard et al., 2012). Data visualisation assists with the exploration of large data
sets and provides graphical representation of the data (Bokhare & Zainon, 2019).

Family data and family histories can be easily interpreted if represented in diagrams, called genealogy
graphs or family trees. A family tree is a diagram representing the family relationships for a number
of generations in a conventional tree structure. Most human family trees contain names, birth places
and dates, pictures and death dates (if applicable). Free commercial software is available to aid family
tree visualisations, such as MyHeritage, Ancestry and Findmypast. In addition, Microsoft (2020)
provides templates for family tree visualisations (Figure 4). Existing techniques and applications for
the visualisation of family trees have been extensively researched (Bokhare & Zainon, 2019).

Organisations such as Studbook (SA StudBook, 2022) records data of various cattle, including the
animal’s birthdate, birth weight, the parents and the traits of the parents. These data sets allows for
the creation and visualisation of family trees of animals. Animal family trees (Figure 4) are different
from human family trees as animals have more offspring and cattle genealogical records are more
comprehensive than humans (Thompson Hall, 2013). There are a number of factors that contribute to
cattle having more genealogical data than humans, such as:

* Gestation period of cattle is 283days, approximately 9 months, so they can have a calf every year;
* They can have calves from as early as two years old and their lifespan is 18-20years which
means a single cow can have 16- 18 calves in its lifetime and even more if it has twins.
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Figure 4: Human and animal family trees (Source: Microsoft, 2021; Foidl, 2014)

Family trees for both humans and animals are used to show ancestry and visualise family history
(Foidl, 2014; Bokhare & Zainon, 2019). In order to create different visualisations of cattle family
trees, existing techniques and applications for the visualisation of family trees were investigated in
this study (Bokhare & Zainon, 2019). A number of different visualisation options were discussed and
evaluated by the authors, including the evaluation of commercial software available. The final three
visualisations that were evaluated by farmers are presented in Figures 7 to 9.

5. Research Methodology

This study followed a mixed method approach and gathered quantitative and qualitative data from
South African farmers using an online survey. A questionnaire with ten questions was created using
QuestionPro. The questionnaire was sent to various farming groups, individuals and organisations
who deal with farmers. The purpose of the questionnaire was to collect the information requirements
for the visualisation of cattle family trees by cattle farmers. Farmers were asked what information
they require at auctions and which of the three different animal family tree visualisation diagrams they
prefer.

Design Science Research (DSR) methodology guided the research process and the development of the
future App. The DSR methodology involves following the steps iteratively to produce new knowledge
that can be used for the development or improvement of Information and Communication Technology
(ICT) artifacts (Vaishnavi & Kuechler, 2015; Lee, Thomas & Baskerville, 2014; De Leoz & Petter,
2018). The benefit of using this methodology is that the term artifact can take on several forms such
as models, methods, constructs, design theories and instantiations, including software applications
(Hevner et al., 2004). The creation of DSR artifacts enables researchers to solve real-life problems
(Mckay, Marshall & Hirschheim, 2012). The results of this study will be used to develop an artifact,
being an online application (App) to visualise cattle family trees, incorporating related data, as
specified by the respondents.

6. Results and Findings

The respondents to the online survey were from different parts of the country. However, only 20
farmers responded after three calls during a three-week period. Nine of the responses were from the
Eastern Cape, seven from Gauteng and four from the Western Cape. The respondents (Figure 5)
indicated that they were livestock farmers (70%, n=14) and six (30%) were mixed farmers and eight
(40%) were breeders whilst 12 (60%) were not. Only one respondent indicated they did not attend
auctions and of those who did attend auctions, 50% indicated they attend monthly. The fact that most
respondents attended auctions every month was in alignment with the survey objective of getting the
information requirements from farmers who attended auctions frequently.
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Figure 5: Visualisation of farmer responses

The fifth question had a list of traits that are often found in auction catalogues and farmers chose
which ones were critical in helping with buying decisions (Table 1). The results show that farmers
preferred the age, breed and sex of the animal to be necessary items in the catalogue with a total of 19
respondents out of the 20 choosing all three. This was followed by the weights from birth, weaning
weight and mature weights specified by 17 respondents. Feed conversion rate with 15 respondents,
identity number (n=14), length of animal (n=12), ease of calving (n=12), height (n=11), picture of
animal (n=12) and finally milk production by 10 respondents. These responses represent what farmers
perceived to be the most important to the least important for their buying decisions.

Table 1: Information to be included in cattle family tree

Cattle family tree visualisation Count
Identity number 14
Age 20
Breed 20
Weight includes birth, wean and mature 17
Sex 20
Ease of calving 13
Milk production 11
Feed conversion rate 16
Picture of animal 12
Length 12
Height 11

These results present farmers’ preferred attributes in order of importance, however since these farmers
were not asked whether they were dairy farmers or beef farmers some attributes are more important to
beef farmers and vice versa. Beef farmers would not choose milk production as a trait of importance
to them, but dairy farmers would find it to be of high importance. Attributes that are equally important
for both beef and dairy farmers like age, breed, sex/gender, weights and food conversion rates clearly
that they are the most important as shown by the results in Table 1.

Three diagrams were presented to the farmers as shown by Figures 6, 7 and 8. Farmers had to pick
their diagram of choice from the three and 80% (n=16) chose diagram 1 (Figure 6), 20% (n=4) chose
diagram 2 (Figure 7) and no one chose diagram 3 (Figure 8). Figure 6 relates to human family trees
(Figure 4) and Figure 7 includes information relating to the auction catalogues as shown in Figure 2.
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Figure 8: Proposed animal family tree visualisation — Diagram 3

6.1. Thematic analysis

The rest of the responses in the questionnaire on cattle family tree visualisations were qualitative and
needed to be thematically analysed. According to Braun and Clarke (2008) thematic analysis offers a
flexible way to analyse qualitative data. Braun and Clarke (2008) defined six phases of doing thematic
analysis to aid those who are not so familiar with qualitative data and these are:

e Phase 1: Get familiar with the data, which involves reading and re-reading data to search for
meanings before coding.

e Phase 2: Coding the data, this is after familiarisation with data, data are placed in codes that
explain the main points from the data.

e Phase 3: Generating the themes, which takes place after coding, data with same codes will be
clustered into themes.

e Phase 4: Reviewing the themes, which involves refining the themes and storytelling with the
given data.

e Phase 5: Defining and naming themes, the final stage of the whole story the data are presenting
before the final report.

e Phase 6: Involves telling the story to the intended audience in a report and emphasises the use of
data extracts from the actual data involved in the analysis.

Table 2 shows extracts of the actual data during the thematic analysis of the textual responses. The
results show that farmers need reproduction traits of animals in the catalogue as shown by 6 out of the
20 responses (30%). Other reproductive traits such as the ease of calving are already found in the
catalogue (Figure 2). The respondents further wanted to know the number of services, days from
calving to first service, days from first service to conception, days open, calf size and calf survival
rate. Five of the respondents were satisfied with the catalogue as is. Six responses indicated that the
animal pictures needed to show all the angles of the animal or include a video showing the animal in
real life. Five responses showed an interest in knowing the previous owner and having the previous
owner comment on the animal, for example rating its performance against the rest of the herd.
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Table 2: Relating themes to literature and responses

Theme

Literature Support

Participant (P)

Catalogue

Bonsmara SA, 2019
BKB, 2021

SA Stud Book, 2022
Wagyu SA, 2019
Drakensberger Cattle
Breeder's Society of SA,
2017

P1 “all items in BKB auction catalogue”
P3 “none other than what is already there”
P16 “Catalogue information”

Reproductive traits | Beef and Lamb New P13 & 14 “reproductive traits”
Zealand Genetics, 2017 P9 “reproduction rates”
The Global Standard For P4 “days open, inter calving period-conception
Livestock Data, 2018 rate”

Previous owner | FAO, 2018 P2 “previous owner”

information P6 “number of progeny-general remarks from

owner for example progeny out of top 10% of
own herd”

P12 “traceability/movement
calving period”

report  Inter

Pictures and videos

Lo, Hsieh and Chiu, 2013

P11 “All information on the present auction
catalogue. I would like more pictures, previous
owners, and a video clip showing the animal”
P10 “I would like pictures from various angles”
P7 “present auction data with photos (2-3) of
animal”

One of the questions required the respondents to provide reasons for them selecting a specific diagram.
Figure 6 was selected by 16 out of the 20 respondents (80%) and they indicated that they liked the fact
that it was visual, had pictures of the animal and looked the same as a human family tree. All
respondents indicated that they liked the diagram they chose because it showed three generations and
had traits of the animal on the family tree. The last question asked respondents if they had any
additional information they would like the researchers to take into consideration. The following are
eight extracts provided by the participants (P):

1. P1-“Provide family tree information live at auctions”.

2. P3

reproduction”.

W

4. P12 -

- “Provide information relevant to sustainable development of growth and

P4 - “Animals look better from the side than a photo direct from the front”.
“More pictures of the animal. Previous generations’ pictures. Provide this

information online at the auction, especially previous generation data and pictures”.
5. P13 -*“Provide the app online and on mobile phones”.
6. P15 - “The ability of the family tree to integrate with digital auction platform catalogue
would be very helpful”.
7. P17 - “Comparison of trademarks of animal compared to national averages”.
8. P20 - “Good quality pictures and a side view of the animal is important”.

The current catalogue refers to the traits available in the existing auction catalogues, such as the one
in Figure 2. It contains measurements such as height and length, daughter traits such as ease of
milking, milk production, mature weight, FCR (food conversion rate), ADG (average daily gain) and
many more (BKB, 2021). Figure 9 shows participant preferences as themes with frequency counts.
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[ Catalogue (4) ] (3) [Pictures and video (1)]
(1)
Previous owner ) )
information (2) (1) Reproductive traits (5)

Figure 9: Participant preferences represented as themes

In Figure 9, inter calving period (ICP), days open, conception rate and reproductive traits were
combined to form the theme reproductive traits. Some of these characteristics are found in the current
catalogues of some of the auction houses, such as ICP, AFC (age at first calving) and scrotum
circumference (Wagyu SA, 2019). The respondents were interested in knowing previous owners’
information, movement reports and owner comments. One theme called previous owner comments
stemmed from all these responses. The respondents suggested that using pictures or a video would
help them to have a clearer idea of the animal on sale, especially in online auctions.

7. Managerial Implications

Buying livestock, especially cattle, at an auction can be very tricky if one is not aware of the traits of
the given animal, hence the need for performance data and family trees that clearly show the genetic
potential of the animal for sale (Jordaan, 2016). Farmers are provided with catalogues at auctions,
showing the animals on show, however as shown in this study, the farmers require additional
information and animal family tree visualisations to assist them in making purchasing decisions. One
of the biggest shifts in farming over the past few years has been the move towards connectivity and
the increase use of modern technologies (Botha, 2020). Existing auction catalogues providers now
have to become data providers, data farmers can access in real-time at auctions.

The findings in this paper showed that farmers prefer an animal family tree with additional pictures of
the animal on sale and its parents’ pictures and information. The information presently included in
catalogues at auctions (Figure 2) does not show any animal family tree pictures. The results of the
study will now be used to implement the identified cattle family tree visualisations in an online
application (App) that can be used by farmers at auctions. Managers, auctioneers, stud breeders,
societies and agriculture organisations, such as BKB and Sheard Auctioneers, need to consider the
farmers’ information requirements and include the visualisations of the animal family tree in
catalogues and in a mobile applications for farmers participating in auctions. [aaS will enhance
relationships between farmers and agricultural organisations. Recommendations to farmers is that
they need to record their livestock’s history and use the animal family trees to keep track and market
their livestock.

8. Conclusions, Limitations and Future Research

Farmers attend animal auctions regularly, including online auctions (Njiraini, 2022). Farmers are
provided with a catalogue of the animals to be auctioned, containing important information and a
picture of each animal available for off-taking (Figure 2). The objective of this paper was to
investigate the requirements for the animal visualisation component in the data centric framework for
animal trading decision support (Figure 3). The visualisation included the data requirements and the
preferred cattle family tree visualisation presentation requirements from cattle farmers. The results
showed that farmers would prefer additional information and cattle family tree visualisations as part
of the auction catalogues when buying livestock. Accurate and relevant information communicated in
a format that is appealing for customers is the base for effective communication and the base for
developing loyal relationships. Stud auctioneers should embrace this new Mobile app to enhance
their relationships with farmers and in doing so build competitive advantage for their businesses.
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The findings in this paper showed that farmers prefer an animal family tree with different pictures that
show the animal on sale. The catalogue presently used (Figure 2) only provides one picture of the
animal and no family tree of the animal for sale. The contribution of this study bridges a gap in
literature as no study has been done before to elicit cattle family tree requirements from farmers. The
findings can assist farmers and auctioneers to produce animal family trees that farmers can use to
assist in their purchasing decisions. The implementation of the cattle trading DSS in Figure 3, will
require data from several sources, including data from farmers. The data can be incorporated into
auction catalogues to help farmers make their buying decisions This will be up-to-date digital
information (IaaS) to farmers (Calitz et al., 2022).

The limitations of the study are that only 20 farmer participated in the study after 3 calls for
participation. The findings however have shown the preferred animal family tree visualisation
diagram preferred by farmers and the associated animal data requirements. Present research focuses
on the implementation evaluation of an animal family tree visualisation mobile application. Future
research will focus on implementing and evaluating the data centric framework for animal trading
decision support (Figure 2).

Finally, there have been many technological advancements in artificial intelligence, machine learning,
data analytics and laaS in the past decade and farmers are now provided with additional data and
information from various sources. Farmers are urged to make use of these technologies to aid with
improving farming practices and record keeping of their animals.
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Keywords Abstract

Information  systems Organisations undertake projects of various types and descriptions to fulfil a
project management; need experienced by a stakeholder. Projects generally fail and the same is
Critical success factors; true for most information systems projects. These projects deliver physical
Importance and infrastructure deliverables and can also provide software or business
Implementation process-based products. To increase the probability success, specific and

applicable critical success factors ought to be implemented to a satisfactory
extent. The purpose of this quantitative study is to determine if traditional
project success factors apply to information systems projects, how
important are these critical success factors perceived to be among
information systems project managers and to what extent these are
implemented. It is found that traditional project critical success factors do
apply to information systems projects and they are all considered to be
important by information systems project practitioners. It is also found that
these factors are extensively implemented on average but that curious
relationships exist between how important a factor is perceived to be and to
what extent it is implemented.

1. Introduction

Information systems (IS) permeate all modern organisations (Liu, Zhang, Keil& Chen, 2010). This is
manifested either by the infrastructure of an organisation, its capabilities or the associated products or
services offered by such an organisation (Gemiinden, Lehner & Kock, 2018). Information system
projects are very often the vehicle for providing these technology based capabilities products or
services.

According to Standish Group (2015), the cancellation rates of information systems projects are
unacceptably high at 31.1%. Even worse, 52.7% of projects would exceed their planned budgets by
189%. Success rates are even more dismal in that only 16.2% of projects would meet technical project
success criteria of being on time and in budget. For large organisations, the situation is even bleaker in
that only 9% of these projects can be deemed a success. In these projects that were deemed successful,
the scope or essence of the product developed by the product differs markedly from the initial
specification in many cases. Overall, the success rates of IS projects are at that 29%, about 19% are
failures and 52% of projects are considered challenged. With the introduction of customer satisfaction
as an additional metric, the rate of project success has been increased to 31% overall (Johnson,
2020).Challenged projects as an outcome where the end result is accepted even though it does not
meet technical project success requirements such as time, cost or scope and the project requirements
may have been amended by agreement to close off a problematic project.

According to Marnewick and Labuschagne (2009), challenged projects occur due to factors such as
the communication between teams and customers, user involvement, executive support and clarity of
requirement definition is not adequately addressed or managed during the project. The CHAOS
report’s definition of failed projects in IS projects characteristically comprise projects that have a very
poor product, or those that have not been completed or those that have been cancelled (Standish
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Group Chaos Report, 2015). Boehm (2000) adds to the debate stating that not all cancelled projects
can be considered a failure as there may be very good reasons for abandoning a project. These may be
related to changing needs and priorities or the organisation or traumatic market events that either
prevent the project from continuing or make the proposed end result unnecessary.

Most organisations experience failed or challenged IS projects at some point. In order to reduce the
risk of project failure, identifying and implementing critical success factors (CSFs) is of paramount
importance. This research sought to explore the perspectives that project managers have on the
accepted success factors in the implementation of IS projects in South African financial institutions.
The focus of the data is on the financial services institutions. The rate at which IS projects are failing
represents billions of rands in wasteful expenditure and threatens to undermine any remaining
credibility the business world may have in the discipline of project management.

2. Problem Investigated

The South African financial services industry provides services in commercial and merchant banking,
lending, insurance and investment (Brand South Africa, 2017). The industry is regulated by various
regulators, the most influential being the Prudential Authority (South African Reserve Bank, the
Financial Sector Conduct Authority (FSCA) and the National Credit Regulator. This sector has
consistently added around 600 billion ZAR to South Africa’s GDP although that figure has scarcely
grown since 2014 (Statista, 2020). Given the weight of the external stakeholders and the expectations
of shareholders, organisations in this sector can ill afford unsuccessful projects. Indeed, shareholders
would expect any temporary initiative like projects to contribute and grow the organisation and sector
at large.

The introduction painted the bleak picture facing organisations attempting IS projects. The approach
is to explore the accepted project CSFs to explore the perspectives held by project managers in
attempting these projects in financial institutions. Much research has been done on the reasons for
project failure, yet projects continue to fail at an alarming rate (Erasmus & Marnewick, 2021;
Marnewick, Erasmus & Joseph, 2016). This paper explores the theory regarding IS project CSFs and
investigates the perspectives held by IS project managers compared to the level of implementation in
the sample’s environment.

According to Chmielarz (2015), IS and information technology (IT) have advanced and proliferated at
a great speed in all industries during the past decade. A need for IS and IT conversant project
management practices and practitioners have arisen. As a result, project managers and processes must
be adaptable to be able to manage with future developments. Unfortunately, the troubled state that
project management as a discipline finds itself in serves as a barrier to being adaptable to future
conditions. It becomes important to determine what the real project success factors are in the IS
environment and conversely to determine if they are implemented adequately (Arora, Haleem &
Kumar, 2022).

Seminal research by Bannerman (2008), contributed immensely to how projects can be successful on
various levels depending on prevailing CSFs adopted by an organisation or even an individual project.
It is important for organisations to focus on CSFs they believe would contribute to greater projects
success as well implementing it. The extent of implementation should ideally match with the
perceived level of importance of these CSFs. It is this observation that prompted the investigation to
determine how important accepted CSFs from literature are perceived and to what extent they are
being implemented.

3. Research Questions
To address the identified problem, the following main research question is posited:
e What are the perspectives of project managers on critical success factors that contribute to the
successful implementation of information and communication technology projects in South
African financial institutions?
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To be able to answer this main research question, the following sub research questions should be
answered:
o  What are the CSFs for IS projects?
e How important do IS project managers in the financial services industry consider these CSFs
in their environment?
o To what extent are these identified CSFs implemented in the financial services industry?

The purpose overall would be to determine what CSFs are considered and how does this perception
compare to how it is implemented. In effect, it is to determine if project managers practise what they
preach.

4. Literature Review
This section provides context to the terms “projects” and identifies aspects unique or of more
importance to IS projects. This is followed by summaries of the CSFs identified through literature.

4.1. Projects defined
Traditional IT projects (also called the predictive approach) are defined by the following
characteristics (Schwalbe, 2015):
e A temporary endeavour with a start and end date;
To perform a set of activities;
In iterative steps;
Are subject to constraints; and.
To produce a deliverable that fulfils a need.

This implies that a project cannot be an ongoing operational matter and must be closed off at some
point regardless of whether the outcome fulfils the need or not. The fact that a temporary endeavour is
undertaken to fulfil a need is a defining characteristic of a project, even if it is cancelled and does not
ultimately fulfil the stated need. The project requires a plan that defines the set of activities and the
order in which they should be completed while considering the various constraints imposed on the
project.

These constraints include:

o the allocated budget;

e allocated timeframe;

e scope to be achieved;

e identified and unidentified risks; and.

e required quality to be achieved.
A plan is developed for each constraint and combined into a master project plan. Depending on the
project methodology utilised and the type of project attempted, various processes and documentation
may be needed to be completed to develop a coherent project plan. As the focus is on IS projects, the
next section discusses this is more detail.

4.1.1. Characteristics of Information System Projects

Al-Ghamdi and Saleem (2018) argue that IS and IT are so ubiquitous in the organisation and form the
backbone of any modern enterprise. IT itself as a term has been used prominently to refer to the
hardware and software resources (Salim, Saleem, Fayoumi, Al-Ghamdi & Ullah, 2013), infrastructure,
cloud computing, information management tools (Maresova & Klimova, 2015) and various types of
information systems (Ullah, Al-Mudimigh, Al-Ghamdi & Saleem, 2013). For the purposes of this
paper, IS projects is the term that will be used to refer to any of these projects as it encompasses the
physical technology, software, data and communications network aspects of these projects.

Dekkers and Forselius (2007) argue that IS projects typically involve the delivery of digital systems,

but it is important to note that not all IS projects involve physical hardware elements such as
infrastructure projects. There may also be projects that are purely focused on business processes but
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whatever the case, the aim is to enhance infrastructure and business processes (Al-Ghamdi & Saleem,
2018). This may also include software development projects.

Seng (2010) argues that IS projects are different from projects conducted in other environments in that
IS projects present different kinds of challenges to project managers. Hairul Nizam Md Nasir and
Sahibuddin (2015) suggested that the success factors of the project were not applicable to all projects
and it is conceivable that traditional CSFs do not necessarily apply to IS projects. , Fenech and
Raffaele (2013) argue that due to the highly dynamic technical environment, significantly magnified
and varied risks non-IS projects are presented. Literature seems to suggest that IS projects often
prioritised committed user involvement, effective risk management and the use of formalised project
management methodology (Morrison, 2011). This is to the detriment of human resource management
practices that are required to manage the aforementioned as they are somewhat neglected. .

The two main approaches for IS software development projects are the waterfall and agile (Séisa,
Tiura & Roslof, 2018). Agile software development has been seen as more appropriate for continuous
development of software, thereby circumventing the “defined end” characteristics of projects. This
has raised a debate as to whether or not software that is developed through agile methodologies are in
fact projects in the proper sense. Nevertheless it is generally recognised that the endeavour is still
temporary enough and conforms to most other characteristics of projects that they be included in this
discussion. It must be noted that although attempts have been made to apply this approach to
infrastructure projects or projects outside of IS and IT, the efficacy of adopting this approach does not
seem promising or at least hotly debated (Fotiadis, 2021).

According to Ghani and Bello (2015), agile is a systematic and iterative approach to software
production that was successful in producing high-quality applications and also in fulfilling customer
expectations. Laanti, Simild and Abrahamsson (2013) add that the main objective of agile project
management approaches is to minimise rework by reducing errors and prioritising the development of
the minimum viable product. This is achieved by setting periods of review close to one another to
make smaller course corrections than could be possible in longer term reviews (Fustik, 2017). This
has the effect of reducing risk and rework for major deliverables as this was attended to in the far
smaller work packages.

The waterfall method relies on high quality pre-planning as well as thorough arrangement of all plans
far ahead of time to facilitate easier execution of the project (Mejtoft & Vesterberg,2017). It is an
iterative approach in essence. Agile approaches evolved from informal approaches to formal,
documented methodologies and proved to increase success rates for software development projects
(Kaczorowska, Motyka & Stoniec, 2016, Fustik, 2017).

The next section focuses on the identified project CSF and summarises them for reference in the
analysis discussion.

4.2 Project critical success factors

As defined previously, a project CSF is implemented to increase the chances of a positive project
outcome. Over the years, various project CSF’s have been developed and proposed for the benefit of
project practitioners. Not all CSFs may apply in all environments or all projects The most often
suggested have been synthesised in the table below as drawn from literature:
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Table 1: The most common traditional project success factors listed

Traditional critical
success factors

Summary

Sources

Top  management
commitment and
support

Ensures top level visibility of the project
and assures prioritised resource allocation.

Santos, Barriga, Jugend & Cauchick-
Miguel (2019)

Lavagnon (2008)

Ekrot, Rank, Kock & Gemiinden, (2018)

User involvement

Participation of intended user groups
provides increases probability of the project
delivering greater customer satisfaction and
success.

Fayaz, Kamal, ul-Amin & Khan (2017)
Esteves et al. (2017)
Bano and Zowghi (2013)

Stakeholder buy-in

Committed stakeholders ensures continued
involvement and greater motivation to guide
the project to success.

Mose, Njihia & Magutu (2013)
Ola-awo, Alayande and Olarewaju (2021)
Dwivedi & Dwivedi (2021)

Customer
satisfaction

Perception of the project outcome by the
group that commissioned the project that
may be independent of traditional project
success criteria of schedule and budget.

Rashvand & Majid (2014)

Williams, Ashill, Naumann and Jackson
(2015)

Putra, Subiyakto, Ahlan and Kartiwi
(2016)

Solid budget and | Thoroughly planned budgets and schedules | Imtiaz, et al. (2013)
project plan provide guidance to project team members | Fayaz et al. (2017)
as to how to operate within these | De Bakker, Boonstra and Wortmann
constraints. (2010)
Standish Group (2015)
Effective Allowing  all  stakeholders to  be | Gheni, Jusoh, Jabar & Ali (2017)
communication appropriately informed of the established | (Santos et al. (2019)Karl & Kralova
plans, constraints, progress and changes | (2016)
increases the probability of project success.
Clearly defined | A clear vision for a project, clearly and | Fortune and White (2006)
project  objectives | simply stated, assists in guiding behaviour | McLeod & MacDonell (2011)
and goals to achieve a desired outcome. Dan (2010)
Clearly defined | The key deliverables and features of a | Mirza, Pourzolfaghar & Shahnazari
project scope deliverable must be clearly stated to ensure | (2013)
the customer as well as the project adheres | Nasir & Sahibuddin (2013)
to deliver on what has bene agreed. Catanio et al. (2014)
Competent project | An experienced project manager, that | Montequin, Cousillas, Alvarez &
manager exhibits key competencies in the context of | Villanueva (2016)
the expert skills required of the industry or | Blaskovics (2016)
type of project, increases the probability of | Algashami and Mohammad (2015)
a positive project outcome.
Commitment of | Leadership concerns revolving around | Montequin et al. (2016)
project manager motivation, commitment, inter-personal | Kerzner (2017)
relationship and productivity has a | De Araujo, Pedron & Quevedo (2018)

significant impact on the performance of
projects.

User training

For a project to be completed it must be
transitioned into the operational space
where user must be trained to use the new
deliverable if the expected benefits are to be
accrued.

Denic, Vujovic, Stevanovic & Spasic
(2016)

Lin, Chiu & Liu (2019)

Dandage, Mantha, Rane and Bhoola
(2018)

This very brief summary represents a great body of literature when trying to determine what CSFs are
applicable in this context. Of the vary many CSFs that have been identified, the above features
prominently in prior research.

5. Research Methodology
This study followed a positivist approach that culminated in deductive conclusions derived from a
questionnaire posed electronically to suitable candidates in the population. A summary of the research
design is contained in Figure 1:
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Figure 1: Summary of research method approach (Adapted from Saunders et al., 2012)

The questionnaire is divided in three sections. The first being demographic information to be gathered.
Thereafter the respondents were required to reflect on the 11 CSFs in two ways. Firstly, they were
requested to raise their opinion on how important they perceived the CSF to be in their environment
by way of a 5-point Likert scale. Then they were required to indicate to what extent these CSFs were
implemented in their environment on a similar 5-point Likert scale. The cross-sectional data was
quantitatively analysed.

The population is identified as project managers in the financial services industry who have had any
experience in managing IS projects in that environment. The questionnaire was distributed among
potential respondents on a convenience sampling strategy basis as the actual number of project
managers who work with IS projects in financial services sector is inscrutable.

A non-random convenience sample was utilised with potential respondents identified through
LinkedIn. Due to the data being collected in the time of the pandemic, electronic means were used
exclusively through Google Forms. As such, the response rate was quite low. However, due to the
nature of an exploratory study, the 33 responses received from several financial institutions at a
response rate of 22%.

6. Results and Findings
This section details the pertinent sections of the questionnaire responses. Reliability and validity
figures will be followed by some demographic results and then the 11 CSF pairs’ results is presented.

6.1 Internal consistency of the research instrument

The main body of the questionnaire consisted of 11 pairs of statements yielding 22 variables. The first
section requested reflection on the perceived importance of the presented CSFs and then the extent of
implementation of these CSF’s. The research instrument was tested for internal consistence by way of
a Cronbach’s alpha coefficient. The research instrument yielded a score of .93 for 22 variables
indicating that there is more than adequate internal consistency (Hair, 2011).

6.2 Project Manager experience and past success

The respondents were requested to indicate their years of experience as well as how often they were
successful. Figure 2 indicates the results:
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Figure 2: Project Manager experience and success

Most respondents had between 1 and 15 years of experience with 72% of respondents indicating such.
The project managers with the most experience was in the minority with 14% in each of 16-20
and >21 years categories. The respondents also indicated how often they delivered successful projects.
The trendline clearly indicates that the more experience a project manager has, the more often appear
to deliver projects successfully. The most experienced project managers indicated they were most
frequently successful while the least experienced project managers indicated the converse. Already
there is intimation of the role project manager competence and experience plays in project success.

6.3 Global averages
When viewing the data from the two latter parts of the questionnaire dealing with the identified CSFs,
the overall picture is gratifying to see in Table 2:

Table 2: Overall global means of importance and extent of implementation of success factors in ICT
projects

Global mean of success Global mean of extent
factors importance implemented of success factors
Number of variables 11 11
Mean 4.65 4.69

The average values for all are reported to be on the upper end of the 5-point Likert scale. The CSFs
are generally considered highly important and almost fully implemented. The averages are also very
close to one another. However, this does not mean no variances exist.

6.4 Results, variances, and correlations
Figure 3 indicates the results for how important each CSF is perceived by the respondents:
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Figure 3: The importance variable averages

The respondents perceive Effective Communication, Stakeholder Buy-In and Top Management
Support as the most important CSFs. This supports literature in that these are prominently mentioned
as very important for the successful delivery of projects (Mose, Njihia & Magutu, 2013, Gheni, Jusoh,
Jabar & Ali, 2017; Santos, Barriga, Jugend & Cauchick-Miguel, 2019). These are also considered for
IS projects. The CSFs with the lowest perceived importance are Customer Satisfaction, User
Involvement and Training. This is somewhat surprising that Customer Satisfaction rates lower than
most other CSFs as these projects are initiated due to a need a customer experiences. While this is still
ranked as a very important, it is not as big a priority as other CSFs. Training is the only CSF that is

not ranked as Very Important but instead as Important.

Figure 4 indicates to what extent these CSFs are implemented in the respondents’ environments:
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Figure 4: Extent implemented variable averages

The topmost implemented CSF’s closely match those being perceived as important. Effective
Communication, Stakeholder Buy-In and Top Management Support are Almost Fully Implemented.
The least implemented CSFs are all still highly implemented; however, Training as a CSF being
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considered the least important is Almost Fully Implemented as well. User Involvement is the least
implemented CSF in this sample.

The differences between how CSFs are perceived as important and to what extent they’ve been
implemented are demonstrated in Figure 5:

Effective communication | ——
Stakeholder buy-in |
Top management [ ———
Competent project manager
Clearly defined Project S0 e | —
Clearly defined project objectives [
Project manager commitment
Solid budget and project plan
iy
Customer satisfaction |
User involvement

4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9 5
B Importance M Extent implemented

Figure 5: Comparison of importance and the extent implemented variables

There is some alignment with the perceived importance of a CSF and the extent to which it has been
implemented. The CSFs that are implemented on the same level as what they are perceived, on
average, are Effective Communication, Top Management Support, Competent Project Manager,
Clearly Defined Project Scope and Solid Budget and Project plan.

CSFs that are implemented to a lesser extent that they are perceived important are Clearly Defined
Project Objectives and User involvement. These two CSFs can be classed as CSFs that require more
attention to be implemented as project practitioners perceive these to be important and of some value.
Clearly Defined Project Objectives provide direction on which all project plans and documentation is
based. More User Involvement provides greater clarity on the features of the IS project deliverables
who will eventually be required to use it.

CSF’s that have been implemented to a greater extent that what is perceived important can be seen as
being over implemented. These CSFs are Stakeholder Buy-In, Project Manager Commitment,
Training and Customer Satisfaction. It could conceivably be argued that there is an overinvestment on
the part of organisations to implement these CSFs. Conversely it could be said that practitioners do
not value these CSFs enough and the investment might be appropriate. Further investigation is
required to determine which statement is more accurate.

While there appears to be alignment between the extent implemented and the perceived importance of

CSFs, these results must be interpreted with caution. Table 3 indicates the relationship between each
CSF pair:
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Table 3: Correlation coefficient of the importance and extent of implementation of success factors in ICT

projects
Importance and extent Correlation coefficient Strength of the
implemented relationship

Effective communication -0,07 No relationship
Project manager commitment 0,35 Weak
User involvement 0,43 Moderate
Stakeholder buy-in 0,64 Strong
Top management 0,65 Strong
User training 0,76 Strong
Clearly defined project scope 0,80 Very strong
Clearly defined project objectives 0,82 Very strong
Competent project manager 0,85 Very strong
Solid budget and project plan 0,89 Very strong
Customer satisfaction 0,91 Very strong

Source: Own compilation

Although all the CSFs were considered at least Important and Adequately implemented, there are
variances between how the respondents’ perceptions and how they answered the questionaries. The
above Pearson Correlation Coefficients (PCC’s) indicates relationships among CSF pairs when
considering their perceived importance and extent of implementation. These relationships do not
indicate a causal relationship however one can logically assume that if a CSF is considered important,
it should be implemented to the same extent. For most CSFs, one can predict a similar level of
implementation as its perceived level of importance. This is true especially for (i) Clearly Defined
Project Scope, (ii) Clearly Defined Project Objectives, (iii), Competent Project Manager, (iv) Solid
Budget and Project Plan, and (v) Customer Satisfaction.

What is interesting is the weak and no relationship for Project Manager Commitment and Effective
Communication. Firstly, regard Project Manager Commitment which scored in the middle of the pack
for both perceived importance and slightly higher for extent implemented. It means that there is little
expectation to see that the extent to which this CSF is regarded would be implemented to the same
level. Rather it would appear where the same level of importance and implementation is observed, it
is mostly by chance.

Secondly, this is true for the CSF that is most important and most extensively implemented, Effective
Communication. For this CSF, the average level of perceived importance is the same as the extent of
implementation. While on average, these seem to align, the respondents’ submission varied greatly
internally. This means that many respondents did not see this CSF to be implemented to same extent
that it was perceived to be important. Therefore, there is no reason to assume that this CSF would be
implemented to the same extent as it is perceived important.

The causal relationship needs to be explored further to determine if there are other variables at play.
Especially if one considers that some CSFs are implemented to a greater extent than they are seen to
be important. It is therefore premature to state that the perceived level of importance of a CSF
determines the extent of implementation thereof.

7. Recommendations and Managerial Implications

From the respondent’s submissions, it is clear that they perceive CSFs as part of their project delivery
method while their organisations support them in implementing these CSFs. What is generally not
clear is how these approaches differ. On average the CSFs are consider Important to Very Important.
On average, the CSFs are either Adequately Implemented or Fully Implemented. However, there are
some misalignments on a small scale while some CSFs are not internally coherent in how they are
implemented relative to their perceived importance.
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Firstly, it is recommended that organisations, through the leaders and staff responsible for project
delivery, adopt a formal methodology and framework containing the CSFs important for their
organisation, the financial services industry, and types of projects they attempt. In adhering to such a
framework, it is believed to reduce the risk of project failure or non-delivery. It is however important
for organisations to realise that their particular set of success criteria or CSFs may differ upon their
context. The participants in this study have clear opinions of what practices they believe to be
important in their respective organisations and for the industry. Matos, Romao, Sarmento, and
Abaladas (2019) agree that the selection of appropriate CSFs will impact project outcome as it relates
to the context of the commercial activity.

Secondly, the importance and prominence of Effective Communication cannot be overstated. The
respondents perceived this to be one of the most important CSFs while it was also seen that the
organisation outside of the project discipline, implements this CSF to greater extent than its perceived
importance. Project managers should encourage communication among project team members for
better project outcomes. It is critical that communication does not break down during the various
project phases, especially if the project involves different business units and other stakeholders in the
financial industry. With the development of new technology in virtual communications, project
managers can benefit from greater effectiveness in communication in a world where project effort is
distributed in remote working (Abbas, Choi, Seo, Cha, & Li, 2019)

Thirdly, Stakeholder Buy-In is also a critical success factor, since the project manager should first
identify essential stakeholders for the project and guarantee their buy-in before the project is started.
Because stakeholders contribute resources and support for the project, it is critical that project
managers build productive relationships with them and guarantee that a communication strategy exists
for regular contact with stakeholders. This may include external regulatory bodies such as the
Financial Sector Conduct Authority (FSCA), the Credit Regulator and the Prudential Authority (South
African Reserve Bank) where applicable. Project practitioners should seek to increase the legitimacy
of stakeholders to increase their commitment and buyin (Allen & Cain, 2022). This achieved by
involving stakeholders and removing barriers that could prevent their participation in a community of
practice such as these information systems projects.

Additionally, Top Management Support is a critical success element in IS projects, as support from
top management provides vital confidence to project managers. Therefore, organisations should
recognise the significance of project leadership in project success. Project manager abilities are just as
critical for project success and the research findings indicate that they do indeed contribute to the
success of ICT projects. To contribute positively to an organisation in the financial services sector,
project managers should invest in their project competencies. If the project manager is found wanting,
it will have a negative influence on the project, since project team members frequently look up to
project managers for clarification on project duties. This CSF has a profound impact in different types
of IT projects, be they iterative or predictive where this had an ancillary effect on team motivation
(Tsoy & Staples, 2021; Zaleski & Michalski, 2021). It would seem that executive support provides
additional legitimacy to project leadership and team motivation where it is present as a CSF.

The commitment of the project manager guarantees that the project does not lose momentum.
Committed project team members frequently identify effective solutions to iron out issues throughout
project development and assist in achieving the desired goals. It is critical that a project manager be
committed to completing the project successfully. In the case of committed project manager, the
application of their emotional intelligence capabilities are more apparent (Zhu, Wang, Wang, & Yu,
2021). Organisations therefore need to ensure that project managers are effectively motivated to take
ownership of the project results. This should however happen in way that positive reinforcement can
be applied so as not to destroy team motivation.

In order to design an acceptable project scope, project managers must first grasp exactly what is

required to meet the project objectives. Although project scope is frequently changed as the project
progresses, it is critical that project managers are familiar with the project scope from the start so that
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modifications may be made more easily as the project progresses. To help create a clear project scope,
project managers should ensure project deliverables are defined, quantifiable and attainable. In doing
so, controlling the scope is essential to eliminate the associated problems of scope creep (Jan, Abbas,
& Ahmad, 2022).

To begin with, IS projects require financial support. The project budget is dependent on the
organisation’s top executive for financial backing. In principle, no project will take off without a
budget because project managers should guarantee that appropriate finance is available for the ICT
projects. The adoption of beyond budgeting principles may even increase the probability of attaining
the benefits envisaged by business case in that an adaptable approach be used (Marnewick &
Marnewick, 2022).

Project planning is essential for project success, for without a plan, it is impossible to set objectives
and goals. It is critical in leading stakeholders, sponsors and team members through project phases
and assisting the project managers in completing the projects successfully. Handel (2022) supports
this point by adding that all documented arrangements must be available to ensure effective
communication and to provide a basis for stakeholder buy-in.

Any organisation attempting a project should ensure that the crucial success factors identified by the
research as the most necessary for effective implementation are examined by all stakeholders in the
project at the outset, and that they understand the importance and advantages thereof. User
involvement, user training and customer satisfaction are the least essential success factors with low
average values, indicating the need for more study on these factors. The researcher recommends that
the project manager maintain contact with the customer which will provide value to future studies.
Even though IS projects continue to be challenged, practitioners should continuously recognise the
significance of essential success factors.

Effective Communication is the CSFs with the greatest level of implementation while being perceived
as one of the most important CSFs. It is however the CSF that exhibits no relationship between it level
of implementation and perceived importance. It is recommended that this be more fully investigated
as to its contribution in the context of IS project management.

8. Conclusion

In conclusion, the research project set out to determine what CSFs of traditional projects play to IS
projects, how important they are perceived and to what extent these are implemented. The results
provide insight into the external influences on IS projects and that traditional knowledge and wisdom
regarding projects in general apply to IS projects.

The financial services sector is very technology driven (Alt, Beck, & Smits, 2018). The core business
of organisation participating in the financial services industry is expanding to include more complex
IT and information systems capabilities. In order to achieve this, temporary initiatives in the form of
projects must be undertaken. To increase the probability of success, CSFs should be found that applies
to the context of specific projects in the financial services.

Future research may examine delving deeper into critical success factors for which project managers,
stakeholders, senior management, and organisations as a whole assessed the importance and, more
importantly, the degree to which they had been applied. The research study had already established
the most important success factors from the perspective of project managers, namely top management
commitment and support, continuous user involvement, stakeholder buy-in, customer satisfaction, a
well-planned budget and project plan, effective communication, user training, project objectives that
are clearly stated, a project scope that is well defined, project manager competence and project
manager commitment. A predictive model could be designed and tested to determine to what extent
each CSF contributes to ultimate project success. This can be tested to deploy a predictive success
tool in industry.
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Extensive study in both quantitative and qualitative methods is necessary to present varied
perspectives from project professionals. The research would be required to obtain project managers’
opinions from various institutions and industries in order to contribute to the critical success factors
that influence project implementation.

A clear limitation of this exploratory study is the low number of respondents. The researchers desire
to replicate this study with greater numbers and in more industries to determine additional CSFs that
are applicable to IS projects and to pursue the future research paths.

This exploratory quantitative study expands the current body of knowledge on project success factors
while confirming literature. Additional avenues for research are also illuminated. In this case, it does
indeed seem that project practitioner practice what they preach. The question then remains, why do
projects still fail if we do the right things right? Perhaps the answer lies in the fact that that CSFs are
not the be all and end all for IS projects and further innovation and research is required to increase
project success rates.
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Keywords Abstract

Emerging farmer; business The South Africa agricultural sector is important for various reasons
failure; entrepreneurs; including contributing to food security and job creator for low skilled
agriculture. labourers. Despite the government prioritising transformation in the

agricultural sector since 1994 and investing billions of rands in the
development of emerging farmers, this initiative has been failing. There
are various reasons why emerging farmers fail and this includes lack of
extension services by government, farming skills, access to markets,
access to finance as well as drought and crime. The South African
Department of Agriculture have in the past allocated substantial
financial resources to assist emerging farmers through the
Comprehensive Agricultural Support Programme (CASP). CASP was
launched in 2004 to provide capital and support to emerging farmers.
However, the return on investment has been very low for the CASP
funds spent within the North West province and did not contribute to
the success of the emerging farmers. To determine the main causes of
these failures, quantitative data was gathered from 202 emerging
farmers on the problems they faced and qualitative data were gathered
from four external role players within an agricultural sector. The
quantitative data revealed that most emerging farmers blamed the
department of not assisting in extension services. Other factors
mentioned include lack of finance, markets and skills. The qualitative
data revealed that there is a comparison between all parties interviewed.
They all agree that the failure of emerging farmers is because of 1.
Misappropriation of CASP funds 2. CASP programme in its existing
form is ineffective 3. Selection of the beneficiaries to this programme is
key meaning poor selection of the recipients 4. Inadequate government
or department knowledge.

1. Introduction

Productive farmers create employment for unskilled workers, helps with poverty alleviation,
economic growth, and food security. For the South African government emerging farmers are of
particular importance but despite the attention and funding most emerging farmers are still failing.
The aim of this study is to identify the key external factors that contribute to the failure of emerging
farmers in the North West province, South Africa.

The South African land reform program has been in place for almost three decades. From 1994 until
2008, the government-initiated land reform programme transferred four million hectares to
historically disadvantaged South Africans. However, factors including inadequate planning, general
lack of capital and skills shortages amongst the emerging entrepreneurs have resulted in land reform
projects having limited impact and most emerging farmers failing (Lahiff, 2008; Bates, 2004). Despite
these failures it remained an integral part of the ruling party’s policies. The African National Congress
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(ANC) election manifesto of 2009 (ANC, 2009) declared that rural development, food security and
land reform were priority areas and that:

The ANC government will intensify the land reform programme to ensure that more land is in
the hands of rural poor and will provide them with technical skills and financial resources to
productively use the land to create sustainable livelihoods and decent work in rural areas,
expand the agrarian reform programme, which will focus on the systematic promotion of
agricultural cooperatives throughout the value chain, including agro-processing in the
agricultural areas. Government will develop support measures to ensure more access to
markets and finance by small farmers, including fencing and irrigation systems. Linked to the
land reform programme will be an expended agrarian reform programme. This programme
will focus on the systematic promotion of agricultural co-operatives throughout the
production cycle. There will also be active promotion of agro-processing in the agricultural
sector. Government will develop support measures to ensure more access to markets and
finance to small farmers (ANC, 2009).

National Treasury (2019) spent billions of Rands towards this goal and in 2018 alone spent R176m on
farming support in the North West Province, compared to the total budget of R1 750m for the South
Africa government. This was done through the Department of Rural, Agriculture, Environmental and
Development (READ) introducing the Comprehensive Agricultural Support Programme (CASP) in
2004 to assist emerging farmers in the North West province (Hall & Aliber, 2010). The aim of the
CASP fund is to provide capital and post-settlement support to the emerging farmers to enable them
to become successful small, medium, and micro entrepreneurs (SMMEs) within the agricultural sector.
Emerging farmers are defined as previously disadvantaged beneficiaries of the land reform
programme who want to become successful entrepreneurs in the agriculture sector with the aim of
becoming commercial farmers (Ducastel & Anseeuw, 2017). The Directorate Entrepreneurial
Development (DED), a parastatal to READ, was established to provide capital and post-settlement
support. Thus, emerging farmers do benefit from government financial assistance to start and run
agricultural production, which should contribute to their success if the grants are handled effectively
(Francis, 2019). However, at the end of the first financial year 31 March 2009, after the first year of
administrating the CASP funds, 91 percent of the agricultural projects (emerging farmers) financed by
these development grants failed (DED, 2009). In 2010, the then minister of rural development and
land reform Gugile Nkwinti stated that 5.9 million hectares of farming land was unproductive and
90% of the farming projects were not functional (Pretorius, 2019). During this year the DED did
receive a qualification in audit opinion as well as National Department of Agriculture due to non-
performance (high failure rate within the development of emerging farmers)

A decade later this has not improved and by 2021 emerging black South African farmers produced
less than 10% of the country’s total agricultural output according to Sihlobo and Kirsten (2021). The
reasons for this include:

A lack of direction from government

Poor adoption of the latest technology

Fractious nature of organised agriculture

Sub-optimal collaboration between government and the private sector
Inefficiency in extension from provincial department of agriculture.

There was no change to the audit opinions and remain a qualification to the National Department of
Agriculture as well as Provincial department of Agriculture.

1.1. Problem Statement

The problem is that the initiatives of growing SMMEs in the emerging farming communities of the
North West province are failing, despite much money spent. At the end of the financial year
2008/2009, the first year this programme was lodged in the North West province, READ made use of
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the North West Directorate Entrepreneurial Development (DED), a parastatal to the READ, as a
vehicle to fulfil the function of providing capital and post-settlement support. The annual report of
DED (2009:66) states (the first year CASP was operating) that the success rate on the creation of
successful entrepreneurs was extremely poor during the 2008/2009 financial year, as 91 percent of the
agricultural projects (emerging farmers) financed by these development grants were not viable and
failed. Out of the R68m spent for the 2008/2009 year, R62m was declared fruitless and wasteful
expenditure in the annual report for the financial year 2008/2009 presented in the financial statements
of DED. After the financial year 2008/2009, this function was taken over by READ. However, this
did not result in a positive change in the development of successful farmers. During the 2016/2017
financial year, R157m of these CASP funds was declared irregular expenditure and R14m was
declared fruitless and wasteful expenditure. This is public money and reflects very negatively on
government regarding how taxpayers’ monies are spent. According to READ's annual report for the
2020/2021 fiscal year, the CASP program had a budgeted value of R141m, but only R43m was
actually spent on it, an under expenditure 64% (READ, 2021). This means that there were no
contributions made towards food security and the realisation of the government initiative.

During all these years the both the National Department of Agriculture and the Provincial Department
of Agriculture received a qualification in audit opinion due to non-performance because of the high
failure rate within the development of emerging farmers.

1.2. Methodology
This study is based on a pragmatic paradigm where a mixed method approach is being utilised to gain
data.

Self-administered questionnaires (quantitative method) were used to gather data from the emerging
farmers. The emerging farmers who participated in this study all received financial assistance from
the CASP programme. A list of these emerging farmers (projects) was obtained from DED. All these
emerging farmers were registered with the Provincial Treasury as beneficiaries to the CASP
programme.

The second type of mixed method design used in this study was the explanatory design, where the
quantitative data are collected first and depending on the results, qualitative data were gathered to
explain the quantitative findings.

Semi-structured interviews (qualitative method) were held with four purposively selected individuals,
one from the Department of Agriculture (being the Member of the Executive Council at the time), one
from an agricultural corporation responsible for agricultural development and two black commercial
farmers within the North West province.
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Table 1: The research process model

Research Research Research Target population | Sampling
philosophy design method strategies
Pragmatism Mixed method | Case study 1% target group — 1% target group —
approach 410 emerging purposive sampling
farmers: technique
Explanatory quantitative method
design 2" target group - 4
2" target group — 4 | selected
selected individuals:
individuals: judgement

qualitative method | sampling and
critical case

sampling

e Sampling strategies

A questionnaire was distributed to all 410 emerging farmers. This survey is “...the collection of a
large quantity of evidence usually numeric, or evidence that will be converted to numbers, normally
by means of a questionnaire” (Remenyi ef al., 2002:290). The total population sampling method was
used for this target group. Total population sampling is a type of purposive sampling technique that
involves examining the entire population. From the 410 questionnaires distributed only 202 was
collected, a response rate of 49%. The target population comprised of emerging farmers in the North
West province and who received CASP funds. The North West province is divided into four regions,
namely Ngaka Modiri Molema District, Bojanala District, Dr Ruth Segomati Mompati District and Dr
Kenneth Kaunda District. Within READ, a regional manager is appointed for each of the four regions.
Extension officers are also appointed for each of these four regions responsible for the managing and
development of the emerging farmers. The extension officers know where each project or emerging
farmer is situated in the North West province. The questionnaires were distributed to the emerging
farmers with the help of these extension officers within READ.

Interviews were held with four representatives of the institutions earlier. Each interview was recorded
and transcribed. The analysis of these data was done by an independent analyst using the instrument
NVivo 12 Pro. The non-probability sampling method was employed to draw a sample from these
institutions and the specific technique regarded as appropriate is purposive sampling. Judgement
sampling was employed in this study by the researcher for selecting sample members to confirm to
the criterion. Participants were chosen on an arbitrary basis because of their unique knowledge
(critical case sampling).

1.3. Research objectives
The research primary objective of this study is to determine what are the factors contributing to the
success rate among emerging farmers.

2. Literature Review

Anaafo (2018) mentioned that emerging farmers are referred to as farmers entitled to government
benefits through CASP and Land Redistribution for Agricultural Development (LRAD). Emerging
farmers refer to as farmers that are dependent on semi-state and state organisations for financial
support (Pilcher, 2017).

Farming is being considered as a source of revenue in both rural and urban areas until the rise of an

increasing trend of the population worldwide that changed the farming perception into a business
(Ducastel & Anseeuw, 2017). Hence, emerging farmers should possess entrepreneurial skills to carry
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on farming as a business. Since all emerging farmers cannot have skills of entrepreneurship, the
government and private organisations should assist emerging farmers to come up with feasible
business plans and be guided on implementation and management of the farm plans to realise a profit.
Due to population increase, there is an increase in demand for food from a large number of consumers.
Emerging farmers are supported by government to promote agricultural production for supplying food
and to be income generating. Marketing channels, food security, finances, and support (extension)
services are the characteristics to be discussed.

The selling of fresh produce, either on small or large scale, shows the ability of market participants to
enhance market accessibility that provides cash to the farmers after selling of agricultural products.
However, there is a limitation to the access of the market for smallholding farmers or emerging
farmers, which makes it difficult for-profit realisation in agriculture. Emerging farmers have less
connection to formal markets, which leads to exploitation from the brokers of agricultural products
resulting in low-profit margins. Tibesigwa & Visser (2016) mentioned that 88.3% of emerging
farmers are self-selling. Sachs (2019) stated that sometimes government support smallholder farming
with land and other agricultural inputs without clear marketing channels for their agricultural products.
Farmers do individual marketing as a cheaper method of marketing their agricultural products
(Senyolo et al.,2018). Francis (2019) commented that some emerging farmers producing surplus food
languish in poverty due to poor access to a market that is profitable but sells as dictated by the buyer
that led to losses.

People living in rural areas in every part of African countries not only in South Africa depend on
agriculture as a source of food for their household.

Emerging farmers play a critical role in lowering the vulnerability of urban and rural food-insecurity
household as a way to improve livelihoods, in addition to mitigating price inflation of food that is
high. Engaging in farming in rural areas is also a way people can afford food. Buying from urban
areas is very expensive. Thus, emerging farmers have and are being supported via protection of the
domestic market and provision of support services, where possible, to increase food supply in rural
areas. Food security according to Disable World (2019) is defined as the availability of food and one's
access to it. Due to population increase, there is an increase in demand for food from a large number
of consumers. Food security - it is very important to generate successful emerging farmers for food
security for the future (Van Doorn et al., 2017).

It was difficult for the emerging farmers to obtain loans from any financial institution due to poor
collateral agreements. The government decided to intervene to assist the emerging farmers with funds
and established two funds wherefrom the emerging famer was benefiting, namely CASP to provide
capital and post-settlement support and Micro Agricultural Financial Institutions of South Africa
(MAFISA) for assisting with loans to the emerging farmers at low interest rate. Financing is a critical
aspect for emerging farmers to facilitate their agricultural productivity. This attracts the need for
government to make an effort to improve the accessibility of credit as a way of improving agricultural
productivity. In this regard the need financial institutions to provide credit to farmers, the South
African government has established parastatal institutions mandated for channelling credit at
affordable rates to promote agricultural development for example MAFISA funds (Alberts et al.,
2019). Poor collateral requirements and long procedures for loan application deem financial to be
inaccessible physically. Long application procedures of loans discourage loan application by
emerging farmers due to delay and insecurity of loan due to poor collateral agreements. The
development fund, CASP, was launched in 2004 also by government for disbursements to farming
households. Hall and Aliber (2010) mentioned that the aim of this programme or fund is to be targeted
previously disadvantaged group (emerging farmers).

The achievement of agricultural growth for emerging farmers can be successful through assessing
extension services. Increase of agricultural growth is subject to support services. That are paramount
to provide relevant services to farmers to adopt relevant methods of crop and livestock production.
Hence for the growth of the smallholder agricultural sector, it is a requirement to offer comprehensive
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support services (Soas.ac.uk, 2019). McAllister (2018) stated that approximately 50% of emerging
farmers completely lack awareness of the support services and projects in South Africa.
En.wikipedia.org, (2019) also stipulates that the following extension-related points are crucial namely,
extension helps in adoptions of innovations, studying and solving the rural problems and crease farm
yields and improve the standard of living of farmers. Extension services are classified into three types,
namely technology transfer as the traditional model of the transfer of advice knowledge and
information. The second type of extension service is advisory meaning the use by farmers of a cadre
to experts as a source of advice in relation to the specific problem faced and the third type of
extension service is facilitation, with the aim of this is to assist farmers to define their own problems
and develop their own solutions (Ag4impact.org, 2019)

During the start of the agricultural revolution, only a limited number of farmers were undertaking
agriculture as business, as opposed to subsistence farming that was aimed for household consumption.
This is evident in 2016, where approximately 65 percent of adults were considered as poor workers
and relied on agriculture as a source of livelihood worldwide (Ducastel & Anseeuw, 2017). Currently,
there is increasing calls to do farming as agribusiness, to meet the increasing global demand of
consumers. This is evident in that 10 percent of customers globally spend $5 trillion on agricultural
products consumption (Davis et al., 2016). Small and medium agricultural investment takes the
largest role in job creation globally.

There is a need to come up with strong policies and regulations to connect entrepreneurs and
producers to global, regional and domestic markets to increase their profit margins and to be
sustainable to cater for the increase in demand for food. Creation of connection to entrepreneurs in
agriculture plays a critical role in providing sources of economic and social growth through
agricultural enterprises. The World Bank Group (WBGQG) are critical role players in different countries
supporting the improvement of infrastructure for access of markets in agriculture, increasing food
supply and income generation as a business (Arinloye, Pascucci, Linnemann, Coulibaly, Hagelaar &
Omta, 2015).

In most African countries, at least 80% of people are engaged in subsistence farming. Such percentage
creates a gap between food supply and demand from consumers since food supply cannot meet the
demand (Sachs, 2018); hence, this means African countries are importing food to meet the food gap in
the market. In South Africa, the search for sustainable and productive emerging farmers is important
for food security, as mentioned by Mmbengwa (2010). It also brings the previously disadvantaged
farming entrepreneurs into the mainstream of the agricultural economy.

In South Africa, the agricultural sector is diversified within the private and corporate sector. Primarily,
the Mediterranean and subtropical climate changes in South Africa support different agricultural
opportunities. (Francis, 2019).

Despite the challenges in agriculture, farmers are taking up the use of technology to increase
agricultural output while using less agricultural input. Specifically, South Africa supports agricultural
policies as a method of increasing income generation among poor farmers in society via medium- or
small-scale farmers. Efficiency within the production processes of the agricultural sector, production
support to increase small- and medium-scale farmers, as well as conservation of natural resources are
all strategically targeted by National Department of Agriculture in South Africa (Sachs, 2018).

Thus, this paper will discuss the contributing factors that lead to the success rate among emerging
farmers.
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3. Results and Findings
e Quantitative results

Lack of management skills (financial, ... 1
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Figure 1: Factors contributing to emerging farmers’ failure

The emerging were asked to rate how much each of seven possible factors contributed to their failure.

Almost all participants who answered the questionnaire, strongly agree or agree to all the factors that
are contributing to the failure on the failure of emerging farmers. Managerial components standing out
in this feedback are the lack of management skills, farming skills, infrastructure, and lack of markets.
From this feedback, it illustrates that government fails in the extension programme. The government
is also aware of this problem and have tried to address it on several occasions (Harper, 2018).

It was mentioned in the literature study that the emerging farmer was selling to friends, family, and
the informal market as the cheapest way of selling. Emerging farmers according to the literature study
did not have any links with market agencies and were very expensive.

Even though emerging farmers are assisted by the extension officers from the Department of
Agriculture, as per the literature review, the emerging farmers continue to fail in the farming industry
and does not contribute towards food security. The emerging farmer needs more training concerning
agricultural activities, marketing, and overall business management.
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POSSIBLE SOLUTIONS FOR EMERGING
FARMERS SUCCESS
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Figure 2: Possible solutions for emerging farmers success
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Almost all participants, strongly agree or agree to the possible factors that can contribute to the
success emerging farmers in agriculture. Managerial components standing out in this feedback are the
need of management skills, more finance and capital, access to markets and the need to have more
extension services. Marketing and skill training were also emphasised in the literature review. This
also illustrate that the government is failing in the development of successful agricultural
entrepreneurs

e Qualitative results
As mentioned above under the methodology section, semi-structured interviews were held with four
purposively selected individuals, one from the Department of Agriculture (being the Member of the
Executive Council at the time), one from an agricultural corporation responsible for agricultural
development and two black commercial farmers within the North West province.

The following are the comparison arguments to the failure of emerging farmers followed between the
four interviews:

e Misappropriation of CASP funds
CASP programme in its existing form is ineffective

e Selection of the beneficiaries to this programme is key meaning poor selection of the
recipients

e Inadequate government or department knowledge

The misappropriation of CASP funds and CASP programme in its existing that is ineffective was also
emphasised in the introduction to this study because of the irregular, fruitless and wasteful
expenditure year after year stipulated in the annual report of READ. Also, referring to the problem
statement of this study, it was mentioned in the annual report of READ that for the 2020/2021 fiscal
year, the CASP program had a budgeted value of R141m, but only R43m was actually spent on it, an
under expenditure 64%. This emphasise that the management of the CASP programme in its existing
form id ineffective.

The following are the comparison arguments to the recommendations to the creation of successful
emerging farmers followed between the four interviews:

o Emerging farmers need technical support
e Jtis important to equip emerging farmers with what is needed in farming



e Training and empowerment are important.

e Communicate, report and engage with all stakeholders in agriculture i.e. commercial
farmers, agricultural corporations, private organisations as well as other educational
institutions that might possess knowledge and skills to the emerging farmer.

e  On the job training is very much important to the emerging farmer.

From the above comparisons, is it clear that all the interviewees agreed what went wrong in the past
as also on what is needed to be implemented for successful agricultural entrepreneurs.

This study also mentioned comparisons between the quantitative and qualitative results in connection
that emerging farmers need clear guidance (extension services) from the department of agriculture
that is fails to deliver. This emphasises the contribution made to answer all the research objective and
to get solutions.

The key finding and the core of the result to this study is to empower and giving skill to those
emerging farmers who must become self-sustainable and independent commercial farmers. Emerging
farmers must obtain technical skill concerning farming, marketing skills, financial skills through
effective training and extension support supplied to them. Emerging farmers do not possess the skill
nor the knowledge to handle things when they go wrong - so they end up selling off all that, which
was simply given to them. For example, selling cattle when they had calves, selling off the tractors
intended for farming and selling the seeds to white farmers that should have been planted.

In addition, a major part of this is the failure on the part of government who also lack the knowledge
and the skills to adequately identify and advise, therefore, they end up poorly selecting people (that
contribute to the high failure rate of becoming successful entrepreneurs in agriculture) and thereafter
failing to provide the necessary training, support, or any other appropriate intervention to see the
project to success.

4. Conclusion

Agricultural development has been targeted by government as one of the main areas in which to
improve the lives of previously disadvantaged people. The same is true of the North West province,
with large amounts of taxpayer’s money being invested in agricultural development initiatives, most
of which are unsuccessful. This study, therefore, aimed to develop a framework that will serve as a
mechanism to improve the success of emerging farmers in the North West province. The aim of the
study was to create a comprehensive, sustainable, and appropriate capacity-building framework for
emerging farmer SMMEs in order to contribute to food security, eradication of poverty, reduction of
unemployment in rural areas and commonages through creation of sustainable and market-driven
farming SMMEs.

As mentioned above, as part of the objectives of this study, the results of this study indicated that
emerging farmer SMMEs need farming skills, financial, extension services and infrastructure to
ensure the success of their farming enterprises. Besides the abovementioned factors, training and
extension support were reiterated as the main determinants of success and failure for emerging farmer
SMME:s.

4.1. Strategies to improve emerging farmers’ success rate.

Is it evident, given the data gained from the quantitative and qualitative studies conducted, that private
organisations ought to and would like to collaborate with the government on the development of
emerging farmers.

In light of this, the government and other external role players in agriculture should adhere to the

points that need to be emphasised in order to construct a framework for the training of emerging
farmers:
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o The importance of partnerships between the government and private Agribusiness (e.g.
Senwes Cooperation, North West Cooperation, Development Financial Institutions,
Processing Companies, Marketing Institutions, Commercial farmers, etc.)

e Marketing channels need to be explored to ensure that the produce of emerging farmers is
marketed properly.

o Research and collaboration with universities play a crucial role in teaching and
comprehending technical concepts for emerging farmers.

o Partnerships with commercial farmers need to be developed in a structured manner, and a
mentoring program needs to be implemented.

The researcher wants to establish a framework so that both public and commercial agribusinesses can
contribute to the success of new farmers. It would be suggested that Schedule 3 Part C, a provincial
public entity, be established by the government, in particular the Department of Agriculture in the
North West province. This should be a public entity where the private organisations should feel free to
have an input to management, and daily operations to ensure better development of emerging farmers
in the North West province. This should be a provincial public entity which is:

Established in terms of legislation and provincial constitution

e Fully or substantially funded either from provincial funds or by tax, levy or other money
imposed in terms of legislation
Accountable to a provincial legislature.

o According to the PFMA, the public entities have been further divided into three schedules,
namely:

e Schedule 3: Other Public Entities
Part C: Provincial Public Entities

The objective of this public entity is to establish and manage the policies to be implemented on the
selection, training, and monitoring process of the emerging farmers. The private sector (which will
also contribute expertise, resources, training, etc.) should be represented on the board of this
institution. It is proposed that this three-year on-the-job training program begin, and that this
institution receive South African Qualification Authority (SAQA) accreditation. This is not to replace
agricultural colleges, but on the job, training is very important. As a result, an emerging farmer will
graduate after three years. These new farmers will be observed by extension officers and other outside
officials, and they will submit quarterly performance reports in accordance with SAQA guidelines. An
emerging farmer who does not perform will be kicked out of the three-year training programme.

The emerging farmer will graduate once the three years have been successfully completed. During
this period, the emerging farmer would have accumulated enough equity and should be introduced to
the land redistributing programme.
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Keywords Abstract

Urban farmers, social Social media hold potential to develop the enterprises of urban food producers
media, food systems, and traders. Recent studies have affirmed the potential of urban areas to
internet become self-sufficient in vegetable and fruit production which implies the

; creation of local food systems that integrate diverse producers, scattered
across the urban landscape. Social media can facilitate and help create such
local food system. With this in mind, we re-interpret a survey completed by
student researchers, that probed social media use by urban food traders and
producers. We found the use of social media limited by costs and data access,
and show how urban food producers and traders have adapted by developing
hybrid systems that blend social media with word-of mouth marketing. We
compare these findings with available literature and conclude on the key
themes that will be important in the further study of social media in an urban
agricultural context.

1. Introduction

Urban farmers and informal food traders have the opportunity to use social media to build
enterprises, inclusive of clientele, a brand, their enterprise and a larger local food economy.
Urban agriculture is an important opportunity for local municipalities as these areas have the
potential to feed themselves (Walsh et a/,.2022; Martellozzo et al.,2014; Thebo et al.,2014),
provided sufficient land — 30% of the municipal area — is made available for the production of
fruits and vegetables. These recent studies suggest that the structural constraints limiting
urban food production could be overcome. Local food self-sufficiency in fruits and
vegetables in a city is thus possible but would necessarily have to integrate many small,
dispersed producers, and develop locally-based distribution and logistics systems. To
mainstream urban agriculture and local food trade, we need to create a short path from
production to retail, build local organising methods for sales and waste harvesting (to ensure
fertility for production) and develop local institutions and opportunities to deliberate about
food and its place in our society and economy. Social media would make all this possible,
although it may not be sufficient. This article analyses research conducted amongst informal
food traders and urban farmers with this in mind. The findings show how urban food traders
and producers wuse social media in their enterprises. In a popular blog
(https://www.izindabazokudla.com/post/urban-peri-urban-and-small-scale-rural-agriculture-
and-township-economies-a-manifesto), we developed a manifesto for the creation of local
food markets. This creates an imaginary useful to create new pathways for the development
of urban food traders and producers in the informal sector in South Africa.

Basic information on the use of social media is necessary to ascertain if these systems have
any potential to benefit urban agriculture and food systems, and, how these are used by
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emergent and informal producers and traders. This paper presents and analyses a survey of
informal food producers and traders that investigated both agricultural production and use of
social media to market the produce. This student research project and dataset is here re-
interpreted in the light of more recent concerns about urban agriculture. The original survey
delivered findings that are pertinent to new insights on urban agriculture and digital
connectivity in South Africa and enables us to establish the extent to which UA is a viable
activity in South Africa, enable us to show where and how social media is used for the
marketing of food amongst producers and traders, the costs and benefits associated with it,
and thus the current utility that may be derived from these systems. Although we found the
use of social media to be pervasive, we also identify limits to its use, and these may be
associated with the costs of data. Hence, we make a set of recommendations on how social
media could be used to further the creation of local food systems for urban farmers and food
traders.

This survey has clear limitations, and these are also of a conceptual nature, hence the need to
reinterpret these findings with recent literature in mind. We nevertheless can make clear
recommendations not only where the limits of social media use lie in South Africa (the costs
of these services are still out of reach of nascent and emergent producers and traders) but also
what a survey of such new urban agricultural producers and traders should focus on. We thus
reinterpret the original findings from our student researchers, and present a set of issues that
maybe relevant to future study of social media and urban agriculture.

2. Social Media And Its Potential: Costs As Driver Of Usage

Social networking sites are simple and cost effective (Morris and James 2017). They reach a large
audience, and when combined with a consistent and efficient business plan leave opportunities for
growth, can build strong brand loyalty among consumers, and increase sales (Duane & O'Reilly 2017).
Stelzner (2015) emphasises the brand exposure this brings to enterprises, which would be impossible
without this service. After the turn of the millennium, Castells emphasised the virtues of a network
society (Castells 2010) and others the benefit of a peer-to-peer social mobilisation strategy
(Engestrom 2007). Social media platforms could thus bypass the existing food system, create a new
market pattern, and this may be easiest in the informal sector, without constraints of governance and
regulation. Malan (2015: 57) mentions short supply chains, and integration with and innovation in
retail, embedded in local waste systems and social media could provide the means and communication
channels to maintain such a system. This might alter how a business is perceived by consumers and is
a new frontier in marketing and product design.

Freedom House’s “Freedom on the net” (https://freedomhouse.org/country/south-africa/freedom-
net/2021) indicates access to and use of the internet is broadly “free” in South Africa, with a score of
73/100. Regulation is independent and there is an absence of censorship and restrictions on online
content. Manipulation and harassment, as is evident elsewhere, is nevertheless prevalent here.
Connections to the global web are also stable and the internet is clearly open and useful to most of the
South African population.

Freedom House reports that 63.3% of all households in South Africa have at last one member with
access to the internet. In full, 59.5% of urban dwellers have access and in Metropolitan areas — the
larger cities — 67.8% of households enjoy access to the internet, as would be the case in Soweto where
our survey was done. 12% more men than women have access and 71% of the youth own a
smartphone. As we write, the costs of smartphones continue to decline, reinforcing the idea that
internet access could hold benefits for the transformation of the South African economy. There are
significant efforts underway to make access affordable, but data costs on the mobile carriers is a point
of contention as our study indicates. Freedom House mention that 42% of households have no access
due to this. These are the households who would benefit from the local production and trade of food
but have no means to access it through the internet.
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South Africa is experiencing significant unemployment, which currently stands at 34.9%
(https://www.statssa.gov.za/?p=15407) as compared to 29.1% in 2019 right before COVID when the
survey was done (Statistics South Africa, 2019:2). Statista reports a monthly income figure of R23
982.00 per month per person for November 2021 (https://www.statista.com/statistics/1227081/-
average-monthly-earnings-in-south-africa/). We compare this with urban agricultural incomes below.
Unemployment would condition and limit many activities of people, including data purchases. In such
a context, a social media-based market would be inappropriate and possibly regressive. Urban farmers
do not only face financial challenges but also lack skills and knowledge to create networks facilitated
by technology (Mpandeli and Maponya, 2014:135), which very few apps enable them to do. We also
note the absence of an application that is focussed on the creation of local food networks. Due to a
lack of smartphones, money, and knowledge, it is difficult for disadvantaged urban farmers to expand
and improve their farming operations using social media. We discuss how these factors interrelate
below, emphasising how farmers and traders used lowest cost options for trade including face-to-face
trade, in effect innovating above the affordances a communication channel makes possible. In our
analysis, we emphasise the limits to social media-based food trade, highlighting the key face-to-face
benefits that may be created by urban farmers and food traders as they develop their enterprises. This
leads to interesting recommendations, which we deliberate on in the conclusion.

Research on the utilisation of technology by urban farmers in Soweto is in an early stage. We do not
know how urban producers and traders use applications and social media as a communication and
marketing strategy, and if this has any promise of further development of their enterprises and the
economy. The survey also aimed to identify the devices used by urban farmers, their access to the
internet, and their communication methods with customers. We also identified the production systems
of urban farmers, and the incomes, labour, and methods of sale used. We also asked questions on the
costs and benefits, and preferred communication methods in the use of social media by urban farmers
and traders. We also identify limits to this survey, and base our recommendations on ways these limits
can be overcome and what additional issues the local self-sufficient production of food in cities
invokes.

3. Urban Agriculture And The Informal Sector: a Proto-Food Systems

Urban agriculture is defined by Salau and Attah (2012) as producing food and fibre within the urban
environment and its borders for household consumption and the market, including small scale
processing and marketing activities. Urban farming can take place in a variety of ways, including
community and backyard gardens, as well as rooftop and balcony gardens. Very many different forms
and sizes of farms may be identified. Additionally, some urban farmers create a fruit and vegetable
store in front of their homes or sell on the street as street vendors to increase their income (Gwamba,
2018:13), linking production and retail. We thus see the beginnings of a new food system that may
draw on local resources for sustainable production. Battersby (2011: 546) cautions us to understand
the “connections” between formal and informal food sectors, and the opportunity for social media to
rationalise these connections is important. They can be used for higher order organising amongst
stakeholders. This could extend to participation in broad public fora (RUAF 2010; UN Habitat 2008)
or how “partnership brokers” (Serafin 2015) could organise producers and consumers into short food
supply chains. We thus speculate on the information processing abilities that social media make
possible in the conclusion.

Current examples of urban farming and informal food trade emphasise the informal nature of urban
land access (Sucha et al.,2020; Suchd & Duskova 2022), particularly in Soweto, where our survey
was done. They advocate for the implementation of the principle of a “mutual beneficial relationship”
(2020: 4) between urban farmers and landowners to secure tenure, and this could be highly conducive
to interaction on social media. Social media, which has an “informal” character, could thus be used to
maintain not only sales and marketing, but also access to land, and by implication, further
relationships around investment, production and marketing. The governance of urban agriculture
could also benefit from extra-institutional governance outside formal arena’s (Malan 2021) and social
media can certainly play a role here. Urban agriculture struggles to produce food in significant
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quantities (Zezza & Tasciotti 2010; Crush et a/.,2010: 8), but this is done in a structurally constrained
context. This highlights land tenure and its connection to income and livelihoods, and the informal
ways these operate. Would social media create space for innovation and growth in urban agriculture,
particularly if it can adjust how we manage land, resources and opportunities? To answer this question
is outside the scope of this paper, but is relevant to the pronouncements of Walsh et al (2021)
Martellozo et al (2014) and Thebo er al (2014) that 30% of land needs to be set aside for food
production for municipal areas to be self-sufficient in vegetables and fruit. This structural shift will
make land available for urban agriculture and could change its impacts. Should this be done, social
media will certainly be used and this survey explores the potential of this avenue for growth.

4. Social Media And Marketing: A Hybrid System

Social media refers to web-based digital technologies that enable individuals to exchange and debate
information (Edeoghon and Esene 2018). In South Africa the use of dedicated agricultural
applications are emerging, like the Khula! App (https://www.khula.co.za/). Digital platforms such as
Facebook, Twitter, YouTube, and WhatsApp are relevant, with Facebook appearing to be the most
often utilized social networking site by agricultural businesses, owing to its vast appeal among the
intended audience.

Tweeten (2014) emphasises access to technology and connectivity, as well as experience, as barriers
to technology use. These barriers can have a negative impact on customer service — the totality of
what an organisation does to add value to its products and services to meet customers’ requirements
(Machado, 2015:6). As social media becomes pervasive, urban producers and traders have to adapt.
By maintaining this customer experience the urban farmer and trader is in effect maintaining the
network of trade and production. In this way they create customer value as the net benefits accrued
over and above the total cost incurred (Pienaar and Vogt, 2016:16). Social media nevertheless enables
a trader to go beyond the “5 Rs of order processing” that relate to the right quantity and quality
(Chuah ef al 2017: 126) charged at the right price and delivered (Sain 2017: 2) at the right location
(Nieman, 2017:22). Hence, we look at how these services are used, to build and maintain relationships
and speculate on the degree to which it could create a new pattern of trade in the food system.:

5. Producing Urban Agriculture Through Social Media

Farmers and traders would be able to expand their potential market by encouraging interaction
amongst people who use the internet to accomplish a specific purpose such as marketing (Cleary,
2015:1), but also suggests how future development may play out in a hybrid context. The ability of
social media to bind communities and create and maintain social capital is noteworthy. This could
reorganise local production and consumption to create “symbiotic communities” (Signer et al.,2020:
587) or “autocatalytic networks (Lenton & Latour 2019) that can reorganise production, consumption,
waste management and recycling, and thus “produce” a sustainable food system as it organises
stakeholders into new relationships. These communication channels can extend to municipal planning,
and although we did not touch on these larger issues in the survey, we make recommendations on how
this can be taken further, which concerns the development of a public forum (Dubbeling 2010; UN
Habitat 2008) or “public innovation lab” (Williamson 2018) that can steer food systems
transformation.

6. Research Methodology

Our survey focussed on urban farmers and food traders in the Metropolitan area of Johannesburg, and
specifically Soweto, where we may expect greater than normal internet access. The descriptive
research design (Saunders et al.,2019:187-188) tracked respondents who frequent the iZindaba
Zokudla Farmers’ Lab, and this Lab is located in Johannesburg, the biggest Metropolitan Municipality
on South Africa. These traders are also informal, nascent or emergent (although this was not asked
directly, the sampling drew from a population who frequent the Lab in order to develop their
businesses, and the Lab is aimed at empowering new and emergent traders and producers).

A descriptive quantitative survey (Saunders et al 2019) was conducted using a structured
questionnaire to collect data from urban farmers in Soweto. According to Thebo et al (2014: 2)
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between 10 and 70% of urban dwellers may be engaged in urban agriculture. They suggest a median
of 266 million urban households practicing urban agriculture, and it is clear this is a pervasive activity
throughout the world, and we may see at least 100 000 urban farmers in Soweto according to these
estimates. The poor are disproportionally represented in urban agriculture, as they are the first to take
this up. This is pertinent for social media use and magnifies the cost driver of social media as
particularly important, the informal character of food production and trade in the city, and the limits
of managing all this on social media. The sampling clearly crowded-in resource poor farmers and
traders, and this is reflected in the findings.

The survey initially aimed to hand out the questionnaires to the 400+ farmers that attend the monthly
iZindaba Zokudla Farmers’ Lab in Soweto. This was not possible owing to COVID-19 lockdown
regulations in 2020 that abruptly terminated hosting this event. iZindaba Zokudla however has a
significant presence on the internet, and several WhatsApp groups and groups on Facebook have
formed. Hence, we were able to distribute the questionnaires via WhatsApp and Facebook group chats
which were part of the communication network that emerged around iZindaba Zokudla. The response
rate was very low, and researchers were forced to resort to telephonic interviews to reach farmers who
did not have access to the internet or adequate data to respond. Eventually, after repeated phone calls,
data from 40 farmers were collected. The structured questionnaire followed a purposive sample,
where we looked for respondents who are trading or farming (or both).

All respondents had the opportunity to be informed of the aims of the survey, and all accepted ethical
procedures were followed, including institutional review and approval. This survey created a database
that includes farmers and food traders who are active online and who have used social media to a
significant extent in their enterprises. The survey was piloted, and this increased its reliability.
Because the survey was descriptive, we used words and phrases that would be familiar to urban
traders and producers, and the themes were all common themes in agriculture. Social media use, with
its own specific jargon, also presented challenges. However, the concepts used in the survey were
simple and derived from the platforms themselves. Anyone using these would understand them. We
believe the farmers and traders are familiar with the language and concepts used in the survey. The
results obtained showed significant consistency with previous studies of urban agriculture. As this
was a limited survey, we are able to express some confidence in the quality of the findings.

There were nevertheless some conceptual challenges in the survey. The question on the farm profile —
that includes reference to “farm owner” or “manager” is ambiguous, as ownership of land is in
question, and may be attained through informal means (Sucha et a/ 2020; Suchd & Duskova 2022).
Both may refer to a de facto “ownership” or “access” to land. From experience, “ownership” could
mean the farmer has secured the land either through a contract or through an “informal” arrangement.
Clearly, the word “ownership” needs to be carefully interpreted in the light of this new research.
Answers to our question “where do you farm” was also misunderstood, as some indicated they source
food from the Johannesburg Fresh produce market. This is clearly a source of food for traders, but
farmers would also have answered this in the affirmative, indicating complex supply chains for urban
food trade in Soweto. These questions need to be rethought. We discuss this in the conclusion and
suggest ways this can be better enumerated.

There is no database of urban farmers in Johannesburg and surrounding areas, and we have no
information to clearly set out how far the findings from this survey can be generalised, although we
note that urban agriculture is pervasive globally. The sampling strategy does make some
generalisation possible, but it is also limited as we used a purposive sample that could have crowded
in respondents. However, they offer valuable information from farmers and food traders who are
using social media. They represent a group that is active on these platforms, and the findings thus
speak to how these platforms may be used by urban farmers and food traders. This sample allows us
to generalise to a limited extent how these systems can be used by urban farmers and food traders. We
interpret the findings in the context of well-developed theoretical positions on urban agriculture and
local food systems, and social media use. This allows us to generalise with reference to these sources
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of knowledge and position our findings in the context of the greater movement towards local, circular
and sustainable food systems.

7. Results and Findings

7.1 Biographical data

According to the research, all 40 farmers were African and resided in Soweto. Females comprise the
majority of respondents (55% female, 45% male), as may be expected. Respondents ranged in age
from 22 to 71 years, with the majority (43%) falling between the ages of 32 and 41 and 22% between
21 and 31 years. It is evident that an increasing number of young adults and middle-aged people are
taking an interest in farming. One explanation for this could be a shortage of employment possibilities,
and farming is an accessible choice for maintaining food security and supplementing income. The
educational status of respondents revealed that the majority (57.5%) completed Grade 11 or lower,
followed by those who completed Matric (22.5 %), while 20% completed tertiary education. The fact
that most respondents (80%) lack a higher education may have affected their decision to start a
farming business to produce revenue and emphasises that the poor dominate this activity. Social
media may be accessible to a very wide pool of users, and educational attainment is of lesser
importance in its use. It also emphasises the “local” character of urban food trade and production, as
these producers and traders have a low opportunity for social mobility. This in turn reinforces our aim
to transform these systems to build local solidarities and hence they in a sense constitute a proto-food
system amongst practitioners.

7.2 Farm profile

The majority of respondents (75%) own and operate their own farm (Figure 1), although we are aware
that access and ownership may not be clear or permanent, as Sucha et a/ (2020; 2022) emphasised. Of
the respondents, 18% are farm managers, and several respondents claimed that because it is a family
business, family members typically oversee the operation. Only 8% are general workers, with most of
these workers employed by larger producers. This is consistent with the findings of Sucha (2020) that
underscores the informal nature of land access in the townships of South Africa. This augurs well for
the interpretation that will follow, as this forms a base for social media to draw upon and build larger
systems of exchange. The existence of farm workers suggests the occupational category of “urban
agricultural worker” is emerging, further suggesting the sector is open to further development.

5
: B =
Farm owner Farm manager General worker
Figure 1 Occupation/Function on the farm
7.3 Years of practice
A third of the respondents (33%) had 4-6 years of agricultural experience (Figure 2), followed by 18%

who started their farms more than 15 years ago. These long periods of engagement with urban
agriculture points to a maturing sector. Please see below.
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7.4 Agricultural production systems

Crawford (2021) recognizes different production systems of urban agriculture, including community
gardens, rooftop gardens, aquaponics, vertical farms, greenhouses, and peri-urban farms. The research
identified the following sources of food: rooftop gardens (2.5%), container gardens (2.5%), sourcing
from the Johannesburg Fresh Produce Market (2.5%), backyard gardens (15%), open land gardens
(35%), and community gardens (42.5 %). Community gardens and “open land” gardens are likely to
be managed in “informal” ways, and could indicate pervasive systems in place that enable access to
land and productive resources. The diversity of production sites and implied techniques augurs well
for a robust and multi-faceted urban agricultural sector. Their small sizes, implies we have to organise
many smaller pieces of land for food production and is suggestive of additional communicative
methods. The mentioning of the Johannesburg Fresh Produce market in this answer, under “other”
also indicates the deep linkages between urban agriculture and the larger food system. Urban farmers
are thus integrated with own, local and distant and rural markets for food. This diversity of sources
will enable the enterprises to deliver over and above the seasonality they will encounter in the urban
area.

Diekmann et al., (2018) emphasise the nutritional advantage home gardens give, albeit in the “Global
North”. Csortan, Ward and Roetman (2020) emphasise that years of experience and knowledge has a
positive relationship with garden efficiency, and this is also borne out by urban farmers in Soweto.
This in turn suggests lucrative opportunities for training and research on production techniques. They
also emphasise the value of labour, which is also evident in our survey. Gardens, according to them
(2020: 27) offer “access to a cheaper alternative” and they identify “raised-mixed” methods as most
productive. These may be evident in open land, backyard and community gardens.
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Figure 3 Techniques of urban agriculture

Rooftop production would normally use hydroponic or aquaculture production systems. These are
prevalent in Soweto, although rooftop space is limited, as single story units dominate. Nevertheless,
the existence of such production systems, in a confined space, point to the diversity of practitioners,
and production systems. This suggest that the sector is able to mature and consolidate and be
susceptible to engagement on policy issues. The findings on the fresh produce market may be
explained by the fact that both traders and producers were targeted in the research.

7.5 Number of employees

According to the research, 40% of respondents do not have any employees on their urban farms. The
respondents operate the urban farm alone and rely on assistance from family. This is typical of the
informal sector, where enterprises are often “individualised” (Petersen 2020). About a third (32.5%)
have at least one person assisting them or have a business partner. Typically, one partner will operate
the business while the other does various business-related activities. Only 12.5% of the farms employ
more than five people. These farms do provide work for a small number of individuals, they do so on
a small scale but the existence of larger numbers of workers on the larger farms, indicates that this
employment category has some merit. This would support the development of an urban agricultural
training programme, as skilled workers could enhance productivity. Labour costs are a significant
expenditure for urban farmers (Signer et a/ 2020; Csortan, et al. 2020) but the ability of Soweto
farmers to employ people seems to be significant. This indicates the maturing character of the sector,
and the need for labour indicates a significant redistributive potential.

7.6 Income

Our findings point to significant opportunities for urban farmers to earn income, although these do not
beat the average wage in South Africa. Half of the farmers (50 %) make a net weekly income of
between RO - R499 after reinvesting a portion of their revenues (Replenishment of the farm or
acquisition of additional supplies required for farming operations)This is slightly lowger but
comparable to incomes in the informal food catering sector (Petersen 2020) (Figure 4). About a
quarter (18%) of the respondents earn an average of between R1000 and R1499 per week, which
occurs most commonly during peak periods, which are typically at the end of the month or the start of
the following month, according to the respondents. Farmers earning between R500 and R999 per
week, as well as those that service larger markets and earn more than R2000 per week, make up 13%
of respondents. The highest recorded sales normally take place at the end of the month (Figure 5).
Generating an income of more than R 2000 per week indicates that urban agriculture and food trade
could enable decent incomes. These could be exceptional farmers, whose practices need to be further
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studied, as they may indicate not only how such incomes can be achieved, but also how we could
move the whole sector to higher incomes.

Kapoor & Kumar (2015:215) affirm this buying trend driven by customers receiving their salaries at
the end of the month. This overlaps with the social grant payment days and wage payment dates. This
indicates a responsive selling strategy, optimised to the earning patterns of the consumer. Urban
farmers and treaders are responsive entrepreneurs who are able to adjust and manage their enterprises
as new opportunities emerge.

Many studies have emphasised food insecurity amongst urban farmers in South Africa (Crush et al
2010) and the figures above seem to suggest that urban production is insufficient to ensure food
security. The cost of an acceptable food basket in Johannesburg, according to the organisation
Pietermaritzburg Economic Justice and Dignity, is R 4748,87 per month in July 2022
(https://pmbejd.org.za/wp-content/uploads/2022/07/July-2022-Household-A ffordability-Index-
PMBEJD 29072022.pdf) . Only the most proficient urban farmers would be able to match this. Urban
agriculture is in many respects a survivalist activity, but the most proficient farmers’ incomes support
the idea that this could be a path to economic development.

We need to know the contexts of such proficient farmers, and how they can garner such incomes from
their farms. The existence of such proficient farms is evident in the literature and in anecdotal
accounts and indicate that local self-sufficiency may be achieved. However, the stark differences
between them and others who earn much lower incomes, suggests that the path to self-sufficiency
would only be possible if the sector can transform significantly, as would happen if a comprehensive
local plan was adopted to promote urban agriculture.
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Figure 5 Highest recorded sales per month
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7.7 Selling methods

Farmers lack internet access, and this is often unaffordable (Lyle et a/.,2013: 10). Many lack
smartphones and others lack access to the internet. As a result, many farmers in Soweto are unable to
advertise or sell their products online. We also see this in the absence of applications used, and the
absence of the use of the Khula! App (locally developed) indicates significant work is needed in
popularising and promoting these applications.

Farmer's markets are small tables set up in open spaces where they sell their fruits and vegetables to
passers-by. The majority of respondents (75%) were street vendors, while only 3% of the respondents
uses WhatsApp for commerce. However, regular customers are most likely to place an order through
the cell phone messaging application, indicating the ways social media create and maintain networks.
This limited use of WhatsApp needs to be interpreted with reference to the pervasiveness of face-to-
face trade and relationships. We thus ask, in the conclusion, if this is the result of the high costs of
data and connectivity in South Africa and deliberate further on how these networks can be maintained
and developed further by urban farmers and traders.

Only about a quarter (18%) of the respondents earn R 1000 per week or more. They would be able to
produce enough to meet the needs of a wider market. These producers and traders are commercially
focussed, suggesting that a class of producers and traders may emerge in urban areas if conditions are
right. According to the data, the majority of farmers in Soweto work as street vendors, with only a
small number of farmers selling their produce through social media platforms such as WhatsApp. The
interaction between production (farmers) and trade (vendors) is a key point of interest. This may
indicate that a more complex pattern is emerging, with farmers and hawkers and traders dividing the
labour of urban food production and sales. This suggests that a relationships dependent food pattern is
emerging, which would be open to maintenance through social media.

The pervasiveness of face-to-face relationships is also important to note. This could be accounted for
by the costs of data and connectivity, but also that organising and mobilising customers would be
most effective at the local and immediate level, and that the real relationships count in doing so.
Hence, we can infer that only the most basic requirement of a sustainable local food system is evident
in current patterns of trade, but that significant changes, in data costs, relationships building, and
locally embedded production techniques are needed to reach its full potential.

7.8 Devices

Respondents primarily use smartphones (70% as per Figure 6) for communication. However, the
primary method of communication between farmers, without connectivity, and their customers is
word of mouth (58 %) (Figure 7). The pervasiveness of smartphones indicates that connectivity is
available, but then the pervasiveness of word-of-mouth communication suggests data costs are a
barrier. However, a future sustainable and local food system would necessarily have to be a hybrid
system that uses social media and other digital tools in addition to face-to-face organising and
marketing. This would be conducive to the development of ancillary activities around urban farms,
like the local harvesting of wastes, and their further processing in local sites. Face-to-face
relationships would be necessary to educate consumers about the value of local wastes, both food and
recyclable wastes, and this may have to take precedence over a media and content heavy social media
strategy.
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7.9 Internet access

Lyle et al. (2013:10) found that urban farmers in Soweto do not have accessibility to internet
connection or smartphones due to affordability. Many farmers therefore lack the ability and resources
to advertise or sell their produce online. According to our survey, two-thirds of the farmers (67%) do
not have access to the internet. This underscores the need, in any attempt to develop this sector, to
blend social media with face-to-face interaction, and suggests that farmers and food traders need to
build a hybrid system to communicate to customers.

The respondents with internet connection prefer and mostly use WhatsApp for communication
(Figure 8). WhatsApp seems to be able to fill this gap, suggesting that a general communication
platform may be sufficient for local food trade, but this may preclude the use of more complex
network management strategies. We however are mindful of the universe of multiple platforms that
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may be relevant here. Social media is pervasive as a multiplicity of platforms, and the benefits of
social media emerge on multiple platforms. Data costs may prohibit such use, but this may also point
to the lack of a comprehensive application that is tailored to urban farmers. Even though many
respondents own smartphones, they lack internet access (16,85%) to communicate with their clients
and therefore depend on word-of-mouth communication as indicated in Figure 9.

Applications used
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Figure 9 Communication methods without internet

One of the barriers to respondents obtaining internet connection is the prohibitively high cost of data
and airtime. Three-quarters of the respondents (75%) spend between RO and R99 on data and airtime
and this is mostly used to contact family members and not for business purposes (Figure 10). Trade is
blended with social reproduction, as respondents use WhatsApp for multiple purposes. It is clear the
investment in data will not lead to the required returns as customers are also limited in using social
media. There are many food traders in Soweto who source their food from the Johannesburg Fresh
Produce markets through various channels, and they compete with local producers. Data costs may
prohibit innovations in local production, but it is necessary to contemplate the possibility of
developing a dedicated application to stimulate local food systems. Hence, we can suggest that future
development of applications could blend social and business functionality, particularly at retail sales
level, but data costs would have to be incorporated into the business model.
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7.10 Applications

According to Varrella (2021), WhatsApp is the most popular social media program in South Africa
(93% of internet users) and accounts for 23 million users in the country, followed by YouTube (92%)
and Facebook (87 %). YouTube (92%) has surpassed Facebook (87%) in South Africa in terms of
usage, owing to lower data costs and increased broadband accessibility (HelloYes Marketing, 2020:1).
However, in 2015 Facebook Lite was launched to developing markets and designed to work in areas
with slower or limited internet connections (Facebook Lite 2018). By 2026, the expected number of
WhatsApp users in South Africa would reach 28.6 million. The use of Whatsapp is thus highly
appropriate, and underscores the functionality of this platform also as a business platform. Its ability
to blend social communication and business communication needs to be noted for the development of
future applications. It also raises question on the suitability of platforms like Facebook for the
stimulation of local food economies. Data costs may be the root cause of this, but we nevertheless
have to mention that the simplicity of a pure communication tool, may overshadow complex
platforms and the interaction on them.
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Figure 11 Applications utilised

As mentioned before 54% of respondents used smartphones for communication, but only 24% used
them to communicate with clients (Figure 11), primarily using WhatsApp and Facebook. This deficit
in digital communication should alert policy-makers on the ways in which urban agriculture and food
self-sufficiency can be managed. It directly points to the need to mobilise in ways other than social
media, and emphasises the need for face-to-face communication and organising.

59



7.11 Advertising

The respondents view word of mouth as a critical (88%) mode of advertising. Additionally, as seen
from Figure 6, the farmers claimed that cell phones (65%), feature phones (70%), tablets (78%),
smartphones (58%), and laptops/computers (78%) do not play a role in their farming business. The
use of technology therefore has little impact on the way the farmers advertise their produce as they
heavily rely on word-of-mouth advertising. This suggests local food systems are already evident in
Soweto, with strong relationships being built, but this is being done with only the slightest use of
social media. This is a sufficient basis for the development of further processes, like waste harvesting,
and consumer education, but does not preclude the use of other, still unknown ways of organising.
Should data costs be the key barrier to the adoption of more social media for these processes, we may
see local sales, waste harvesting and local advertising emerge as key drivers of a local food system.
However, Pienaar and Vogt (2016:16) argue that a successful supply chain requires information
accuracy, visibility, and access to real-time data, and unfortunately, some respondents lack access to
technology, preventing them from engaging with their customers efficiently (Lyle et /,2013:10). The
ability to draw on the analytics of platforms would be lost in a pure face-to-face approach to local
food system development, and hence we are able to conclude that significant change may be expected
if data costs can be lowered.

The majority of respondents utilize word of mouth to advertise their produce, and the freshness and
quality of the produce is what attract clients. Most farmers responded that they prefer street vending
since it allows them to gain new clients daily as people pass by and opt to purchase in addition to their
regular customers. Farmers occasionally utilize airtime and data to communicate with suppliers and
consumers, but most of their communication with customers and with one another occurs through
word of mouth (Figure 7). They rely on passers-by to spread the word about their produce's quality.
Only a small group of respondents use WhatsApp and Facebook as social media platforms to
communicate with customers. According to the respondents, customers choose these modes of
communication since they are economical and convenient to use. These are the three most viable
modes of contact between respondents and their consumers. Additionally, the farmer-customer
relationship is critical for effective communication because it is built on trust and an understanding of
the customer's purchasing patterns.

7.12 Financial implications

Overarching our findings is the costs of data, and there is a dissonance between the state and society’s
wishes to expand internet access, and the costs of data. Urban agriculture is as old as cities, but in our
social imaginaries it is a new phenomenon. It would most likely only be able to reach its full potential
in a context where hybrid systems are used that straddle digital and face-to-face relationship building.
Such hybrid systems would be necessary to develop a sustainable food system that responds to local
priorities and resources. The beginnings of such a system is evident, but data costs and application
development undermines the achievement of a sustainable local food system.

8. Conclusions

Farmers in Soweto rely heavily on street vending to sell their produce to clients. Impulse and
convenience purchasing are evident in the usage of word-of-mouth communication. Furthermore,
word of mouth is primarily employed by persons who do not have access to the internet. As a result,
this group of farmers have not exploited the value added by technology to their operations, and we
found, in general, the cost of social media use are too high for urban farmers and food traders.
However, respondents with internet connection rely on the WhatsApp platform due to its simplicity of
use, accessibility, affordability, and client preference..

9. Recommendations

While social media can aid urban farmers in promoting their produce, there are limitations which
include a lack of connectivity due to the high cost thereof, and a lack of information regarding the use
of social media as a marketing tool underscores the critical nature of training in this strategy. We also
want to point to the lack of a comprehensive application that can connect production with households
at the retail level.
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The following recommendations are made considering the findings:
e Training for urban farmers in the use of social media as an advertising tool.
o The development of an appropriate application for urban farmers that can manage all the
processes necessary to build a sustainable and local food system;
o The lowering of data costs to stimulate wider adoption and use of social media by nascent and
emergent urban traders and food producers.

The formation of dense relationships between traders, producers and customers through social media
is possible, but is yet unrealised. Many have indicated that the development of urban agriculture can
be accomplished by integrating stakeholders and actors in multi-stakeholder forums (RUAF 2010;
Malan 2020) or public innovation laboratories (Williamson 2018). These would have to be hybrid,
between the digital and real life, and would build on the relationships already evident amongst urban
producers and food traders.

We further recommend that future research emphasise the following issues:

e To what extent is land and access to it mediated by informal systems? What role can social
media play in enhancing this access?

e Access and “ownership” of land for agriculture may be found in a variety of formal and
informal ways. These need to be distinguished from each other and presented as such. This
may need a research intervention on its own, and it may be necessary to probe for this in an
open-ended way, to capture the diversity of ways farmers gain access to land for productive
purposes.

o Labour and returns: Labour is extensively used in urban food production and trade, but if we
know the returns on labour, we can ascertain to what extent a farmer can feed more people
than himself, and this would be the basis of food security through local production.
Understanding labour and productivity would enable us to cross reference with production
techniques and other measures to gain an understanding of what production methods are best
in an urban context.

e Productivity and returns on social media: it would be necessary to ascertain the extent to
which investments in social media, from devices and data, stimulates the urban food
enterprise.

e What do farmers do amongst themselves? Are they perpetuating an “individualism” or are
they exploiting the powers of networks for economic advantage? We would have to analyse
social media interaction to understand the extent to which farmers are able to form and
maintain a durable Community of practice amongst themselves. This would be the basis of
innovation in local areas, and this may be very important.
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Price tariffs, price tariff Price tariff payment models are critical as private healthcare is unaffordable to
payment models, most South Africans, and the introduction of the National Health Insurance
private hospitals, NHI (NHI) will require greater sharing of resources between private and public

hospitals. This paper explores the various price tariff payment models used in
private hospitals in South Africa to provide greater insights into the NHI
proposals. Price tariff payment models charge price tariffs for patient
treatment and reward providers for delivering value to patients. Most price
tariff payment models reward the quantity of health care provided and are not
linked to value based on patient outcomes. This paper reports the results of a
qualitative investigation into the price tariff payment models used by two
private hospitals for one procedure. A hypothetical case is used to illustrate the
price tariff payment model highlighted by the Competition Commission as
being key to driving innovation and competition in the South African private
health care system. These price tariff payment models were compared to the
preferred price tariff payment models put forward for purchasing in-hospital
services for the NHI Fund, which all private hospitals will have to adopt if
they want the NHI Fund to purchase in-hospital services from them. The
results show that the DRG price tariff payment method preferred by the NHI is
not a value-based price tariff payment model because it typically reimburses
only for inpatient episodes or procedures and does not incorporate the full
range of physician, outpatient, rehabilitation, education, and other services
needed to achieve good outcomes over a complete care cycle.

1. Introduction

Worldwide, policymakers are attempting to lower the cost of providing quality health care. However,
the opposite is taking place with the cost of health care increasing across the globe owing to numerous
factors, including aging populations and medical technology advancements (Porter, Kaplan & Frigo
2017:25). There is a lack of understanding of how much it costs to deliver patient care. Cokins and
Scanlon (2017:1) explain that it is not enough only to measure the cost to deliver health care, it must
be coupled with the price tariffs charged to deliver health care. The setting of price tariffs that are
based on appropriate costing structures of healthcare service providers is thus a critical component in
managing a healthcare business. One of the most critical factors that influence the attributes of price
tariffs is the price tariff payment model that is used to charge the price tariff to the patient. The price
tariff payment model influences the unit of services that is acquired, the period for which the services
are purchased, whether the price tariff payments are prospective or retrospective, and whether
payments are fixed or variable depending on specific outcomes being achieved (Casto & Forrestal
2015:8). Price tariff payment models are also commonly referred to as provider payment models or
reimbursement models, but the term price tariff payment model will be used in this article.
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Porter and Kaplan (2016:90) suggest that the price tariff payment models used to charge price tariffs
for patient treatment need to reward providers for delivering value to patients, that is, for achieving
health outcomes at a lower cost. Health care outcome measures indicate the impact of the health care
services or interventions on the health status of patient or patient groups. Using health outcomes of
care reveals the effect of care or intervention on the patient's life by using specific measures before
and after treatment (Sedley, 2013:1-2). These could be assessed self-reported, observed, or clinically
(physical examination, laboratory testing, imaging). Certain health outcomes involve complex
assessments to determine if they are present or absent (Oleske & Islam, 2019:69-70). Most of the
price tariff payment models reward the quantity of health care provided and not the reward value
provided measured based on patient outcomes.

Price tariffs and the price tariff payment models that are used to charge them to patients have been
subjected to much debate in South Africa. The Competition Commission inquiry included a reference
to the impact of the price tariff payment model on price tariffs in the private health care system in
South Africa (Competition Commission 2019:94). The South African government identified price
tariffs models that will be used by the proposed National Health Insurance (NHI) Fund, the sole
purchaser of health care services under the NHI, to procure health care services for the South African
population from both private and public sectors providers to be central to ensure effective cost
containment and the future sustainability of the proposed National Health Insurance (NHI)
(Department of Health, 2015:63, 68, 71-72).

The primary objective of this article is to explore various price tariff payment models used in private
hospitals in South Africa and the compatibility with the NHI proposal in the context of one specific
procedure. This is achieved by comparing the price tariff payment models and price tariff data of two
different hospitals for a laparoscopic appendectomy (a minimally invasive surgery to remove the
appendix through several small incisions).

2. Problem statement

Private hospitals and/or hospital groups use various price tariff payment models to charge price tariffs
to patients for medical procedures performed. The use of a particular price tariff payment for a given
procedure is based on the agreement reached between the private hospital and/or hospital group and
the different medical aid schemes (Noble 2018). This might cause one procedure to have various price
tariff payment models being used to charge the price tariff. However, the NHI Fund has identified
only one price tariff payment model which is the diagnosis-related groups price tariff payment model
(DRG price tariff payment model) as the preferred model to purchase hospital inpatient services
(Department of Health, 2015:63, 68, 71-72). Private hospitals and/or groups face a problem: they will
be required to adopt the DRG price tariff payment model if they wish to contract with the proposed
NHI to provide hospital inpatient care (Department of Health, 2015:63, 68, 71-72).

3. Research objectives
The primary objective of this research is to explore various price tariff payment models used in
private hospitals in South Africa and the compatibility with the NHI proposal in the context of one
specific procedure. These price tariff payment models will be evaluated to determine their usability
when compared to the preferred price tariff payment model put forward for purchasing in-hospital
services by the NHI Fund.
To assist in achieving the primary objective, the secondary objectives of this study were:
i.  To perform a literature review of price tariffs payment models being used in South Africa.
ii.  To investigate the characteristics of the price tariffs of the various price tariff models and
apply them to a laparoscopic appendectomy procedure at two different private hospitals.
iii.  Compare the price tariff payment models used by private hospitals to provide insights into the
preferred price model put forward for purchasing in-hospital services for the NHI Fund.
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4. Literature review

Costing in health care organisations is focused on determining the unit cost of a particular service or
episode of care (Hilsenrath, Eakin & Fischer 2015:2). Kaplan and Haas (2014:122) argue that the unit
cost should be calculated over the cycle of treatment of a patient's primary medical condition and not
only for the health care services provided or the episode of care. To better understand what it costs to
treat a patient, the patient's condition should be the cost object and not department units, procedures,
or services because the patient's condition is then the driver of the treatment provided and the direct
and indirect costs incurred to treat the patient. For this article, costing is defined as determining the
unit cost per patient’s primary condition throughout the cycle of treatment by assigning both the direct
and indirect costs that have been incurred in the treatment of the patient’s primary medical condition.

According to Simon (2015: Loc 686), the definition of price tariffs has many aliases, for example,
sales price, pricing, premiums, tuition fees, and tariffs. The definition of price tariffs is mostly
dependent on the particular industry. Sharp, Bergh and Li (2013:45) define an industry as a group of
organisations that offers similar products or services. The medical industries of South Africa and the
United Kingdom refer to tariffs (South African Medical Association 2014:6) probably because the
treatment provided to a patient is made up of various services with each service having its own tariff.
Consequently, it was decided to use the concept of price tariffs in this article to refer to the amount
that private hospitals charge patients for the treatment they receive for their primary medical condition.

The term alternative price tariff payment models refer to all price tariff payment models other than the
fee-for-service price tariff payment model (Kaplan 2016:18). Noble (2018) explains the alternative
price tariff payment models that are used in private hospitals and their impact on the cost of health
care as:

a) The per diem price tariff payment model charges tariffs using CPT 4 codes (CPT stands for
Common Procedure Terminology) and specifies the procedure that was performed. It
incentivises the hospital groups to manage the level of care, medicine provided, and
consumables used in one day but provides no incentives for managing the length of stay.

b) The fixed fee price tariff payment model also uses CPT 4 codes and incentivises hospitals to
manage the length of stay, level of care, medicine provided, and consumables used.

c) The global fee price tariff payment model is based on the CPT 4 codes. This model
discourages unnecessary care and encourages care coordination between health care providers
across the continuum of care. It incentivises the hospital, surgeons, and other health care
providers to provide efficient treatment for the patient by managing the level of care, length
of stay, medicine provided, consumables, and surgical items used, and includes pathology and
radiology to ensure limited wastage of health care resources.

d) The DRG price tariff payment method analyses resource usage for the particular primary
medical condition.

The different alternative price tariff payment models have different characteristics, which will also
affect the price tariff amounts for each of the various models. The price tariff payment models will be
discussed in more in detail in the section below.

4.1 Price tariff payment models

The World Bank (2009:3) contends that price tariff payment models can act as an accountability
mechanism between health care providers and purchasers. The models can enable health care service
providers to achieve health policy objectives such as improving patient access to health services,
promoting effective and efficient use of resources, and controlling costs. The importance of price
tariff payment models was also highlighted by Berenson, Upadhyay, Delbanco and Murray (2016a:1)
who argue that health care reforms in terms of patient treatment cannot happen in isolation and need
to be integrated with the price tariff payment models used in the health care system. Berenson et al.
(2016a) further state that each price tariff payment model has both strengths and weaknesses and,
depending on its operational design features, affects the behaviour of health care providers differently.
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The terms health care providers and health care purchasers need to be clarified to provide context to
this section. Health care providers are the service providers that treat patients for their primary
medical condition and health care purchasers are organisations, public or private, that acquire health
services on behalf of a defined population. Health care purchasers are often health insurance
organisations but they may also be employers, cooperatives, and other institutions that pool funds and
purchase health care on behalf of their beneficiaries (Competition Commission 2019:17,244).

Berenson et al. (2016a:7) identified several price tariff payment models of which the following are the
most widely used in health care systems (Casto & Forrestal 2015:9-14): (i) diagnosis-related group
system, (ii) fee-for-service, (iii) per diem and (iv) bundled purchases. These four models can be
categorised according to different criteria, which are discussed in the next section.

4.1.1 Diagnosis-related groups (DRG) price tariff payment model

Diagnosis-related groups’ price tariff payment models (DRGs) classify patients’ diagnoses according
to variables, namely, principal and secondary diagnoses, patient age and sex, the presence of
comorbidities and complications, and the treatment given (Mathauer & Wittenbecher 2013:746).
Patients who are classified in the same group have similar diagnoses, treatments, consumption of
resources and length of stay. These groups are assigned a weight that reflects the cost of treating
patients in that category relative to other categories (Berenson et al. 2016b:18). This payment model
tends to be a prospective payment method because payment is based on the diagnosis and not the
treatment provided (Casto & Forrestal 2015:13). The health care provider receives a fixed amount for
the specific diagnosis-related group. This makes it essential for the health care provider to use a
costing model that can determine the unit cost for the specific diagnosis-related group, as the cost of
the resource used is the starting point for the health care provider to negotiate diagnosis-related group
rates with purchasers (Quentin, Geissler, Scheller-Kreinsen & Busse 2011:27).

The standardisation of classification, resource utilisation and clinical characteristics brought about by
diagnosis-related groups supports transparency and describes hospital activity in standardised units
that enable analyses that would otherwise not be possible (Geissler, Quentin, Scheller-Kreinsen &
Busse 2011:11-12). However, to increase revenue per patient, coding practices of diagnoses and
procedures or services could be changed, or additional treatment could be provided, leading to the
reclassification of patients into higher-paying diagnosis-related groups, which is a limitation of this
model (Melberg, Beck Olsen & Pedersen 2016:992).

4.1.2 Fee-for-service price tariff payment model

As suggested by the name, fee-for-service price tariff payment model, health care service providers
are paid for each service provided. Payments under this model are traditionally retrospective and
variable because health care service providers are paid per service provided (Casto & Forrestal
2015:9-10). This model allows either the providers or the purchasers to set price tariffs for services
(Ellis, Martins & Miller 2017:113).

The fee-for-service price tariff payment model rewards the number of services provided and not the
quality or efficiency of treatment (Porter & Kaplan 2016:88—89). This model also contributes to the
fragmentation of health care delivery by paying health care providers based on service volumes rather
than an episode of patient care, which creates little incentive to coordinate with other health care
providers to deliver efficient health care to the patient (Bestmed 2014:68). The model’s strength is its
ability to accommodate elements of other price tariff payment models (Ginsburg 2012:1977-1978)
and the model also incentivises the fullest possible care for patients (Barr 2017:6).

The price tariffs that are charged using this model are based on effort, which is denoted as relative
value scales that measure both inputs by time and intensity of effort. The intensity of effort includes
the cost of providing the service efficiently. The use of relative value scales is problematic because
they need to be updated with new technologies. This is because they are affected by new standard
treatment protocols, and the data quality needs to be good to enable an accurate update to the relative
value scales (Ginsburg 2012:1979-1980).
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4.1.3 Per diem price tariff payment model

With a per diem price tariff payment model, a fixed daily price tariff is charged for specific services
or outcomes, regardless of the actual costs incurred for caring for a particular patient. The price tariff
is usually a flat all-inclusive rate that may vary by the level of care (Noble 2018). Often hospitals will
exclude days in an intensive care unit or another specialised unit where it is difficult to determine the
cost of treating the patient unless there is a sufficient volume of regular medical-surgical cases to
make the reimbursable costs predictable. Similarly, multiple per diems are often negotiated based on
service type (medical-surgical, obstetrics, intensive care, heart surgery) (Berenson ef al. 2016a:19).

This model’s strength is that it transfers the risk relating to the treatment costs to the health care
provider, as the per diem rate is a fixed rate for a particular level of care that is expressed in hospital
days (Life Healthcare Group 2014:30). However, the per diem model also encourages health care
providers to increase the number of inpatient hospital admissions or to extend the length of stay, or
both to increase revenue for the health care provider, which is a weakness in this model (Casto &
Forrestal 2015:13).

4.1.4 Bundled purchases price tariff payment model

With a bundled purchases price tariff payment model, a patient pays a single price tariff for all the
care required for their primary medical condition across the entire care cycle or overtime for chronic
conditions or primary care. The scope of care is defined from the patient's perspective and also
extends to the management of common comorbidities and related complications (Porter & Kaplan
2016:90-92).

The bundled purchases price tariff payment model should include care for common complications and
comorbidities but exclude treatments unrelated to the medical condition. The payment amount should
be contingent upon achieving certain patient outcomes and provide a positive margin above the actual
costs incurred by efficient and effective providers. The price tariff should also be adjusted for risk, for
example, the patients' age and health status that may affect the complexity, outcomes, and cost of
treating a condition and their social and living circumstances. These risk factors should be reflected in
the bundled payment and in expectations for outcomes to reward providers for taking on hard cases.
The bundle should be targeted at a homogenous patient population and risk-stratified across a broader
covered patient population. The bundled purchases price tariff payment model includes stop-loss
provisions funded by the payer to protect against catastrophic cases. The price tariffs should also be
stable over a specified period to allow providers to capture benefits from the outcome and process
improvements (Porter & Kaplan 2016:92).Well-designed bundled payments encourage teamwork and
high-value care. The price tariff is tied to overall care for a patient with a medical condition, aligning
payment with what the team can control (Porter & Lee 2013:60).

In South Africa, there are two forms of the bundled purchases price tariff payment model, namely, the
global fee price tariff payment model and the fixed fee price tariff payment model. The global fee
price tariff payment model is similar to the bundled price tariff payment. Both the fixed fee and global
fee price tariff models are included in the bundled price tariff payment model category as their price
tariffs encompass a bundle of health care services that relate to an episode of care (Scott 2018).
Although the price tariffs of the per diem price tariff payment model also encompass a bundle of
health care services, they do not relate to an episode of care but rather to a hospital day.

The operational workings of the global fee price tariff payment model and the fixed fee price tariff
payment model used in South Africa are described below:

a) The global fee price tariff payment model charges a single price tariff for a health care
episode, that is, a procedure that includes the costs of all the service providers (surgeon,
anaesthetist, pathologist, physiotherapist and hospital). This tariff is then paid to one of the
primary providers (for example, the hospital or the treating medical practitioner), who, in turn,
pays the other service providers (Profmed 2014:26). The price tariff structure of this model
discourages the provision of unnecessary care while encouraging the coordination of care
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among health care providers across the continuum of care. This has the potential to improve
the quality and decrease the cost of care provided by reducing inefficiency and the
redundancy of care provided in silos (DLA Cliffe Dekker Hofmeyr 2014:153). It is
challenging to adopt this model in South Africa because the Health Professions Council of
South Africa (HPCSA) prohibits hospitals from employing specialists and, therefore,
specialists have to perform their own billing (DLA Cliffe Dekker Hofmeyr 2014:20). This
means that their price tariffs cannot form part of the global fee price tariff payment model’s
single tariff.

b) The fixed fee price tariff payment model uses a single price tariff for all the hospital costs for
a specific procedure but the amount excludes the specialist's costs for the given procedure
(Scott 2018). This payment model transfers the risk associated with all hospital-related costs
to the health care service provider for a specific procedure (Competition Commission
2018:50). The fixed fee price tariff, irrespective of the actual resource costs of treating the
patient, brings about savings to the medical aid scheme. However, personal characteristics
affect a patient's medical condition and resource usage (Balakrishnan, Pugely & Shah 2017:2).
The model transfers the risk associated with hospital costs but excludes specialist costs, which
is problematic as the specialists determine the type and intensity of treatment that the patient
receives. This creates fragmentation, and the specialists have no incentive to work with the
hospital to reduce costs and improve efficiencies in patient care.

4.2 Price tariff payment models used internationally

To provide further context to the use of price tariff payment models, the price tariff payment models
used in America, India, Nigeria and Zimbabwe are illustrated in Table 1. To adequately explain the
use of price tariff payment models in these countries, one must differentiate between private medical
aid schemes and National Health Insurance (NHI) in universal health care. As the NHI also uses a
price tariff payment model to purchase health care services from either private or public health care
service providers, it often plays a leading role in deciding which price tariff payment model to use.

These four countries are selected to describe the use of price tariff payment models in different
contexts. America illustrates the price tariff payment models used in a developed country. India
illustrates the price tariff payment models used in a country that has an NHI that covers a significant
number of people, while also having one of the most innovative private health care providers in the
world (KPMG 2017:10). Nigeria and Zimbabwe allow for a comparison between the price tariff
payment models used in these African countries and in South Africa. Table 1 summarises the various
price tariff payment models used in four countries.

Table 1: The various price tariff payment models internationally

Country Price Tariff Payment Model

United States The United States does not have universal NHI. Medicare and Medicaid are
the two largest public health insurance programmes that serve the elderly,
disabled and the lower income population. The diagnosis-related group
(DRGQ) price tariff payment model is the most widely-used for purchasing
health care services from hospitals (Berenson et al. 2016a:19).

India The private health care industry uses the fee-for-service price tariff
payment model. However, the government is considering more innovative
price tariff payment models (Bali & Ramesh 2015:312-313, 315). About
407 million people are covered by NHI schemes and around 53—58 million
by private medical aid schemes. Most of India’s population (+ 63%) has
little or no coverage. The Indian government has focused primarily on
getting health coverage for the very poor instead of the entire population
(KPMG, 2017:10).
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Country Price Tariff Payment Model

In the public health care system, the staff receives a performance bonus
that is derived from the fee-for-service price tariff payment model (Beith,
Wright & Ergo 2017:17-18). Most of the population does not have access
to private health care and relies on the public health care system. Nigeria
does have a NHI that has been in existence for more than 10 years, but it
only covers 6 million members, comprising mainly of the private sector
and federal government workers (KPMG, 2017:12). The NHI scheme
purchases health care services mostly using the capitation price tariff
payment model, whereas a fee-for-service price tariff payment model is
used for patient referrals to secondary or tertiary levels of hospital care
(Mohammed, Souares, Bermejo, Sauerborn & Dong 2014:10).

Nigeria

Zimbabwe Zimbabwe does not have an NHI. Only 10% of Zimbabwe’s population of
13 million has private medical aid, which limits access to private health
care for the urban and rural poor unless they pay via out-of-pocket
expenses (Mugwagwa, Chinyadza & Banda, 2017:7). The remaining 90%
of the population has to rely on government-provided health care facilities.
Zimbabwe’s health care system is divided into public and private systems.
The fee-for-service price tariff payment model is mostly used in the private
health care industry (Dube 2014:45-46).

Source: Own compilation

Table 1 shows India and Nigeria have a NHI scheme. The NHI purchases services using the fee-for-
service price tariff payment model in India and the capitation price tariff payment model in Nigeria.

4.3 Price tariff payment models used in South Africa and the proposed NHI

In South Africa, there are two health care systems: public health care and private health care systems.
The public health care system is staffed by approximately 30% of the country’s physicians who
provide health care to approximately 59% of the national population, of which 84% are uninsured.
The remaining 70% of physicians services approximately 41% of the national population. The 41% of
the population is broken down into 16% of the population that is insured and 25% that is uninsured
and pay out of pocket (Younger, 2016:1131). This shows the need for more equitable financing,
health care provision, and distribution of physicians between the public and private health care
systems.

Analysts regard South Africa as having one of the world’s most inequitable health systems, where of a
high quality, but expensive health care is slanted towards the private system. Historically, more than
80% of South Africans could not afford private medical insurance and relied on poor quality public
hospitals and facilities (Baleta, 2012:1188). According to the World Economic Forum (2014:32), the
delay in implementing the proposed National Health Insurance (NHI) to address the inequality in
South Africa’s health care expenditure could lead to social unrest in the not too distant future.

In order to bridge the gap between the private and public health care systems, the South African
Government investigated the possibility of introducing a National Health Insurance (NHI). The
proposed implementation of the NHI was released in the form of a Green Paper on 11 August 2011. It
aims to improve access to quality health services, pool the risks into a single health fund, procure
services on behalf of the entire population to efficiently mobilise and control financial resources, and
strengthen the public health system (Matsoso & Fryatt, 2013:156).

The proposed NHI financing model under review predicts that resource requirements will increase
from R125 billion in 2012 to R214 billion in 2020 to R255 billion in 2025 if the proposed NHI is
implemented gradually over a 14-year period (Department of Health, 2011:37). The proposed NHI
will pool funds from three sources: a surcharge on taxable income, payroll taxes for employees and

71



employers and an increase in value-added tax. Taxes will be mandatory but the option to belong to a
private medical aid remains (Baleta, 2012:1188).

In order to ensure effective cost containment and the future sustainability of the proposed NHI, the
government has identified the price tariff payment models as the key to achieving these two objectives.
To procure hospital health care services, the government will purchase from both private and public
hospitals and has identified the Diagnosis-Related Group (DRG) price tariff payment model as the
preferred model to purchase hospital inpatient services. Both private and public hospitals will also
need to adopt the DRG price tariff payment model if they wish to contract with the proposed NHI for
the provision of inpatient care (Department of Health, 2015:63, 68, 71-72).

In South Africa the fee-for-service (FFS) price tariff payment model, is currently, the predominant
payment mechanism in the private health care system (Department of Health 2015:63, 68, 71-72),
however, the Competition Commission Inquiry recommended a transition from a fee-for-service price
tariff model to alternative price tariff payment models. They further hope to encourage the adoption of
alternative price tariff payment models that promote real risk sharing, provide better value for money
and also reward physicians and facilities for value and quality (Competition Commission, 2018:474).

The global fee price tariff model is the model that the Competition Commission (2019:172) identified
as being central to drive innovation and stimulate competition in order to expand access to healthcare
services in the private healthcare industry. The NHI Fund has identified only one price tariff payment
model which is the diagnosis-related groups price tariff payment model (DRG price tariff payment
model) as the preferred model to purchase hospital inpatient services (Department of Health, 2015:63,
68, 71-72). The problem that private hospitals and/or groups face is that they will be required to adopt
the DRG price tariff payment model if they wish to contract with the proposed NHI for the provision
of hospital inpatient care (Department of Health, 2015:63, 68, 71-72).

5. Research methodology and design

To explore the price tariff payment models used in private hospitals in South Africa, the price tariff
payment model and the price tariff data for laparoscopic appendectomy from Hospital A and
Hospital B were calculated to illustrate the impact that different price tariff payment models have on
the characteristics of price tariff, using primary research. In addition, a hypothetical calculation for
this procedure was also performed using the global fee price tariff model which is the model that the
Competition Commission (2019:172) identified as being central to drive innovation and stimulate
competition in order to expand access to healthcare services in the private healthcare industry. The
various price tariff payment model used in the laparoscopic appendectomy illustration were evaluated
to determine their usability when compared to the preferred price tariff payment model put forward
for purchasing in-hospital services by the NHI Fund.

The price tariff payment model and price tariffs were requested from Hospital A, while the
information for Hospital B was requested from a medical aid scheme that had an agreement with the
hospital.

5.1 Data for hypothetical case illustrating the global fee price tariff payment model
For the hypothetical case, the basis of the calculation was a detailed process description of an actual
laparoscopic appendectomy that was performed and included resource usage in terms of time, nursing
levels, theatre time used, ward usage, medicine, and gas usage. After that, approximate costs for the
various resources were sourced and resource rates were calculated for each resource based on
practical capacity and. Finally, the cost of the resources was determined by multiplying the resource
rate by the resource usage. Once the unit cost was calculated, the global fee was based on a combined
single price tariff that included a 30% profit mark-up on the hospital unit cost. The following
formulae were used to calculate the global fee price tariff of the hypothetical case:

e Resource Rate X Unit of Measure = Total Rand Value

e Total Rand Value + 30% Mark-up = Global Fee Price Tariff
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6. Results

Table 2 shows the results and the elements of the different price tariff payment models for
laparoscopic appendectomy. Table 2 further shows the price tariff payment model and the associated

price tariffs for the two private hospitals, Hospitals A and B, and the hypothetical case.

illustrates the impact that the different price tariff payment models had on the characteristics of the
price tariffs for the given procedure.

Table 2: Results of different price tariff payment models for a laparoscopic appendectomy

HOSPITAL A HOSPITAL | Hypothetical
B Case
Category Diagnosis- Fee-for- Global fee
Breakdown related Fee-for- . service price | price tariff
group (DRG) | service price Pe}‘ dle.m tariff payment
fixed fee | tariff price tariff payment model
price tariff | payment payment model
model
payment model
model
Theatre  time R10 132 - | R9965 basis | R6203 basis
price tariff basis theatre | per diem -15- | theatre time
time that is | minute blocks | that is based
based on per on per minute
minute rate rate
Ward price | R 30 427 per | R 2 170 - | R2 817 basis | R6412 basis | R 40 436
tariff diagnostic basis per day | per diem — |per day or |Inclusive of
group or half day | per day half day | Surgeon and
thereof thereof Anaesthetist
Pharmacy R 7 081-basis | R 0 — basis | R6254 basis
price tariff per item included in | per item
the per diem
tariff
Equipment R 3 249 per | RO - Dbasis | R3 165 per
price tariff use included in | use
the per diem
tariff
Laparoscopic R14 861 -
rate price tariff basis per day
Lap modifier
Other price R2608 - basis | R43 per item
tariff other
modifier
TOTAL R 30427 R22 632 R30 251 R22077 R40 436 incl
PRICE Surgeon +
TARIFF for Anaesthetist
laparoscopic
appendectomy

Source: Researchers calculations

Table 2 shows that Hospital A and Hospital B used different price tariff payment models and
charged different price tariffs for the same procedure because the different medical aid schemes
negotiated both the price tariff payment model and the price tariffs with the individual hospital groups
on an annual basis. Furthermore, Table 2 also shows that the different price tariff payment models

impact the characteristics and the amount of the associated price tariffs. The highest price tariff for

the procedure is the Global fee price tariff model and the lowest tariff is the Fee-for-service price

tariff.
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6.1 Discussion of results

Table 2 confirms that private hospitals can have more than one price tariff for the same procedure as
is the case with Hospital A having a DRG fixed price tariff, fee-for-service, and a per diem price
tariff model for this procedure compared to Hospital B that only used a fee-for-service price tariff
payment model. Hospital A’s combination of models included two alternative price tariff payment
models (DRG and per diem) in addition to the fee-for-service price tariff payment model, compared to
Hospital B’s which used only a fee-for-service price tariff payment model.

Table 2 further shows that the use of the global fee price tariff model was R10 000 higher than the
other price tariffs because it included the surgeon’s and anaesthetist’s price tariffs. This model further
discouraged unnecessary care and encouraged coordination of care between health care providers
across the continuum of care (DLA Cliffe Dekker Hofmeyr, 2014:153).

The dilemma with price tariff payment models is that they influence the characteristics of price tariffs
and, consequently, the risk transfer between private hospitals and private medical aid schemes.
Furthermore, the models affect the behaviours of health care providers and funders, which makes it
essential to consider both the operational details and the strengths and weaknesses of price tariff
payment models when comparing the different models (Competition Commission 2019:79).

Another key element of the price tariff payment models is the risk transfer between the funder and the
service provider. Risk transfer assists to align the incentives of the two negotiating parties, facilitating
positive outcomes for both parties. Under the fee-for-service price tariff payment shown in Table 2,
the risk relating to the risk of cost increases remains with the funder as each additional treatment is
billed to the funder. Whilst the per diem price tariff payment model combines a number of items and
services of in-patient care into a fixed daily rate, with any costs or savings from claims being above or
below the agreed rate accruing to the provider. Thus the risk of escalating costs is partially transferred
away from the funder, but the funders are still at risk for any additional costs such as length of stay,
the volume of admission, and procedure mix. DRG price tariff payment model covers the entirety of a
patients’ care cycle for a particular event and the funder is still liable for the costs associated with an
increased volume of patients needing care (Competition Commission, 2018:50-51). The global price
tariff payment model transfers the actual care risk to the providers they deliver and can influence
directly (Porter & Kaplan, 2016:91).

Health care purchasing is moving from using a fee-for-service price tariff payment model to value-
based price tariff payment models (Cokins & Scanlon, 2017:1). A value-based price tariff model
bases price tariffs on health care providers achieving certain outcomes. However, the DRG price tariff
payment model which is the preferred price tariff payment model that the South African government
identified to purchase hospital services for the NHI Fund falls far short of being a value-based price
tariff payment model because it typically reimburses only for inpatient episodes or procedures and
does not incorporate the full range of physician, outpatient, rehabilitation, education and other
services needed to achieve good outcomes over a complete care cycle. Nor does it foresee for more
than one management protocol per admission. It favours treatment via a particular procedure or a
specified type of care, rather than encouraging innovative treatment for multiple medical conditions
(Porter & Kaplan, 2014:7). It is worrying that the proposed NHI has identified the DRG price tariff
payment model as its preferred model to purchase inpatient health care services when there is a move
towards value-based price tariff payment models. The proposed DRG price tariff payment model does
not have the attributes to become a value-based price tariff payment model for the above reasons.

Of all of the price tariff payment models shown in Table 2 only the global fee price tariff payment
model is a value-based price tariff payment models because this model promotes risk sharing as it
involves a single payment for the entire episode of care and any unnecessary care and waste will be at
the health care providers’ risk. This model supports multidisciplinary practices as it provides a single
price tariff that is charged for a health care episode, that is, a procedure that includes the costs of all
the service providers (surgeon, anaesthetist, pathologist, physiotherapist and hospital) (Profmed,
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2014:26), which discourages unnecessary care and encourages coordination of care between health
care providers across the continuum of care. (DLA Cliffe Dekker Hofmeyr, 2014:153). Hospitals that
are integrated in this fashion would be able to negotiate better prices when they purchase supplies in
bulk. It also provides greater transparency in outcomes and price due to the published information.
This model will support the measurement and reporting of outcomes versus costs (DLA Cliffe Dekker
Hofmeyr, 2014:153) and in so doing enable patients to compare and choose between different health
care providers for their given healthcare condition in terms of outcomes and price. This will increase
competition based on value and providers that are effective and efficient will grow, earn attractive
margins and expand regionally and even nationally. In contrast, the rest will see their margins decline.
Those with poor outcomes will lose patients and bear the extra costs of dealing with avoidable
complications, infections, readmissions, and repeat treatments (Porter & Kaplan, 2016:93-94, 98).
Private hospitals should note that the use of the DRG price tariff is proposed by the NHI and should
understand how this method could possibly influence their current practices.

7. Implications of the research

The research illustrates that each price tariff payment model has both strengths and weaknesses, and
each model affects the behaviour of health care providers differently, depending on their operational
design features. This is extremely important to note for both health care providers and funders when
managing their risk as the operational design of features of the price tariff payment model impacts the
associated price tariffs risk-sharing arrangement between the two parties which has a financial
implication for both parties.

The price tariff payment model also has business implications, with the most important being that the
associated price tariff must be based on an accurate unit cost that is reflective of the cost of resources
used to provide both efficient and effective care and not based on set price tariffs. The price tariffs
should provide a margin over a provider’s full costs when using effective and efficient clinical and
administrative processes throughout the care cycle to ensure the health care provider makes enough
profit to cover their costs. Furthermore, implications includes whether the price tariff payment model
either encourages or discourages waste reduction (James & Poulsen, 2016:104), the impact of price
tariff payment models on patients and their physicians in making decisions that are in the patients’
best interest (James & Poulsen, 2016:104-105), whether health care providers bear only the risks
related to the actual care that they deliver and can influence directly (Porter & Kaplan, 2016:91) and
lastly how does the price tariff model affect innovation (Porter & Kaplan, 2016:93).

8. Conclusion, limitations and future research

Price tariff payment models play a central role in health care reforms. Price tariff payment models can
enable health care service providers to achieve their health policy objectives by improving access to
health services for patients, promoting the effective and efficient use of resources, and improving cost
control. Price tariff payment models also have an impact on the setting of price tariffs for health care
services by influencing the units of health care services purchased (Waters & Hussey 2004:176),
whether payments are prospective or retrospective and whether payments are fixed or variable (Casto
& Forrestal 2015:8). Furthermore, it was found that the features of the different price tariff payment
models are often combined in order to mix incentives for both health care providers and patients
(Waters & Hussey 2004:176). Noble (2018) explained that no alternative price tariff payment model
is optimal across all medical and surgical treatments of a patient’s medical condition. Each condition
requires different treatments, levels of care, and length of stay. For example, a fixed fee price tariff
payment model needs to have predictable outcomes, standard treatments, and high volumes.

The introduction of value-based price tariff payment models is on the horizon in South Africa. In
South Africa, both the fixed fee and global fee price tariff payment models are forms of the bundled
purchases price tariff payment model. In the fixed fee price tariff payment model, all the hospital
costs for certain procedures are included in one price tariff amount, but the specialist’s costs for the
given procedure are excluded because, under HPCSA rules, hospitals are not allowed to employ
specialists. Consequently, specialists are required to perform their own billing (DLA Cliffe Dekker
Hofmeyr 2014:20). In the case of a global fee price tariff payment model, one tariff is charged for the
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procedure, which includes both the hospital costs and the specialist’s costs. By definition, a global fee
price tariff payment model should include all costs, but it does not in all cases (Noble 2018). The
medical aid schemes are in favour of implementing this model, but the HPCSA has advised its
members that they are not allowed to enter into these contracts.

Certain private hospitals have implemented a DRG price tariff payment model that is technically not a
true DRG model. A true DRG price tariff payment model makes payment based on the patient’s
diagnosis and not the procedure that was performed (Scott 2018). It is estimated that up to 30% of the
diagnosis coding is lost by how the South African ICD 10 coding is submitted to the medical aid
schemes. The lost diagnosis coding often relates to comorbidities that the patient may have that would
influence the price tariff rate in a proper DRG system.

Access to private health care is unaffordable to most South Africans, which led to an inquiry by the
Competition Commission. The release of the completed Competition Commission’s Inquiry Report
into private health care and the proposed implementation of the National Health Insurance (NHI)
highlights the importance of price tariff payment models. This research shows the need for further
investigation into price tariff payment models by providing an overview of the most widely-used price
tariff payment models and summarising the alternative price tariff payment models used by private
hospitals. Although the amount for the fee-for-service price tariff payment model seems to be the
lowest, it does not consider the treatment's appropriateness or quality as payment is based on activities
and not health care outcomes. Furthermore, this model does not transfer the risks relating to the
intensity, cost, and severity of care to the health care provider, and the medical aid scheme carries
these risks.

The global fee price tariff payment model on the other hand has higher price tariffs as it includes
surgeon’s and anaesthetist’s price tariffs. This model discourages the provision of unnecessary care
while encouraging the coordination of care among health care providers across the continuum of care.
This model also has the potential to improve the quality and decrease the cost of care provided by
reducing inefficiency and the redundancy of care provided in silos owing to the risks associated with
the cost, intensity, and severity of care being transferred to the various health care providers.

This research also evaluated the appropriateness of the NHI identifying the DRG price tariff payment
model as its preferred model to purchase inpatient health care services. It was found that this model
does not have the attributes to be considered a value-based price tariff payment model and thus not
aligned with the worldwide and Competition Commission’s recommendation that private hospitals
adopt value-based price tariff, payment models. The Covid-19 pandemic has brought about
opportunities for private hospitals as the government entered into contracts with private hospitals to
admit public patients based on prescribed rates that were calculated on a cost-recovery basis (Kahn
2020). These arrangements pave the way for the greater sharing of resources between public and
private health care systems towards the introduction of the NHI. The central role that price tariffs play
in government contracting services from private hospitals and also in the functioning of the NHI
emphasises the importance of research into price tariffs.

Although the calculations in this study include a single procedure, they can be extrapolated to all
clinical situations and procedures. Future research should consider the unit costing models that could
be used to determine the unit cost for providing treatment for a patient’s primary medical condition in
South Africa. Furthermore, the influence of unit costing models on price tariffs should be investigated.
This will reassure health care providers and purchasers that the price tariff is based on the actual cost
of resources used to treat the patient, which will provide more transparency to price tariffs. This will
also assure health care providers that the price tariff is sufficient to cover their unit cost of treating
patients for their medical conditions.
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Keywords Abstract

Agent-based This paper aims to investigate how strategic decision-making of firms affects
modelling; Strategic an economy. Research in this area is necessary as without a coordinated
decision making; strategy between industry, academia, and government in attempts to achieve a
Knowledge-based knowledge-based economy (KBE), economic growth may be constrained,
economy. while the levels of unemployment, inequality and poverty may deteriorate. An

agent-based model is developed that simulates micro-level economic
interactions between individuals and firms in different markets, resulting in
emergent macro-level features. The simulations show that a shift towards a
KBE has an insignificant impact on GDP over the long-term. However, the
shift does produce a significant increase in unemployment. The higher
unemployment is shown to be particularly high for the unskilled sectors of the
population. It is therefore paramount that companies embark on skills
development, training and educational initiatives when following a path of
technological and knowledge innovation. There should be a transformation of
the education system. The education system should be inclusive, focused on
quality, adaptive, encourages creativity, aligned with the needs of industry,
and stimulates research and development.

1. Introduction

Firms are an integral part of an economy, so that a collective strategic shift by firms in an economy
could result in significant macroeconomic consequences. Such strategic shifts are often driven by
external factors such as prevailing economic conditions, changes in government policy, increased
competition, or technological change. Recent political uncertainty, struggling state-owned enterprises,
and low business confidence has led to many South African companies reducing their investment in
fixed capital, with a resulting downturn in economic growth and persistently low unemployment
(Hungwe & Odhiambo, 2019; Lings, 2017) . South Africa is also wanting to move towards a
knowledge-based economy (KBE), which will result in considerable change for many existing
companies and will require new innovative companies to be created (National Planning Commission,
2011; Vadra, 2017). It is important to consider the economic consequences of such a paradigm shift.
An economy is a highly complex system, comprised of many agents that are constantly changing and
interacting with each other in a myriad of ways. Constructing and analysing models are an attempt to
understand complex real-world phenomena. This complexity often requires simplifying assumptions
or considering only certain aspects of the system (Giordano, et al., 2014). Microeconomics considers
the properties and behaviour of each of the individual economic agents (Besanko & Braeutigam,
2013), while macroeconomics attempts to understand the aggregated behaviour of an economy as a
whole. Various economic modelling techniques can be used to understand, describe, or predict the
behaviour of each of these aspects. One modelling technique that has gained some traction in recent
years is agent-based modelling (ABM) (Siegfried, 2014; Gatti, et al., 2011). The appeal of ABM in
economic modelling is that by implementing the micro-level properties and behaviour for many
agents, macro-level phenomena should emerge (Dawid & Gatti, 2018). In principle, it provides a tool
that can tangibly connect the realms of microeconomic and macroeconomic theory.
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2. Problem Investigated

An agent-based macroeconomic simulation model was developed that can be used to explore the
macroeconomic consequences of a collective strategic shift by firms. As more firms in the economy
make strategic choices to embrace technological sophistication, nurture innovation and invest in
knowledge, the simulation should provide a means to predict any significant long-term changes in
macroeconomic measures.

3. Research Objectives

The primary objective of the project is to implement an agent-based simulation that can be used to
determine the macro-economic impact of firms strategically adopting higher levels of technological
sophistication. It should demonstrate the consequences of micro-level strategic decisions on
macroeconomic indicators. This would facilitate a quantitative analysis of the short-, medium-, and
long-term impact of macroeconomic policy decisions. The implementation incorporates both
quantitative and qualitative techniques to model the behaviour of individuals and firms in an economy,
placing it within a positivist research paradigm (Guo & Sheffield, 2006; De Vos, et al., 2011).

Two simulation scenarios are considered: one scenario (referred to as the baseline scenario) that is
used as a reference or benchmark, and a second scenario (referred to as the explored scenario) in
which firms in the economy have made a shift towards higher investment in knowledge and higher
levels of technological capabilities. Several Monte Carlo simulations (Rubinstein & Kroese, 2016)
will be conducted with a set of base parameters for each of the scenarios, establishing baseline trends
in several macroeconomic and other variables. Stochastic fluctuations from each Monte Carlo run are
then averaged out, giving the underlying output variables from the model.

4. Literature Review

This section provides an overview of strategic planning and the role of technology within firms.
Section 4.1 provides an overview of strategic planning within organisations. An important
contemporary perspective of strategic planning is encompassed by the resource-based view (RBV),
discussed in Section 4.2. The agent-based model developed in later chapters will require a
mathematical model of a firm’s production that is outlined in Section 5.3. Section 5.4 discusses the
importance of technology and knowledge, and in particular the 4th industrial revolution and the
knowledge-based economy (KBE). Section 5.5 provides some brief comments about the relevance to
South Africa. Finally, Section 5.6 provides a detailed discussion of the agent-based modelling.

4.1. A Perspective on Strategic Planning

Organisations need to constantly evaluate where they are, where they want to be and how to get there.
The essence of strategic planning is to provide a path between the current status and a desired future
status (Butuner, 2015). There are three main questions that organisations need to consider, leading to
various strategic planning phases (Louw & Venter, 2013). The “where are we?” question is addressed
in the strategic analysis phase. The “where do we want to be?” question addressed is in the strategic
development phase. The “how do we get there?” question is answered in the strategy implementation
phase.

(a) Strategic analysis: A careful and critical analysis of the business and its operating
environment needs to be undertaken. Typically, an organisation would need to address many
questions such as: What are the current problems? What are we doing well? What are we
doing badly? What is our market? What is happening in our market? What can be done about
it? What are our strengths and weaknesses? What opportunities do we have? What threats or
risks do we face? Many strategic analysis tools can be used in this process (Fleisher &
Bensoussan, 2007), including: SWOT analysis, the PESTEL framework, etc.

(b) Strategy development: With an understanding of the current situation, an organisation can
then begin to develop its strategic intent, which essentially aims to answer the question:
Where do we want to be? As opposed to operational or functional plans that are short-term,
strategic plans are usually long-term in nature, and so the strategic intent should describe
aspirations for a desired, distant future (Butuner, 2015). The importance of strategic intent is
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illustrated by the quote by Lewis Carrol, “if you don’t know where you are going, any road
will get you there.”

Strategic intent is usually encapsulated in an organisation’s vision, mission, and goals
(Rothaermel, 2016). A “vision’ articulates an organization’s future aspirations, providing an
answer to the question: What do we want to become? (David, 2014). Collins & Porras (2011)
suggested that a vision should consist of a vivid description of the future and be a “big hairy
audacious goal” (BHAG). A BHAG is a clear and compelling future objective that an
organization can strive for. The ‘mission’ encapsulates what an organisation actually does,
defining the way in which the vision can be achieved, answering the question: What is our
business? (David, 2014) . It establishes the goods and services the organisation plans to
provide, and the markets in which it plans to operate. The goals are broad targets or
milestones that need to be achieved in order to accomplish the mission and vision.
Underpinning the future intent would be the aspired culture within the organisation and the
values establishing how it would operate.

(c) Strategy implementation: With a clear understanding of where they are and where they want
to go, it becomes necessary to formulate a plan to achieve the strategic intent. This would
entail developing short-term operational plans, possibly restructuring the organisation,
identifying the leadership requirements, developing processes and systems, effective
communication, formulating a change management plan, analysing possible future scenarios,
and implementing techniques for monitoring and control (Louw & Venter, 2013). There are
several tools that can assist in this process. Organisational analysis and design can be
performed using the McKinsey 7S framework (Ravanfar, 2015). Business processes can be
formulated using business process re-engineering (Hammer & Stanton, 1995). Tools such as
the balanced scorecard can be used to develop approaches to measurement and control
(Atkinson, 2006).

In practice formulating a strategic plan should be an iterative process and organisations typically
iterate between each of the phases outlined above (Steiner, 2010). Within the model developed here,
the strategic intent of firms would shift towards adopting greater levels of technologically
sophistication and making more effective use of knowledge within the organization. The
implementation of such a shift would require an appropriate allocation of resources.

4.2. Resource Based Theory

The ability of an organisation to effectively identify, understand, and exploit any potential sources of
competitive advantage are important goals of strategic management (Barney & Clark, 2007) . A
competitive advantage can be expressed in terms of a firm’s ability to implement a value-creating
strategy than cannot be easily adopted by competitors (both current and future). A sustained
competitive advantage is a competitive advantage whose benefits cannot be easily duplicated by
competitors in the long-term. Strategy can be viewed in the context of resource-based theory (RBT) as
“the match an organization makes between its internal resources and skills and the opportunities and
risks created by its external environment” (Grant, 1991) . The relationship between resources,
capabilities, competitive advantage and strategy in the context of strategic analysis in the resource-
based view is illustrated in Figure 1. The diagram illustrates the closed-loop link between strategy and
resource allocation. This idea will be instrumental in the implementation of strategic decision-making
used in the current model.
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Figure 1: A resource-based framework for strategic analysis. (Adapted from Grant (1991))

Barney (1991) proposed a resource-based model incorporating four factors that are required to
achieve a sustained competitive advantage: the resources must be valuable (V), rare (R), imperfectly
imitable (/), and non-substitutable (V). These characteristics are often referred to as the ‘VRIN’
framework (Foss, 2011). Valuable resources can lead to a sustained competitive advantage since they
enable a firm to implement strategies that improve efficiencies and effectiveness. If the resources are
homogeneously available to many organisations, then each organisation can utilise the resources in a
similar manner, thereby ensuring that no one organisation has a competitive advantage (even though
the resource may be valuable). When the valuable resources available to an organisation are rare, then
those resources have the potential to establish a sustained competitive advantage. Barney (1991) goes
on to argue that valuable, rare resources can only be a source of sustained competitive advantage if
they cannot be easily obtained by other firms, i.e. are imperfectly imitable (Barney & Clark, 2007).
The final requirement for a resource to be able to lead to a sustained competitive advantage is that it is
not strategically equivalent to another resource. If a resource can easily be substituted by another
resource, which may not be valuable or rare, to implement a particular strategic plan, then that
resource is not a source of competitive advantage.

It is more widely recognised in the economics literature that performance is strongly influenced by the
path taken by a firm, i.e., ‘history matters’ (Liebowitz & Margolis, 1999; David, 2005; Martin &
Sunley, 2012; Lockett & Thompson, 2001). Within the RBV, the resources to a firm (its ‘opportunity
set’) are unique to the particular firm and are acquired or developed over time (Lockett & Thompson,
2001; Lockett, et al., 2009) . Several path-dependent aspects of firm behaviour are strategically
relevant for the firm (Lockett & Thompson, 2001): (a) various patterns of diversification and market
entry; (b) corporate refocusing and market exit; (c) the ability of firms to innovate and exploit their
dynamic capability ; (d) the relationship between diversification and performance; and (e) the
evolution of an industry with rapid technological change. Of relevance to this project is the
evolutionary role of knowledge, innovation and dynamic capabilities.

Motivated by the RBV of the firm, Zott (2003) proposes a model in which a firm is characterised by
its resource configuration at any point in time that is comprised of three variables: product quantity,
product innovation rate that encapsulates the resources allocated to product differentiation, and
process innovation rate that incorporates the resources that a firm allocates to achieve innovation. The
resource configuration is reconfigured in four stages: variation (through imitation/experimentation),
selection, retention and competition. Dynamic capability refers to a “firm’s ability to integrate, build
and reconfigure internal and external competencies to address rapidly changing environments” (Zott,
2003). The dynamic capability attributes that characterise the evolutionary process are the timing of
the change, the cost of the change and how the firm learns from changes. The essence of the current
project is to determine the macroeconomic impact of widespread changes in the resource
configuration of firms in an economy.
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4.3. Modelling Firms

Firms play a vital role in an economy by transforming available productive resources into final goods
and services. The manner in which they accomplish this is often highly complex (Walker, 2016). The
productive resources (land, labour, capital equipment, natural resources, raw materials, water,
electricity, etc.) can be characterised as inputs or factors of production that firms use in the production
or transformation process, while the outputs are the various goods and services that the firm produces
(Besanko & Braeutigam, 2013).

The mathematical relationship between the inputs and outputs of a firm are encoded in a production
function (Heathfield & Wibe, 2016). It allows one to simplify the operational details within a firm and
focus purely on the most significant factors of production. At an abstract level, the production
function encapsulates a firm’s production process, and is often expressed in terms of a mathematical
model that describes the transformation process of a firm. The production function can then be used to
model the output behaviour for the firm, without going into details on how the production is
physically accomplished. One needs to clearly define the inputs and outputs of the system. It is
assumed that each factor of production may be aggregated and quantified in some way (Heathfield &
Wibe 2016). For example, a firm may have a wide variety of equipment used in its manufacturing
process but are all ‘lumped together’ as a quantifiable measure of equipment. This is an enormous
simplification but is often a necessary step in mathematical modelling (Giordano, et al., 2014). A
widely used production function is the Cobb-Douglas production function,

Q — Ka(AL)l—a

where K is the capital factor of production, L is labour, 4 is a labour productivity parameter and « is
the output elasticity of capital, while 1 — a represents the output elasticity of labour (Serensen &
Whitta-Jacobsen, 2010; Romer, 2011).

4.4. The Role of Technology and Knowledge

Technology plays an important role in many contemporary economic growth models (Romer, 1990;
Sharipov, 2015). Schumpeterian growth theory recognizes the importance of innovation in replacing
old technologies through creative destruction (Aghion, et al., 2014; Aghion, et al., 2015) . In the
Schumpeterian framework, improvement in production quality and efficiency as a result of process
innovations is the ‘engine of economic growth’ (Acemoglu, 2009) . The Romer (1990) model for
economic growth, incorporates knowledge accumulation as a dynamic endogenous variable. It can be
argued that technological change and innovation is driven by both technological capabilities and
‘know-how’ or knowledge (Cantner & Pyka, 1998). These two interrelated aspects of technological
evolution have been incorporated in the agent-based model developed here as two separate variables:
technological sophistication, 7, and knowledge, W (refer to 5.2.1 for details). These two variables
allow for the implementation of level and composition effects in determining productivity growth,
loosely aligned with the approach of (Vandenbussche, et al., 2006).

Digital connectivity coupled with innovations in software technology are fundamentally changing
society and business. Some of these innovations include implantable technologies, big data for
decision making, cloud computing, artificial intelligence (AI), 3D printing, blockchain, smart homes,
the internet of things, etc. (Schwab, 2016) . It has been observed that innovation can benefit
organisations and consumers in several ways (Powell & Snellman, 2004) . Reducing costs through
improved productivity and higher levels of efficiencies are important benefits for a business.
Innovation has led to a dramatic proliferation of new goods and services, which is attractive to
consumers. Using data-mining, Al, machine learning, and big data analytics technologies, many
companies are now able to exploit their vast amounts of data towards gaining a competitive advantage
(Provost & Fawcett, 2013) . Data and the ability to extract knowledge is becoming an important
strategic resource (Smith, 2020). This observation has become one of the fundamental principles of
data science (Provost & Fawcett, 2013).
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4.5. Knowledge-Based Economies
The ability to solve complex problems by extracting useful knowledge from data is an important part
of a modern business (Provost & Fawcett, 2013; Larose & Larose, 2014). Knowledge has become an
important driver for economic growth in many countries (Godin, 2006). This has led to the concept of
a knowledge-based economy (KBE). “The knowledge-based economy is an expression coined to
describe trends in advanced economies towards greater dependence on knowledge, information and
high skill levels, and the increasing need for ready access to all of these by the business and public
sectors” (OECD, 2005). Vadra (2017) proposed four pillars that underpin the successful cultivation of
a KBE:

(a) a highly educated and skilled workforce,

(b) an environment that nurtures research and development,

(¢) a dynamic and effective information and communications technology infrastructure, and

(d) a culture that promotes knowledge development.

These pillars are closely aligned with the four pillars comprising the World Bank Knowledge
Economy Index (Chen & Dahlman, 2005) . The World Economic Forum has identified several
technological drivers of change for the foreseeable future: high-speed internet connectivity, Al, big
data analytics and cloud-based technology (WEF, 2018).

Knowledge, innovation and the ability to successfully leverage technology has become important
strategic resources for organisations. Andrade et al. (2018) showed that a higher return on investment
from research and development (R&D) is achieved as firms approach the technological frontier. The
RBYV and a firm’s dynamic capability may explain why certain firms are better positioned to develop
new innovative processes or products. An innovative firm tends to create an environment that fosters
further innovative behaviour, resulting in ‘innovatability’ being an important intangible and dynamic
resource for the firm (Saunila & Ukko, 2014). There is an increasing need for firms to focus on the
role of learning and continuous innovation (Powell & Snellman, 2004). Such a firm will tend to be
more flexible, perceptive, adaptable and profitable. A firm’s dynamic capability, including its ability
to innovate and utilise its accumulated knowledge, is therefore closely associated with the firm’s
ability to learn and embrace change. Once a firm embarks on a path of innovation to enhance its
capabilities, the positive feedback loop (as shown in Figure 1), may lead to superior performance and
a sustained competitive advantage.

4.6. The South African Situation

South Africa is experiencing persistently poor economic growth, high levels of inequality and poverty
(Akanbi, 2016). Based on long-run historical data, Akanbi (2016) demonstrated that there are several
causal links between growth, poverty and inequality. It has been observed that South Africa is “one of
the most unequal societies in the world” (Tregenna & Tsela, 2012) . Income inequality, measured
using the Gini index, in South Africa has followed an upward trend since 1993, as can be seen in
Figure 2(c) and as observed by Tregenna & Tsela (2012). A recent report by Stats SA highlighted that
South Africa currently has a Gini coefficient between 0.65 and 0.67 (Statistics South Africa, 2019),
ranking it the worst in the world (World Population Review, 2022).

Some of the reasons for the poor economic performance include, decreasing levels of foreign direct
investment (shown in Figure 2(a)), high levels of uncertainty (Redl, 2018), a struggling education
system (Reddy, et al., 2015) , poor performance by state-owned enterprises, an underperforming
manufacturing sector (Ly, 2019), and a low savings rate (Hungwe & Odhiambo, 2019).
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Figure 2: Various macroeconomic indicators for South Africa. Raw data source: World Bank (2021)

Recent media articles have noted the potential negative implications of the 4IR on South African
unemployment (Biepke, 2018; Falkenberg, 2018) . South Africa has a high unemployment rate
fluctuating around 30% (shown in Figure 2(b)), and a relatively large number of low-skilled workers
(Davies & van Seventer, 2020) . Without significant improvements in education and skills
development, the fourth industrial revolution may result in even higher levels of unemployment. The
agent-based model developed in this project aims to test this hypothesis.

4.7. Agent-Based Modelling

Agent-based modelling (ABM) is a computational approach for simulating the behaviour of a large
number of autonomous agents within an artificial environment, where the agents may interact with
each other and their environment (Siegfried, 2014). It has become an increasingly useful tool in the
study of complex adaptive systems, particularly in social systems including areas such as economics,
sociology, geography, ecology and environmental sciences (Billari, et al., 2006; Epstein, 2006) .
Complex adaptive systems are characterised by many coupled elements whose properties are
interdependent (Siegfried, 2014; Gatti, et al., 2018).

There are three basic ingredients in an agent-based model: agents as the active elements in the model,
an environment in which the agents operate and a scheduler that determines the sequence and timing
of events in the simulation. An agent can be defined as a discrete, heterogeneous, software object,
with a set of unique defining attributes or characteristics, that exists within some artificial
environment, is capable of autonomous action governed by a set of behavioural rules and interacts
with other agents in order to meet its objectives (Siegfried, 2014) . Each type of agent is assigned
attributes and possesses behavioural functionality that encodes their interactions with other agents as
well as the environment. The environment could also be attributed with characteristics that may either
be externally determined or altered based on the interactions with the agents. A key feature is that “the
only equations present are those used by individual agents for decision making. Different agents may
have different decision rules and different information; usually, no agents have global information,
and the behavioral rules involve bounded computational capacities.” (Axtell & Epstein, 2000).
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Another distinguishing feature of an ABM is that it is a ‘bottom-up’ approach to modelling in which
one models the micro-level behaviour, decision-making and interactions of the various agents in the
system (Grow & Van Bavel, 2017). An important consequence of the ABM approach is the concept
of emergent phenomena. The term emergence is used to characterise aggregated structures that may
arise from simple rules (Gatti, et al., 2011). An advantage of ABM is that it provides a way to study
the interplay between different scales within a system since it is possible to interrogate the
relationship between micro-level behaviour and macro-level phenomena (Gatti, et al., 2018). In an
economic ABM model, macro-economic phenomena emerges from micro-level behaviour. It provides
a computational link between microeconomics and macroeconomics (Gualdi, et al., 2015; Gatti, et al.,
2005; Lengnick, 2013; Gatti, et al., 2018) . For example, macroeconomic consumption within a
country is a consequence of the aggregated consumption decisions of all the households in the country.
The emergence of macroscopic behaviour from microscopic interactions is an important principle in
physics, where for example, the empirical laws of thermodynamics emerge from the quantum
interactions of a large ensemble of particles using the theoretical framework of statistical mechanics
(Pathria 1996).

Agent-based approaches have become a popular tool to economic modelling in a wide variety of
economic applications (Boero, et al., 2015). The appeal is due to the fact that simple behavioural rules
determine how agents interact within a complex environment (Ashraf, et al., 2017). The usefulness of
agent-based economic modelling is that it provides a way to integrate theoretical models with
empirical data, allows for the exploration of causal effects, provides a way to incorporate different
levels of heterogeneity of the economic agents, is usually scalable, and can integrate social dynamics
(Boero, 2015) . Some applications of macroeconomic agent-based modelling (MABM) include:
emergent macroeconomic phenomena (Gualdi, et al., 2015; Gatti, et al., 2005; Lengnick, 2013; Gatti,
et al., 2018), financial markets (Grilli & Tedeschi, 2016) , the impact of technology on economic
growth (Napoletano, et al., 2005), the effect of inflation on macroeconomic performance (Ashraf, et
al., 2014), the role of banks in an economy (Ashraf, et al., 2017), the impact of economic policy
decisions (Dawid, et al., 2014; Riccetti, et al., 2017; Bonaventura, 2011), the impact of consumer
behaviour (North, et al., 2010; Tsekeris & Vogiatzoglou, 2011), and the dynamic impact of various
types of firms (Assenza, et al., 2015; Ikeda, et al., 2007; Ciutacu & Micu, 2015).

A recent review article by (Dawid & Gatti, 2018) summarised and compared several macroeconomic
agent-based models. Lengnick (2013) argues that there are two categories of agent-based
computational economics models: models that try to accurately mimic real-world economies, and
models that are more stylized or abstract that try to develop a deeper understanding of macroeconomic
theory. The simplest MABM models, such as the model by Lengnick (2013), incorporate only two
types of agents: households and firms. They only interact via two markets: the consumer goods
product market and the labour market. More complex MABMs incorporate more types of agents
(such as government, banks, different types of firms, etc.) that would interact via additional markets.
Markets therefore serve as an important mechanism for interaction amongst economic agents.

5. Research Methodology

The agent-based model that has been developed is based on a simplified economy consisting of
various types of agents and markets as shown in Figure 3. The model consists of 5 types of agents:
individuals, consumer firms (C-firms), a capital firm (K-firm), other countries, and government. The
agents interact via three markets: a product market, a foreign market and a labour market.
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Figure 3: The economic framework used as the basis for the simulation model.

The sections that follow provide highlights of some features of the model. Full details are available in
the thesis (Giovannoni, 2021).

5.1. Individuals

The primary consumers in the economy are individual agents, that also serve as the workforce for
firms. The collection of all individual agents forms the population. Each individual agent is
characterised by an age, a level of education, an economic status, a demand for various goods and
services, available cash and accumulated wealth.

The agent-based model presented here differs from many of the other macroeconomic ABM (MABM)
models outlined in Section 4.7, with the main difference being in the nature of an individual agents’
ability to evolve over time. The number of individual agents within the population will grow at a
predefined growth rate, so that the number of individuals in the economy is not constant as is the case
with many other MABM models (Assenza, et al., 2015; Gualdi, et al., 2015; Lengnick, 2013) . In
addition, each individual will undergo a life-cycle, by being born, ageing and eventually dying. It is
for this reason that the consumers are referred to as ‘individuals’ and not ‘households’.

Individual agents will have an amount of cash representing their disposable income. Income received
either from salaries or social grants will increase the cash available. A fixed percentage of cash,
dependent on the level of education, will be allocated to savings. After a person has retired, they will
live off their accumulated savings.

5.1.1. Age of Individuals

Each individual agent in the population is created with an age attribute that increases yearly. The age
distribution of individuals in the population is initialised in such a way as to follow the general shape
of the South African age distribution curve. The population distribution is approximated by a half-
normal distribution function, and so the population of individual agents is initialised with randomly
drawn ages that approximately follow a half-normal distribution.

The initial and final distribution of ages in a typical simulation run is shown in Figure 4, together with
fitted half-normal distribution curves and the appropriately scaled actual distribution of ages in South
Africa (Statistics South Africa, 2019). The simulation has approximately maintained the half-normal
population distribution throughout the simulation runs.
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Figure 4: Initial and final age distribution of the population from the baseline simulation. The scaled
actual data points are based on South African population data (Statistics South Africa
2019b, Table 11).

5.1.2. Status of Individuals

There are two properties that characterise the role of an individual within the economy: an education
attribute, and a status attribute. The education attribute defines the individuals’ level of education in a
similar way as by (Kinsella, et al., 2011) . The education attribute may be assigned the values:
unskilled (no qualification), matric (semi-skilled), bachelors (skilled), or postgraduate (highly skilled).
In later sections, each of these levels of education is identified by the index, e.

As individuals age their role in the economy is determined by the status attribute. When ‘born’, they
are classified as a child, and after entering the schooling system identified as school. They progress
through the education system, possibly progressing to tertiary education (studying) gaining higher
levels of qualification (assigned to the education attribute). Upon exiting the education system with a
particular level of education, the individual is classified as unemployed and enters the labour market.
If a firm decides to employ an individual, the status attribute is set to employed. The individual will
then work until retirement. The possible values for the status attribute are therefore: child, school,
studying, unemployed, employed, or retired. The various status possibilities are shown in Figure 5,
together with a status categorisation scheme used to identify if an individual is a consumer, or a
passive member of the population.
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Figure 5: A diagrammatic representation of the evolution of the status attribute for individuals.
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5.1.3. Behavioural Rules

The change in status of an individual is a function of the age of the individual, random choices or
decisions that the individual makes, and whether they are employed. The choices or decisions are
based on a set of progression probability parameters used for the simulation. At various times when a
progression choice needs to be made, a uniformly distributed random number is generated.
Progression through the education system is based on the random number relative to the progression
probability. For example, if an individual has finished school and obtained a matric qualification (with
education, e, assigned the value of semi-skilled), there is a progression probability of 0.4, that the
individual will enter higher education, upon which the status attribute is assigned the value studying.
The remaining 60% of those individuals with matric would enter the labour force as active members
of the population, with a status as unemployed. The individuals that are categorised as consumers
(Figure 5) receive various sources of income: the employed receive salaries, the unemployed receive
social grants and the retired use their accumulated savings. Each month, the income received is added
to the individual’s cash variable. After receiving a salary, employed individuals will save a
percentage of their income adding to their accumulated savings. The propensity to save increases with
education. Any remaining cash is then available to purchase goods from the product market.

During the month, the consumer individuals will decide on the basket of goods required, analogous to
the ‘consumption bundle’ of Ashraf et al. (2017). The various categories of consumers will each
demand a different mix of products. Unemployed and retired agents will have a goods basket
dominated by essential goods, while employed individuals will have a mix of goods that progressively
includes more /uxury goods at higher levels of education.

5.2. Firms

The second major class of agents in the economic model are firms that produce consumer goods,
referred to as C-firms. A fixed number of C-firms are created (based on population size) and are
infinitely lived. For the sake of simplicity, it is assumed that each C-firm in the economy produces a
single product. A single capital producing firm, or K-firm, provides the necessary capital equipment or
knowledge infrastructure to the consumer firms. Both types of firms will employ individuals, earn
revenue, accumulate profits, and pay taxes. Thus, the only costs incurred by firms are labour costs and
taxation. There are no material costs in the model. It is assumed that salaries paid to an individual do
not change with time.

Each C-firm is defined by several parameters including: the type of product; the base sales price for
the product; the labour skills composition; its investment in capital and knowledge; and the level of
technological sophistication. A firm can produce one of two possible types of products (or services):
essential goods or luxury goods. These types of products established two sectors in the product market.
Each product sector is assumed to have a similar market structure in terms of product homogeneity,
pricing, technological sophistication, labour requirements, productivities, etc.

5.2.1. Knowledge and Technological Sophistication
Two variables are used to define different yet complementary aspects of the technological capabilities
of a firm: knowledge and technological sophistication.

o Knowledge, W: The accumulated knowledge of a firm, incorporating ‘know-how’, systems,
procedures, associated infrastructure, etc., is captured by the knowledge variable, .
Knowledge is treated as an asset, which means that the knowledge variable is measured in
currency units. Firms can therefore invest in knowledge in a similar way as investing in
capital. A primary difference between capital and knowledge in the model is that knowledge
does not depreciate over time.

o Technological sophistication, T: The technological capabilities of a firm are represented by
the technological sophistication variable. It encapsulates aspects such as production
technologies employed, the level of automation, resource planning systems, etc. Each firm is
created with an initial level of technological sophistication, taking on a value between 0 and
1, that grows slowly over time. The lower limit, T = 0, represents a firm with low
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technological capabilities; while T = 1, represents the technological frontier for the industry
(Andrade, et al.,, 2018) . Technological sophistication is used to establish the skills
composition of employees within the firm, discussed in the following section.

Technological progress as an important determinant of economic growth has been decomposed into
these two complementary factors. The role that these variables play within a firm will be described in
the sections that follow.

5.2.2. Labour

A firm will employ individuals with an appropriate mix of skills. There are two aspects of labour that
a firm needs to consider: the total number of employees, and the capabilities of the employees (Bechet,
2008). In the model, it is assumed that the total number of employees is determined by production
requirements, while the required capabilities is determined by the technological sophistication, T, of
the firm. A more technologically sophisticated firm will require a workforce with a higher percentage
of skilled employees. The skills requirements of a firm are described by a qualifications mix of
employees, as a function of t. The labour composition of employees, Ly, is an array of the number of
employees for a firm, £, with a particular level of education, e (see Section 5.1.2).

5.2.3. Production

The production capacity for each firm, f; is assumed to depend on the labour composition, Lg,, the
available capital, K¢, and accumulated knowledge, W . The firm capital, measured in currency units,
represents the total investment in plant and equipment. Capital depreciates over time at a fixed

depreciation rate for each firm. Each C-firm is assumed to follow a Cobb-Douglas type production
function used to calculate the production capacity of a firm, given by

a8 = ¢ as i) (S Ak e))

where, Cris an overall production scaling parameter; A}( (Wp) is the capital productivity as a function
of knowledge; A]Lce(Wf) are the labour productivities for each education level, e, and oy is the output
elasticity for capital. The modelled components of technological progress: knowledge and
technological sophistication, affect the firm production function in different ways. The key idea is that
knowledge influences the capital and labour productivities, while technological sophistication
influences labour composition.

5.3. Markets

In the model, markets are the mediating mechanism by which the various economic agents interact
with each other. There are three types of markets used in the model shown in Figure 3: a product
market, a labour market and a foreign market. A market software object was created to provide
generic properties of a market, consisting of a collection of buyer agents who will attempt to purchase
an assortment of products in each market sectors; and a collection of seller agents that are each able to
supply a product in a particular market sector. In the product market, the buyers are individuals, the
sellers are C-firms and there are two product sectors for essential and luxury goods. Each individual
will establish its required basket of products that it needs to purchase from the market, based on
income, education and status. In the labour market, the buyers are firms, the sellers are individuals
and there are four ‘product sectors’ for each level of education. The basket of skills required by a firm
is determined based on its production needs, current levels of employment and /abour composition
needs based on its level of technological sophistication (see 5.2.2). A buyer will make several trips to
the market in an attempt to fill its basket and will only purchase a product if it has enough cash
available.
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5.4. Firm Choices and Strategic Decisions

Based on prevailing market conditions a C-firm may adjust its production capacity and the sales price
of its product. There are various approaches to production and pricing decision-making used in
existing MABM models (Dawid & Gatti, 2018) . The approach to changing a firm’s production
capacity, motivated by the approach of (Lengnick, 2013), is to adapt the factors of production, using
stock, Ag, as a firm’s measure of demand. Low stock provides a signal for high market demand; while
high stock levels indicates low demand (at the firms current prices.) These adaptations can occur at
different frequencies for each firm. Pricing adjustments can be made with relative ease and so can
occur relatively frequently. The ability to change production capacity would take more time, hence
less frequently. Long-term decisions are made every few years and result in significant changes to the
factors of production: labour, capital or knowledge. These decisions are more strategic in nature and
typically would require knowledge of the prevailing market conditions and require long-term history
of market performance.

5.4.1. Relative Stock as a Signal of Demand
Each firm will have a unique production capacity and operate in a particular market sector. Using
current stock levels for a firm, Af, is problematic as an absolute measure of demand since each firm

. . .. . A .
would have different production capacities. A relative measure of stock, §f = ﬁ , provides a more
f

convenient measure since it is a normalised variable, with 6y = 0 representing a stock-out scenario,
signalling high demand; while 6y = 1 represents an extreme condition of zero sales, signalling low
demand. Furthermore, a moving average of the relative stock is used to ensure that decisions are made
based on persistent market conditions, so that firm decisions are not based on possibly anomalous
conditions for a particular month.

5.4.2. Pricing Heuristic

Firms will change their prices based on their supply capabilities, demand characteristics and their
prices relative to prevailing market prices. If the demand is low, signalled by a high value of average
relative stock, the firm should reduce its price; while a high demand means that a firm can increase its
price. A firm would also need to compare its product price, to the average market price in the sector.
If the firm’s price is higher than the average market price, then the firm should decrease its price;
while if the price is lower than the average market price, then the firm should increase its price.

There are two scenarios where the rules conflict: high demand with a higher-than-average market
price and low demand with a low product price. A high demand with a high-price scenario is
favourable for the firm, meaning that despite having higher than average market prices, the firm is
still able to sell its product. In this case, the firm should leave the price unchanged, or reduce the price
by a very small amount in order to remain competitive. The low demand with low relative market
price case is an ambiguous scenario for the firm. Despite having a low price, the firm is still incapable
of selling all its products. In this case, the firm would only slightly decrease its price in an attempt to
sell more products in the market.

5.4.3. Labour Adaptation

Periodically, firms would adapt their production capacity based on relative stock levels serving as
signals of market demand. Various stock-level trigger parameters are used to determine the required
change in labour, AL. Low values of & will result in an increase in the labour count (AL > 0), while

high values of §¢ will result in a decrease in the labour count (AL < 0).

5.4.4. Capital and Knowledge Adaptation

With similar reasoning as with labour adaptation, firms may adapt their investment in capital, K, and
knowledge, W, based on relative stock. The changes in capital and knowledge investment (AK, AW)
are calculated based on the relative stock using continuous sigmoid functions. A relative increase in
knowledge will increase the level of technological sophistication.
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5.4.5. Implementing Strategic Shifts

Each firm is initialised with an investment period of between 1 to 3 years in which the firm would
make a strategic decision on how to invest its savings. Firms can make significant changes to their
labour force, make large-scale investments in new capital or embark on knowledge development
programmes. In the model, the strategic choice is made by selecting one of the three factors of
production to change over the next few years. This choice is regulated by a single parameter, the
capital-labour investment probability, £. In the baseline simulation, & = 0.4, which means that 40% of
the time the firm will choose to expand its labour force; 40% of the time the firm will invest in capital
equipment; and 20% of the time the investment will be in knowledge development programmes. For
the explored simulations, chosen with £&=0.35, 35% of the time the firm will choose to change its
labour, 35% of the time the firm will invest in capital, and 30% of the time the firm will invest in
knowledge. All changes to the factors of production are measured in currency units, so the firm will
only make the long-term investment if it has sufficient savings. Since there is no banking sector in the
model, all financing of the investment is assumed to be from the firm. Adjusting this single simulation
parameter results in a shift in the overall trend of how (on average) firms choose to invest for the
future. By changing the simulation parameter from &= 0.4 to 0.35 is the way in which the firms in the
model are made to shift towards a knowledge-based paradigm.

6. Results and Findings

Simulations were run over 600 months, with 20 Monte-Carlo runs for each scenario. The underlying
output variables from the model are obtained by averaging over all the Monte-Carlo runs thereby
averaging-out stochastic fluctuations arising from each simulation. A burn-in of 3 years was used
before data was recorded to ignore any initial transients in the simulation. The simulations were
initialised with a seed population of 2,500 individuals, an initial unemployment rate of 25%, and a
population growth rate of 1.5% per annum. Only one K-firm was used, 15 C-firms were created in the
essential goods sector, and 10 firms in the /uxury goods sector.

As noted previously, two simulation scenarios were considered: a baseline or benchmark simulation
(with the capital-labour investment probability parameter ¢ = 0.4) and an explored simulation (with &
= (.35) providing a higher average investment in knowledge and technology. Here, results for GDP
and unemployment are presented for the two scenarios. Model validation checks are performed by
fitting the simulation results to the Solow-Swan growth model and through confirmation of Okun’s
law.

6.1. GDP

Comparing the change in GDP, shown in Figure 6, we note a slight decrease in the long-term GDP
from the baseline simulation to the explored simulation. The decrease is the result of slightly lower
consumption, with exports and investment showing little change. The lower consumption is a
consequence of changes in unemployment, shown in the following section. In the model, GDP is
influenced by the population growth rate, which was unchanged between the two scenarios.
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Figure 6: Comparison of GDP for the two simulation scenarios.

6.2. Unemployment

Figure 7 shows the unemployment rate for the two scenarios. In the long-term, there is significantly
higher unemployment in the explored scenario. The higher level of unemployment impacts the
spending patterns of the population. A larger number of consumers with low disposable income,
would result in lower aggregate consumption and hence a lower GDP.
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s Total Unemployment: ¢ = 0.40
s Total Unemployment: ¢ = 0.35

= = = Long term baseline average

Unemployment (%)
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Month
Figure 7: Comparison of the total unemployment for the difference simulation scenarios.

Comparing the change in unemployment for the different skill levels, shown in Figure 8, there are
significant increases in unemployment for the unskilled and semi-skilled education levels of the
population. For the more highly skilled sectors of the population, unemployment steadily declines,
with lower levels of unemployment long-term for the explored scenario. This shows the need for a
more highly skilled workforce in the long-term when there is a shift towards higher levels of
technological sophistication in the economy.
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Figure 8: Unemployment for the simulation scenarios and different education levels.

6.3. Firm labour composition

Results for the labour composition (as a percentage of the total labour force) of all firms between the
two scenarios are shown in Figure 9. In both scenarios, the labour composition of unskilled workers
steadily declines over time, semi-skilled workers remains fairly constant in the long-term; while the
composition of the more highly skilled workers increases over time. As could be expected, the
unskilled labour composition is lower in the explored scenario since fewer unskilled workers would
be required in a more technologically sophisticated economy. The significant deviation between the
two scenarios appears in the composition of the more highly skilled workers (skilled and highly-
skilled). The explored scenario shows a significant increase in the labour composition of the more
highly skilled workers. These results demonstrate that as firms strategically shift towards higher levels
of technological sophistication over time, their workforce would need to be more highly skilled.
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Figure 9: Total labour composition by education for the simulation scenarios.

6.4. Validation of results
The results obtained can be validated according to established macroeconomic models.

6.4.1. Solow-Swan growth model

The Solow-Swan model serves as a simple macroeconomic model for understanding economic
growth (Serensen & Whitta-Jacobsen, 2010; Romer, 2011). The solution to the Solow-Swan model is
parameterised in terms of the initial GDP, Yy, the initial capital per unit of effective labour, ko, the
aggregate output elasticity for capital used in a 2-input Cobb-Douglas production function, a, the
capital depreciation rate, 6, the savings rate, s, the labour productivity growth rate, g, and the labour
growth rate, n. In validating the simulations to the model, the Solow-Swan solution was fitted to the
GDP data for the two simulation scenarios shown in Figure 10.
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Figure 10: Comparison of GDP to fitted Solow-Swan solutions.

The initial GDP was obtained as the value of GDP in the first month. The labour growth rate was
obtained by performing an exponential fit to the total labour force. The savings rate in the Solow-
Swan model relates the capital investment to GDP, I(t) = sY(t). Using the capital investment results
together with the GDP data, it was possible to calculate the average savings rate, over the duration of
the simulation run, which was used as the seed value for the fit. The average savings rate obtained for
the baseline simulation was found to be s, = 1.77%; while for the explored simulation it was found to
be s. = 1.48%. These values indicate a lower overall investment in capital in the explored scenario
since there was a greater investment in knowledge in that case. A fit to the baseline simulation results
produced the following model parameters:

Yo=34.7, ko=10.07, a = 0.499, 6 = 0.0%, s = 1.78%, g = 0.132%p.m., n = 0.12%p.m.
Fitting the explored simulation results produced the model parameters:
Y0p=35.3, ko=0.06, o =0.503, 5 = 0.0013%, s = 1.49%, g = 0.137%p.m., n = 0.11%p.m.

The following observations can be made from these parameters:

(a) The savings rate is reduced from 1.78% in the baseline simulation to 1.49% in the explored
simulation. This highlights a decrease in capital investment in the explored simulation
scenario, which was the result of the reallocation of investment towards knowledge
development within the firms.

(b) A relevant difference between the fit parameters is the increase in the aggregate labour
productivity growth rate, g, from 0.132% p.m. in the baseline simulation to 0.137% p.m. in
the explored simulation. Knowledge level effects in the production function of an individual
firm were such that an increase in the firm’s investment in knowledge would result in an
increase in the labour and capital productivities (as shown in 5.2.3). The average relative
increase in knowledge investment in the economy in the explored scenario, resulted in an
overall increase in the aggregated productivities for the firms in the economy.

The change in parameters of the Solow-Swan growth model therefore confirms the change in
behaviour of the agent-based model between the two simulation scenarios.

6.4.2. Okun’s law

Okun’s law predicts a relationship between changes in GDP and unemployment (Serensen & Whitta-
Jacobsen, 2010; Romer, 2011; Burda & Wyplosz, 2017). The premise is that higher unemployment
suppresses GDP growth. A linear growth form of Okun’s law may be written as (Abel, et al., 2016)
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AY—k+ A
v = cAu,

where AY/Y is the percentage change in growth of GDP, Au is the change in unemployment, £ is the
intercept at Au = 0, and c¢ is the slope relating changes in unemployment to changes in GDP.
Historical data indicates that there is a tendency for increases in GDP to be accompanied by decreases
in unemployment (Serensen & Whitta-Jacobsen, 2010). This means that Okun’s law postulates that
the slope parameter, c, should be negative.
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Figure 11: Comparison of annual % change in GDP to change in unemployment for the two simulation
scenarios, showing Okun’s law.

Figure 11 shows the monthly percentage change in GDP versus the change in unemployment for the
two simulation scenarios. The data points show the annual changes in the Monte Carlo averages from
the simulations. A linear regression was performed on the data from each of the two scenarios, with
the regression lines shown in the figure. In both cases a negative slope was obtained, with ¢ = —1.195
in the baseline scenario, and ¢ = —1.112 in the explored scenario, confirming the essential postulate of
Okun’s law. In the model, a 1% increase in unemployment results in a 1.195% decrease in GDP for
the baseline scenario, and a slightly smaller 1.112% decrease in GDP for the explored scenario. These
values are of the same order of magnitude as those obtained from a recent study on South African data
(Mazorodze & Siddiq, 2018).

7. Implications
The results from the model highlight several implications for business and macroeconomic policy

decisions, especially in the South African context.

7.1. A holistic approach

The simulations only considered the consequences resulting from a change in a single parameter:
investment in knowledge. The composition of skills within the population was unchanged as firms
invested more heavily in knowledge. This resulted in stagnant economic growth and higher levels of
unemployment. Attempting to leverage the advantages of the 4th industrial revolution (4IR) and the
knowledge-based economy without increasing the skills composition of the population will ultimately
constrain long-term future growth opportunities.

An aggregate measure of the level of development of a KBE is provided by the World Bank
Knowledge Economy Index (KEI), (Chen & Dahlman, 2005). The KEI incorporates the four pillars,
and the important consequence of the four pillars framework is that no single economic stakeholder
can be the driver for knowledge-based development. A coordinated strategy between academia,
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industry and government is imperative (Etzkowitz & Leydesdorff, 1995; Leydesdorff, 2012) .
Academic curricula need to be aligned with the needs of industry. Government policies need to
facilitate human capital development; be aligned with the needs of industry and educational
institutions; allow for the efficient allocation of resources; stimulate creativity; encourage
collaboration and integration; promote research and development; and incentivise innovation and
knowledge development (Chen & Dahlman, 2005; Asongu, 2017). Companies need to engage more
closely with academic institutions and implement skill development programmes.

The simulations show that unemployment is highest for the unskilled sector of the population, despite
being the largest labour composition within firms. Furthermore, a shift towards a knowledge-based
economy resulted in even higher levels of unemployment, particularly within the unskilled and semi-
skilled labour force. An important consideration is that the education throughput rates were the same
for all simulations, so the population composition of skills was unchanged. Furthermore, it was found
that in the long-term, inequality will remain relatively unchanged when moving towards a KBE. The
results reinforce the observation that education inequality will lead to higher levels of poverty and
income or wealth inequality (Akanbi, 2016).

Implication: Failure to adopt a coordinated strategy between industry, academia, and
government in attempts to achieve a KBE may result in constrained long-term economic growth
and deteriorating levels of unemployment, inequality and poverty.

7.2. Education and skills development

A largely unskilled population arising from poor education throughput in the model resulted in higher
levels of unemployment when moving towards a KBE. In South Africa, despite modest improvements
in the education system, there are significant challenges that remain. A recent report by the Centre for
Risk Analysis highlighted several of these challenges, including poor throughput rates in the basic
education system, high failure rates, large disparities in the attainment of educational qualifications
between different racial groups, poor infrastructure in schools, etc. (CRA, 2018).

Investment in human capital, as well as the necessary infrastructure to support high-technology
industries, is essential in order to develop a KBE (Blankley & Booyens, 2010) . Perhaps the most
critical component required to develop the capacity for a KBE is a highly skilled population (Blankley
& Booyens, 2010; Vadra, 2017). Some important aspects of developing a highly skilled population
include: increasing the quality of the education system, balancing the needs of a general education
with a technical education, increasing R&D, and promoting a culture of life-long learning (Asongu &
Odhiambo, 2020) . In part, this would require a more flexible education system that can adapt to
developing the necessary skills required by a more technologically sophisticated economy (Lee, et al.,
2018) . Companies wanting to shift towards higher levels of technological sophistication and
knowledge utilisation should invest in human capital development and engage more closely with
educational institutions to align curricula with their needs.

Implication: A necessary condition for a KBE is the transformation of the education system to
one that is inclusive, focused on quality, adaptive, encourages creativity, aligned with the needs
of industry, and stimulates R&D.

7.3. The efficiency incentive

An economic incentive for firms to invest in knowledge development is to improve efficiencies.
Higher levels of productivity and efficiency can be achieved from technological progress through
knowledge development (Perelman, 1995; Powell & Snellman, 2004) . The agent-based model
resulted in higher aggregate capital and labour productivities in the economy. When comparing the
simulation results to the Solow-Swan growth model, it was found that an increase in investment in
knowledge and technology results in an increase in the aggregate Solow-Swan labour productivity
parameter. Firms would undoubtedly embrace productivity-improving initiatives in order to increase
profitability and operating efficiencies.
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Implication: Improved efficiencies provide an economic incentive for companies to invest in
knowledge development.

8. Conclusion

An agent-based model was developed in order to simulate and investigate the macroeconomic
consequences emerging from the strategic decisions of firms to invest in knowledge development.
Technological progress through innovation and knowledge development are important drivers of
economic growth (Diaconu, 2011; Asongu & Andrés, 2020). Complementary aspects of technological
progress were used in the model: technological sophistication and investment in knowledge. Two
simulation scenarios were constructed, one used as a baseline or reference scenario, and an explored
scenario in which there was a higher tendency by firms to invest in knowledge development. The
simulation results showed no significant change in GDP as firms in the model economy invested more
heavily in knowledge. However, the greater investment in knowledge development resulted in
significantly higher levels of unemployment, particularly for unskilled workers. The unemployment
rates for the more highly skilled sectors of the population decreased over time as firms became more
technologically sophisticated. The results were validated by fitting the simulation data to the Solow-
Swan growth model and through the confirmation of Okun’s law relating GDP growth and
unemployment.

8.1. To KBE, or not to KBE, that is the question!

“A knowledge-based economy will not necessarily ensure national economic prosperity, improved
health and well-being, ecological sustainability and reduced inequalities” (Blankley & Booyens,
2010) . In other words, a knowledge-based economy is not a silver bullet that can be used to solve
broad socio-economic problems of poor economic growth, unemployment, inequality and poverty.
The simulation results do not however simply show that a country like South Africa should not
embrace the KBE paradigm. What the simulation does show is that embracing a knowledge economy
without changing anything else would be problematic in the long-run. A holistic, multi-faceted
approach would be required.

There is also another dimension that must be considered: global competitiveness. New opportunities
for growth and development in developing countries have been created by the globalisation of
technology (Vadra, 2017). The model assumed that global demand would steadily increase regardless
of anything else. Not adopting global trends in technological development could leave a country
behind due to lower levels of productivity. For South Africa it would be a case of: damned if we do,
damned if we don’’t.
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Keywords Abstract

Water; water disclosure Companies worldwide are accused of lagging responsibility for their
index; food, beverage environmental footprints. Against the backdrop that the World Economic
and tobacco industry; Forum identified water as one of the top five risks in terms of impact, the main
integrated  reporting; objective of this paper was to develop a generic water disclosure index for the
sustainability reporting; food, beverage and tobacco industry. Within the context of theories that focus
inductive-, abductive- on companies' communication on their corporate sustainability reporting
& deductive reasoning (CSR) to stakeholders, three approaches of reasoning contributed to the

development of the index. This paper illustrates how a preliminary water
disclosure index was:

1. Inductively developed from guiding principles and content elements
of integrated reporting (IR), existing water disclosure frameworks,
and other literature.

2. Deductively empirical tested in a sample of 49 companies from
Australia, South Africa, and global companies.

3. Abductively return to the literature to find some best practices to be
incorporated into an improved index.

The novelty of the study is that the guiding principles and content elements of
IR are pertinently incorporated into the new index. All the deductive tests have
indicated that this index is efficacious. Therefore, this paper recommends that
companies in this industry adopt this improved index, consisting of 29
elements grouped into seven constructs, to enhance their reporting on
sustainability development to stakeholders.

1. Introduction

Companies worldwide are accused of lagging responsibility for their environmental footprints, such as
depletion of natural resources and climate change (Braam et al., 2016:724). Water, species, land, air,
and ecosystems are examples of natural capital. Their sustainable development is key to human
society (Dong ef al., 2021:2). There are many definitions of sustainability or sustainable development.
However, the Brundtland's report "Our Common Future”, published by the WCED (1987:37),
remains contemporary, which state that: "Sustainable development is the development that meets the
needs of the present without compromising the ability of future generations to meet their own needs".

To assist companies in reporting on their sustainable development, Elkington coined the "friple
bottom line (TBL)" phrase in 1994. That was not only an accounting tool but also a clarion call for
deeper thinking of capitalism and the future thereof (Elkinton, 2018:4). Khan et al. (2021:3) explain
the concept of TBL as three compartments, economic sustainability to ensure profits, social
sustainability to develop human capital, and environmental sustainability that refers to the
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consumption of natural resources. Sustainability accounting, which includes collecting, analysing, and
reporting sustainability information to stakeholders, may enable companies to deal with the three
compartments (Burritt & Schaltegger, 2010:832). However, the reported information is only helpful in
making decisions if it adheres to the qualitative characteristics, relevance, representational faithfulness,
verifiability, timeliness, understandability, and comparability (CFI, 2022). Furthermore, ACCA
(2013:3) mentions that disclosed information should also be measurable using quantifiable data or key
performance indicators (KPIs).

The increase in the global population negatively affects the water, food, and energy nexus (Molajou et
al., 2021). Consequently, fundamental hereto is the understanding and accounting of the interrelation
between food, energy, and waters' interaction with the environment and human wellbeing. Water is
part of natural capital, so its impact and dependency must be measured and communicated to
businesses and society.

There are various initiatives aiming to support companies' sustainability reporting, including water
reporting, through their frameworks and guidelines, for example, the Water Footprint Network,
Global Reporting Initiative (GRI), Climate Disclosure Standards Board (CDSB), Carbon Disclosure
Project, The Association of Chartered Certified Accountants (ACCA) and King IV. Since companies
acknowledge the TBL concept, they tend to separate their sustainability reporting into stand-alone
financial (economic) reports, and non-financial corporate social responsibility (CSR) reports that
cover social and environmental issues.

As stakeholders demand different information, they question the usefulness of long and complex
stand-alone reports (De Villiers et al., 2014). Furthermore, Bernardi and Stark (2018) note that
environmental and social activities are presented in silos that are not integrated into the company's
primary operations. These limitations have led to the establishment in 2010 of the International
Integrated Reporting Council (IIRC) (Eccles & Serefeim, 2011), which task was to investigate the
possibility of the replacement of stand-alone reporting with integrated reporting (IR). IR became an
alternative to stand-alone reporting, which aims to support integrated thinking and decision-making
(Moolman et al., 2016).

With the nexus mentioned above in mind, this paper's focus is on water reporting (disclosure) in the
food, beverage, and tobacco industry. McKinsey and Company (2009) indicate that this industry,
among others such as mining and pulp and paper industries, is highly exposed to water scarcity due to
their heavy dependency on water. The food, beverage and tobacco industry is highly exposed to the
CSR issue of water reporting since they have the potential to affect the environment negatively and, in
turn, society (Kemp et al., 2010).

Within the context of theories that focus on companies' communication on their CSR disclosures to all
stakeholders, the literature and existing water disclosure frameworks were used to develop a new
water disclosure index for the food, beverage and tobacco industry. The paper's novelty is that the
guiding principles and content elements of IR are pertinently incorporated. This paper also illustrates
how inductive, deductive, and abductive reasoning was applied in a single study.

2. Problem Investigated

Although sustainability reporting is rapidly becoming more prevalent and may hold substantial
benefits to reporting companies, it is not without limitations. There is, however, an increasing debate
over the lack of completeness and credibility of CSR information and its potential benefits to
investors and financial stakeholders (Michelon et al., 2015:60).

Some shortcomings arising from the literature pertaining to sustainability reporting, with special
reference to water related reporting, are: Considerable diversity in the types of formats increased over
the years, and verification also carries considerable costs (Kolk, 2010:373); The various available
water accounting frameworks may become internationally incomparable and inconsistent as the
accounting standards are not regulated (Chalmers et al., 2012); The CDP's Water Disclosure Program,
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which provides guidelines to companies to disclose water information, emphasise the need to
accelerate the progress of water performance benchmarks and standardised measures (CDP, 2015);
Environmental accounting can be helpful that companies simultaneously create value in core business
activities while operating in a cleaner and greener environment (Menike, 2020); Stand-alone reports
provide more information, however some information is irrelevant, camouflaging other vital items of
disclosure (Michelon et al., 2015:73); The debate on the appropriateness of IR, which was developed
to overcome some shortages of traditional stand-alone reporting, is still not solved (Perego et al.,
2016); There are imputations that GRI-based reporting may mislead the users thereof since it seems
that some unsustainable practices are not reported on (Fonseca ef al., 2012); and There is a need for a
better-standardised water reporting framework to assist companies to benchmark their operations with
competitors' activities (Semmens et al., 2013).

With the above arguments as a base, the question arises of how companies in the food, beverage and
tobacco industry can improve their water disclosure. In short, the question is what a contemporary
water disclosure index for this industry should look like.

3. Research Objectives
The main objective of this paper is to develop a generic water disclosure index for the food, beverage
and tobacco industry. The development occurred in four phases, which are also represented by the
following secondary objectives:
1. To conduct a literature review to determine possible constructs and elements (sub-constructs)
that should be included in such an index.
2. To inductively develop a preliminary index by refining the above constructs and elements and
incorporating additional IR guiding principles and content elements.
. To deductively test the preliminary index in a sample of companies in the mentioned industry.
4. To abductively investigate best practice water disclosure of the selected companies that may
be included in the index.

W

4. Literature Review

4.1. Theoretical framework

Sustainability reporting has become an increasingly needed and common practice by companies to
meet the expectations of various stakeholders. A broad array of stakeholders continually demand that
companies provide transparent disclosure on multiple dimensions of their TBL (Maubane et al.,
2014:153). To fulfil these expectations and respond to stakeholders' pressures and criticisms,
companies have to communicate their business activities and the impact thereof on the environment
and society (Akhter & Dey, 2017:62).

The institutional-, legitimacy-, and stakeholder theories are most often used as essential frameworks
for social and environmental accounting research (Bhattacharyya, 2014:27). They are generally alike
because they share a similar ontological view and are system-orientated theories (Gray et al.,
1995:50).

The institutional theory advocates that a variety of external pressures (whether from government,
customers, or communities) activate institutions (companies) to respond and disclose required
information (Amran & Haniffa, 2011:143). In practice, this implies that society may affect the
company over time; however, on the other hand, the company can impact society. For example, a
company that uses a shared water source may affect a community, i.e., water that could be utilised by
the community. This community may claim benefits from the company, for example, employment in
the company.

According to the legitimacy theory, companies justify their core business activities by linking them to
their social and sustainability goals (Silva, 2021:1). Therefore, sustainability accounting and reporting
are utilised by companies to legitimise their actions (Deegan et al., 2002:319). The legitimacy theory
complements the stakeholder theory, which embraces the relationship between a company and its
stakeholders. As stakeholders demand social and environmental information, companies are forced to
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document and report their sustainable performance (Sisaye, 2021:9). Both theories regard a company
as part of its society; the legitimacy theory emphasises the expectations of the community; the
stakeholder theory focuses on different groups (Deegan, 2014). To illustrate, the latter is concerned
that there are various stakeholders (government, local community, and shareholders), while the former
focuses on their expectations. For example, the government will be concerned about compliance with
rules and regulations, the local community will be concerned about clean household water, and
shareholders about economic profit.

The theories share some related themes, such as the company's interlinked relationship with its
stakeholders. The theories addressed above may be broadly similar because all focus on the internal or
external pressures on a company to communicate socially responsible disclosures to all stakeholders
(Tamimi & Sebastianelli, 2017:1662). This confirms the statement by Gray et al. (1995:52) to view
all these theories as complementary rather than to recognise them as competing. These theories serve
as a conceptual framework for the study that aims to develop a water disclosure index to communicate
(report) water issues to stakeholders.

4.2. Integrated reporting

As already mentioned, IR was established to provide an alternative for stand-alone reporting. IR is a
tool to create value for its stakeholders, including shareholders, society, and the environment (IIRC,
2013a:1). IR aims to provide insight into the resources used and affected by a company and are
referred to as "capitals” in the IR framework. A company must explain how it interacts with the
external environment and various capitals (IIRC, 2013b:4). Flower (2015:5) criticises IR on the extent
to which it addresses sustainability and anticipates that IR will have little effect on corporate practices.
However, Adams (2015:25) states that sustainability is not the primary purpose of IR and that many
businesses are adopting IR.

IR fundamentally changed how companies report to their stakeholders by supporting integrated
thinking and decision-making. The IIRC (2013b) is a source document that provides a list of guiding
principles and a list of content elements. Table 1 displays on the left the seven guiding principles of
IR, while on the right, an explanation by the authors in a water reporting context is provided. These
principles are essential to this study as they may be incorporated into the new water disclosure index.

Table 1: Guiding principles of IR within a water reporting context

Guiding principles of
IR

Explanation within water reporting context

The IR should provide information about the company's water strategy, which
impacts future operations and water risks.

Strategic focus and
future orientation

Indicate an overview of the combination, relation, and dependencies between water
issues that affect a company's ability to create value.

Connectivity of
information

Stakeholder relationships

Insight into the nature and quality of the company's relationships with its key
stakeholders that effect water.

Materiality Disclose information about water issues that affect a company's ability to create value
over the short, medium, and long-term.

Conciseness Sufficient context to understand the company's water strategy, water governance, and
prospects without being burdened by less relevant information.

Reliability and Including all material water-related matters, both positive and negative, in a

completeness balanced way without material error.

Consistency and Ensure consistency over time and enable comparisons with other companies about

comparability to water disclosure.

Source: Adapted from IIRC (2013b:5).

The content elements of IR as suggested by the IIRC (2013b:5) were also reviewed and put in context
by the authors with water reporting in Table 2. These content elements were also considered to be
incorporated into the new water disclosure index.
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Table 2: Content elements of IR within a water reporting context

Content element Explanation of content element within water context

Overview/ external Indicate the effect of water on the circumstances under which the company

environment operates.

Governance The company's governance structure on water should support its ability to create value
in the short, medium, and long term.

Business model Provide the company's business model and how it influences water and the water
nexus.

Risks and| Identify the risks and opportunities in water that could affect the company's ability to

opportunities create value over the short, medium, and long term. Determine the strategy and
resource allocation in terms of water risks.

Performance Indicate whether the company achieved its strategic objectives regarding water for
the period.

Outlook Indicate challenges and uncertainties the company could encounter in pursuing its water
strategy, with potential implications for its business model and future performance.

Source: Adapted from IIRC (2013b:5).

4.3 Literature and existing water disclosure frameworks

With the IR guiding principles and content elements in the above section in mind, existing water
disclosure frameworks were also investigated, namely (i) GRI 303: water and effluents (GRI, 2017,
2018a, 2018b), (ii)) GRI G3 and G4 guidelines (GRI, 2013), (iii) CDP water disclosure framework
(CDP, 2015), and (iv) GRI sector guidance for food and beverage processing (GRI 2013). Other
relevant literature was also investigated. From the sources, prominent themes were selected to be
considered as constructs in the preliminary and improved water disclosure indices. [To avoid
confusion, the three main sources to develop the index are named as follows: IR guiding principles
and IR content elements; existing water disclosure frameworks that represent the GRI and CDP
sources; and other relevant literature.] The selected themes are:

e Governance and management: The board of directors is responsible for establishing
appropriate mechanisms to monitor and control the activities of a company and to be
accountable and transparent through the disclosure of information (Dias et al., 2017:4).

o Risk assessment: Since 2015, the water crisis has remained one of the top five risks in terms
of impact from 2016 to 2018 (World Economic Forum, 2018:1).

e  Supply chain: Companies are accountable not only for their operations and processes but also
for their suppliers. But on the contrary, Bateman et al. (2017:119) state that most companies
only report on their own operations and not the entire supply chain.

e Targets and measures: The phrase "what gets measured, gets managed" could be applied to
address the water issue. This section deals with the quantitative part of water disclosure, as
corroborated by ACCA and the GRI, where they distinguish between narrative reporting and
KPIs (ACCA, 2013:3; GRI, 2018a:6).

o Site information: By providing consistent information across all sites, companies can show
that they are not manipulating their reports by cherry-picking the best stories and report
across their operations (Leong et al., 2014:98).

e Materiality: It should be recognised as a guiding principle in financial and non-financial
information, and currently, we are in a transitional phase where sustainability reporting is
shifting from a voluntary regulation system to a more concrete or rigorous one (Ortar,
2018:20).

e Future-orientated information: Some critics of the GRI stated that it adopts a predominately
retrospective approach and that more future-orientated information is needed (Fonseca et al.,
2012:74).

The space restriction to this paper only allows a brief description of the selected themes that may be
considered to form constructs of the new index. However, Appendix A exhibits a concise summary of
the relevant literature, mainly how the existing water disclosure indices were applied to develop a
unique index. Note that only the first five of the above themes from the existing frameworks and other
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literature appears in Appendix A as constructs. The reason is that existing frameworks were used as
the starting point in developing the new index, and the five constructs fit the existing frameworks
better. Therefore, the following five constructs appear in Appendix A, 1) government and
management approach, 2) risk assessment, 3) interaction with water as a shared resource (supply
chain), 4) targets and measures and 5) site information.

The above starting point is consistent with the study of Weber and Hogberg-Saunders (2018). They
utilised the GRI as a basis to develop the water risk benchmarking framework applied in their
research. Weber and Hogberg-Saunders (2018:967) stated that the GRI is one of the critical
sustainability reporting standards, decreasing subjectivity. While adding the previous GRI guidelines,
the latest GRI 103 (GRI 2016) and GRI 303 (GRI 2017, 2018a, 2018b), the CDP (CDP, 2015), the
GRI sector guidance for food and beverage processing (GRI, 2013), and grounded literature on water
reporting were also incorporated. Appendix A also exhibits how the above sources from the guiding
principles (Table 1) and content elements (Table 2) of IR were preliminary organised together with
the GRI guidelines and CDP water disclosure framework in the process of developing a new water
disclosure index. For example, "materiality” as a guiding principle of IR was included in the
"governance and management" construct.

This literature review concludes the first secondary objective, to determine possible constructs and
elements that should be included in such an index.

5. Research Methodology
The research process includes three types of reasoning, firstly, induction, followed by deduction, and
finally, abduction.

5.1. Inductive reasoning

The second phase was to develop a preliminary index. That was to refine the constructs and elements
in Appendix A, by incorporating more IR guiding principles (Table 1) and content elements (Table 2),
describing constructs and elements, adding/moving items, and adding detailed quality descriptions to
each element.

Inductive reasoning was applied up to this point of the process, as the constructs were allowed to
emerge from existing frameworks, related literature, and IR's guiding principles and content elements
(Maree, 2021:42). In other words, this study commenced from the "concrete”, i.c., the existing indices
and literature, and moved to the "general”, i.e., identified constructs and the elements included in
those constructs (Joubert, 2017). Note that the "general” implies that the identified constructs and
elements are only one of many possible outcomes, meaning that different researchers could select
other constructs and elements if they were developed a similar index.

5.2. Deductive reasoning

Deductive reasoning is when researchers look for evidence of a priori constructs in data (Maree,
2021:42), meaning reason "from the general to the particular." This type of reasoning is usually
associated with positivism, implying that an investigation can only led to a single outcome. Relevant
to this study is that there is only a single possible outcome, meaning that different researchers will
obtain the same result each time.

Deductive reasoning was applied in the third phase of developing the index, namely to empirical test
the preliminary index. The aim was to calculate a water disclosure score for selected companies in the
food, beverage and tobacco industry. A three-point assessment scale was adopted, ranging from 0 to 2,
to quantify the elements within the constructs. The minimum score of "0" is assigned in case of no
disclosure, whereas the maximum, "2" is set when all possible information is disclosed. This scaling
process allowed that qualitative and quantitative data could be converted to calculate a comparable
water disclosure score for each company.

Data were extracted from 49 companies' annual reports for 2017/2018 which was the latest data

available at the time of analysis. There are 13 companies that adhere to the Dow Jones Sustainability
Index (DJSI) listing requirements. They were selected to represent the global economies. Australian
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and South African companies were also selected as both countries are arid and experiencing extreme
water scarcity (Wright, 2018). The 20 largest of the 26 companies from the Australian Security
Exchange (ASX), and the 16 available Johannesburg Security Exchange (JSE) companies, were
selected. The largest companies based on market capitalisation were selected, similar to a study
conducted by Remali et al. (2016) that analysed 10 of the largest Malaysian public listed companies
by market capitalisation.

Content analysis was conducted to collect data from the 49 companies' IR and stand-alone reports.
Content analysis is employed by researchers to make replicable and valid interferences within the
conceptual framework of their study (Krippendorff, 2013). This data collection technique was applied
by codifying quantitative and qualitative data into the predetermined constructs (Guthrie et al., 2004).
A manual coding process was preferred above a computer-aided method as some companies' reports
provide extensive information in interactive web pages, which could be challenging to enter into a
computer-aided program. Furthermore, as quantitative, and qualitative information was extracted and
best practices were identified, careful and in-depth reading was required. To enhance the coding
process, a pilot coding of 10% of the sample companies was done together with an experienced
colloquium, before the final coding process commenced by the principal author. An independent
senior academic with ample experience in environmental accounting repeated the coding process to
ensure that critical data was not overseen.

Descriptive statistics (minimum-, maximum-, standard deviation-, and mean value) were used to give
meaning to the elements. Furthermore, to determine whether the elements in the preliminary index are
sensible, meaning that they belong there, a principal component regression analysis was conducted.
This is a data reduction technique to justify the inclusion of each element in the index (Pietersen &
Maree, 2021:266). Principal component regression analysis is a variation of factor analysis that
attempts to identify the principal component(s) that best explains the constructs, including the
elements. Principal component regression analysis analyses a data table represented by several
dependent variables that are generally inter-correlated (Abdi & Williams, 2010:433).

As part of the principal component analyis, the Kaiser-Meyer-Olkin (KMO) Measure of Sample
Adequacy was conducted. That provides an index ranging from 0 to 1, with 0.50 considered suitable
for factor analysis and indicates the proportion of variance in variables that might be caused by
underlying factors (Williams et al., 2010:5). Secondly, we did Bartlett's test of sphericity to test if the
data is appropriate for factor analysis (Kaiser, 1974:35). Bartlett's test should be significant with a p-
value of less than 0.05. Then we did a scree plot to indicate the number of factors, where the line (plot
of the eigenvalues) typically forms an apparent bend (elbow). The eigenvalues at the upper end of the
"elbow" equal the number of factors (Pietersen & Maree, 2021:265). Finally, the factor loadings for
each element were calculated, which should be more than 0.40 to justify its inclusion (Pietersen &
Maree, 2021:266).

To measure the internal consistency of a test or scale, Cronbach's alpha coefficient, which is
expressed as a number between 0 and 1, could be utilised. It is recommended that Cronbach's alpha
coefficient values be above 0.7 to be acceptable (Babin & Zikmond, 2016:281). The Cronbach's alpha
scores were calculated for the entire index and for each construct.

5.3. Abductive reasoning

Eriksson and Lindstrom (1997) explain that abductive reasoning is a fundamental idea to recognise
and create a context of meaning and interpret underlying trends and patterns. Mantere and Ketokivi
(2013) add that this is used to draw theoretical conclusions from empirical data. To further enhance
the preliminary developed index, abductive reasoning was applied by adding additional information
found in the literature. The literature, including IR guiding principles and content elements, existing
water disclosure indices, and other sources, were used to develop the preliminary index inductively.
At this point, the fourth phase of developing the index commenced, i.e., the researchers went back to
the literature, namely the IR and stand-alone reports of the 49 selected companies, to extract further
data that can be added to enhance the preliminary index into an improved index. This data extraction
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coincided when the above-mentioned qualitative and quantitative data was collected from the
company reports to test the index empirically. During the data collection, some practices by the
companies were spotted that stood out what can be labelled as "best practices" in this industry's water
disclosure.

6. Results and Findings

6.1. Developing a preliminary index

The second secondary objective was reached with Appendix A as the basis. That was to develop a
preliminary index, where additional IR guiding principles and content elements were added,
constructs were added and regrouped, elements were moved around, and detailed quality descriptions
were added to each element. A preliminary index, similar to Appendix B was developed. The
difference between the preliminary index and Appendix B is that the latter includes some best
practices found in the fourth phase of the development. Table 3 exhibits a summary of the preliminary
index. To enhance the readability, the elements were rewritten in Table 3 into concise quality
descriptions.

The index in Table 3 includes the five constructs selected in Appendix A, governance and
management approach, water-related impacts in its supply chain, targets and measures, site-specific
information, and risk assessments. Two constructs were added in Table 3, materiality, and future-
orientated information. Twenty-seven elements were included under those seven constructs.

The construct, and elements included in it, "targets and measures” consist primarily of information in
existing water disclosure indices. The "supply chain” as a construct is primarily developed form
existing indices and other literature, while "site information” is mainly developed from other literature.
The constructs and their elements, "governance”, “risk assessment” and “materiality”, are developed
from existing indices, other sources, and IR’s guiding principles and content elements (Tables 1 and
2). Also note for example, G3 that require from companies to include water related aspects in their
business plan, is a direct derive from one of the IR content elements in Table 2. The new construct
“future orientated information” is directly derived from the IR guiding principles in Table 1.

6.2. Testing the preliminary index

The third secondary objective was to test this index on the sample of companies. Data were collected
from all 49 companies to attach a value between “0” and “2” to all 27 elements. The assessment
scale (ordinal scale) enabled the index to provide the disclosure quality. It is worthy to note that a
quality assessment scale applicable to each element in the water disclosure index was developed to
enhance the accuracy of coding every item. In all cases, the minimum score was zero and the
maximum score two, implying that each element's mean score lies between "0"” and "2". The scores
were converted into percentages. Table 3 shows the descriptive statistics for the 27 elements, i.e., the
standard deviation and mean percentage. The element with the highest mean score is RA1, the first
element in the “risk assessment” construct, “disclosure of physical water risk”, with a score of
69.39%. The lowest mean score is SI1, the first element in the “site information” construct, “water-
related information for each facility”, with 17.35%.

In developing the index, the question arises of what weight should be attached to each construct, and
elements within such a construct. Therefore, a principal component regression analysis was conducted.
The KMO Measure of Sample Adequacy estimate was 0.806, well above the cut-off point of 0.5. The
Bartlett’s Test of Sphericity yielded an Approximate Chi-Square estimate of 1173, which was
significant at p = 0.000, well below 0.05. A scree plot indicated that only one factor is necessary to
summarise the index. This factor is appropriate as it explains more than half of the total variance, i.e.,
52.72%. The factor loading for each element is indicated in Table 3. The factor loadings are all above
0.4 and range between 0.513 and 0.846. The element with the highest factor loading is G5, “the
company has water-related policies” (0.846), followed by RAS, “stakeholders identified in water
assessment risk” (0.843), and G1, “environmental management system (EMS) in place and developed
water strategy” (0.841). Finally, the Cronbach’s alpha coefficient for the entire water disclosure index
consisting of all 27 elements was 0.964, indicating good internal consistency reliability as this is well
above 0.7. A Cronbach’s alpha coefficient was also calculated for each of the seven constructs to
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ensure that the elements included in it belong together. Values were all above 0.7 and ranged between
0.754 and 0.930.

Table 3: Preliminary water disclosure index

Construct: Sub-theme or element Factor SD Mean %
loading
= M1: Identify water as a material aspect. 0.759 44.49 50.00
=
=
% M2: Describe the process and identify 0.694 44.49 42.86
= stakeholders.
E § G1: Environmental management system (EMS) in place. 0.841 42.91 59.18
E G2: Understands the context in which itoperates. 0.750 35.92 66.33
g =
s g G3: Includes water-related aspects in the business model. 0.712 39.80 34.69
£ o
St
E gE"o G4: Indicates board-level oversight for water. 0.759 40.41 40.82
w <
g G5: The company has water-related policies etc. 0.846 39.50 60.21
SC1: Identify suppliers causing water-related impacts. 0.611 28.98 27.55
E £ SC2: Policy to manage water-related aspects in SC. 0.756 39.10 40.82
o =
]
—: g SC3: Identifies water risk factors in SC. 0.754 41.44 48.98
55
@ SC4: Understands role players in SC (nexus). 0.743 37.68 43.88
TM1: Total water withdrawal per source. 0.787 41.62 43.88
=
= TM2: Total water discharged. 0.716 42.76 32.65
L
£ E TM3: Disclosure of water quality. 0.676 40.82 42.86
sn S
5 E | TM4: Total water consumption. 0.544 44.46 39.80
TMS5: Volume of water recycled and reused. 0.513 43.96 32.65
= 0.572 26.12 17.35
= SI1: Water-related information for each facility.
2=
«n g SI2: Water risk assessments at a geographical scale. 0.663 34.04 25.51
=
- RA1: Disclosure of physical water risk. 0.745 36.54 69.39
=
é RA2: Disclosure of regulatory water risk. 0.612 37.37 53.06
g RA3: Disclosure of reputational water risk. 0.731 38.19 35.71
g RA4: Procedures & methods of water risk assessment. 0.822 39.47 47.96
& RAS: Stakeholders identified in water risk 0.843 40.35 43.88
assessment.
= FOl: Reports on future-orientated  water 0.820 38.66 58.16
S T 2| information.
E ‘2 % FO2: Identified a long-term water strategy. 0.812 37.34 33.67
=S o
= g Q.E
~| FO3: Information on which could affect value creation. 0.696 30.83 24.49
FO4: How does water risk assessment affect future growth. 0.693 36.94 26.53

Source: Own compilation
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6.3. Investigating best practices from selected companies

The fourth phase in developing the index was to detect some best practices from the analysis that can
be incorporated to improve the preliminary water disclosure index. As a result of space restriction,
only two items identified in the company reports — baseline year and efficiency ratios — will be
discussed.

Providing a baseline year in a water disclosure index gives more interpretation perspectives to the
reader. Many reporting organisations utilised their quantified water information under the targets and
measures construct (TM1 — TMS5) as a basis to provide future-orientated disclosures in terms of water.
For instance, Nestlé (2017:80) aspires to reduce direct water withdrawals per ton of product in every
category to achieve an overall reduction of 35% by 2020 — against an achieved reduction in water
withdrawals of 28.7% per ton of product since the baseline year of 2010. Correspondingly, the
Oceana Group (2018:44) set a September 2020 target of 44% absolute reduction in potable water
consumption, and British American Tobacco (2017:27) aims to reduce water use to 3.17 m® of water
per million cigarettes equivalent produced by 2025 — 35% lower against their 2007 baseline. The
baseline year was added to the index in the "targets and measures” construct as TM6, which would
provide stakeholders with comparable information to a baseline year.

The above reference to British American Tobacco (2017:35) illustrates where the 3.17 m?® of water is
relative to one million cigarettes. Distell (2018:48) reported usage of 3.33 litres compared to 4.94
litres used by Diageo (2018:8). Considering that both companies operate in the alcoholic beverage
industry, the expression of water efficiency ratios could provide valuable and comparable information
to stakeholders. The companies disclosing water efficiency ratios are utilising their measurements
from total water withdrawal (TM1), to calculate an efficiency ratio in terms of water used per
kilogram of the finished product or litre of the packaged product. For example, ThaiBev (2018:94)
listed on the DJSI divided their water intensity ratios per product line — to advance comparability. The
water efficiency ratio was added as an element in the "fargets and measures” construct as TM7.

7. Developing an improved water disclosure index

The study's main objective was to develop a water disclosure index for the food, beverage and
tobacco industry. Appendix B exhibits the improved index, reaching the four mentioned secondary
objectives (phases). The index includes the same seven constructs as in Table 3, materiality,
governance, water-related impact on its supply chain, targets and measures, site information, risk
assessment, and future-orientated information. After the inclusion of TM6 and TM7, the seven
constructs consist of 29 elements. Appendix B provides on the left-hand side a quality description of
each element and on the right-hand side some guidance that a company may follow to achieve the
element’s disclosure.

The factor loadings in the preliminary index with seven constructs and 27 elements ranging between
0.513 — 0.846 was an important indication that all elements load sufficiently onto one factor, implying
that the index can be constructed. The improved water disclosure index included two new elements
(TM6 and TM7) observed from best practices in the empirical analysis, which would provide
stakeholders with additional information to compare companies in the same industry. The improved
water disclosure index could be used in another empirical analysis to test whether the elements TM6
and TM7 sufficiently load onto one factor. Including companies from the DJSI in the empirical
analysis compared best practices in sustainability reporting to be included in the improved water
disclosure index.

8. Managerial implications

The preliminary water disclosure index inductively developed from the literature, the deductively
empirical testing thereof, and the abductively return to the literature to find some best practices all
contributed to the development of an improved water disclosure index for the food, beverage and
tobacco industry.
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The practical managerial implications of this index are that it accounted for the integrated nature of
water disclosures in the food, beverage and tobacco industry. Consequently, the improved water
disclosure index could be applied by companies in the food, beverage and tobacco industry —
regardless of whether or not a company is implementing IR. Currently, various water accounting
frameworks are available, leaving companies to decide what to measure and report, which could result
in non-monitoring of fundamental water activities and incomparability of reports. Implementing the
developed water disclosure index would allow the reporting company to combine essential water-
related aspects into a holistic, concise, and comparable report. This would provide key stakeholders
with forward-looking and strategic water-related information incorporated into the business model to
deal with the challenges from the external environment.

9. Conclusion

In the context of theories that focus on companies’ communication on their CSR disclosures to all
stakeholders, the research question of what a contemporary water disclosure index for the food,
beverage and tobacco industry should look like was answered by reaching four secondary objectives
built-up to achieving the main objective. The main objective has been reached by developing the
improved water disclosure index as presented in Appendix B.

An inductive approach was followed where the literature and existing water disclosure frameworks
were used to develop a new index. However, the novelty of this study is that the guiding principles
and content elements of IR were incorporated into the new index. A deductive approach was followed
to test the index empirically, and all the statistical measures indicated this index’s efficacy, namely the
KMO Measure of Sample Adequacy and Bartlett’s Test of Sphericity. Furthermore, the loadings of
the principal component regression analysis and Cronbach's alpha coefficients all confirmed the
suitability of the elements included in the index. An abductive approach was followed to further
improve the index by incorporating some best practices found in the reports of the selected sample
companies.

The practical value (linked to the managerial implications) is summarised that through the
methodological process of applying the three reasoning approaches and the integrative approach
followed, an improved water disclosure index is made available to companies in the food, beverage
and tobacco industry. The purpose of the paper was not to consult stakeholders but to provide key
stakeholders with a water disclosure index that all companies could use to report on water. Noticeable
concepts such as materiality, governance, risk assessments and future-orientated information included
in the index would provide stakeholders with concise, comparable and forward-looking information
on a company’s water-related practices. The study also contributed to the theory, i.e., the institutional-,
legitimacy-, and stakeholder theories were relevant as this study provides an enhanced manner of how
companies can communicate their CSR responsibility of water disclosure to all stakeholders.

As with all studies, this research is not without limitations. Consequently, the results, conclusions,
recommendations, and contributions of the study, need to be considered in light of the following
limitations. Firstly, it is recognised that the constructs and elements included in the water disclosure
index were compiled from multiple literature sources, applicable to different industries and that some
could be omitted. Secondly, applying content analysis as a research design will always involve
individual judgments by coders. Thirdly, the associations and relationships from the sample cannot be
generalised — which was not the study’s intention. Areas for future research include extending the
study to other industries and to other countries allowing for cross industry- and country comparisons.
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Appendix A: Existing indices and literature review

The previous GRI (EN
8, EN9 & EN 10)

The latest GRI (GRI 303) water
and effluents, 2018

CDP, GRI sector guidance,
and literature studies

Governance and management approach

Materiality
Does the company identify
water as a material aspect?

Environmental manage-
ment system (EMS)

Establish ~ whether  the
company has EMS for
water-related  issues by

identifying the following:

e Does the company have
indications of improving
operational water
systems by applying
internal measures?

e Does the company
indicate that it
understands the context
in which it operates in
terms of water stress,

flooding, water quality,
and regulatory
uncertainty?

e Has the company
developed its own water
strategy?

Governance

Establish the awareness of
governance aspects for water
by identifying the following:
Does the company have a
director or senior staff
member responsible  for
water disclosure programs?

Does the company have a
water-related  policy  /
policies?

Disclosure 103-1:
Explanation of the material
topic and its boundary

An explanation of why the issue is

material. The explanation of why the

issue is material can include:

e A description of the significant
impacts identified and stakeholders'
reasonable expectations and
interests regarding the topic.

e A description of the process, and
impacts related, such as due
diligence, that the organisation
used to identify the topic.

The boundary for the material topic,

which includes a description of:

e  Where the impacts occur;

e The organisation’s involvement
with the effects.

Any specific limitations regarding the

topic boundary.

Disclosure 103-2: Management
approach and its components

An explanation of how the organisation

manages the topic.

A statement of the purpose of the

management approach.

A description of the management

approach includes policies,

commitments, goals and targets,
responsibilities, resources, grievance

mechanisms, or specific actions (i.e.,

processes, projects, programs, and

initiatives).

Detrimental impact
Has your organisation experienced

any detrimental  water-related
impacts?
Describe the water-related

detrimental impacts experienced by
your organisation, your response,
and the total financial impact.
Risks and opportunities: Risk
exposure

How does your organisation define
substantive financial or strategic
impact on your business? Water-
related risks and response.

Provide details of identified risks
in your direct operations with the
potential to have a substantive
financial or strategic impact on
your business, and your response
to those risks.
Business
creation
The inclusion of water issues as
part of the company’s business
model was evident inthe study by
Sanchez-Hernandez et al.
(2017:845), and such inclusion
could be considered one of the best
practices.

Robust governance management
systems are required to manage
water; consequently, water
governance in the boardroom is
essential.

strategy: Value

Companies  with  board-level
oversight of water issues are
reaping the rewards, including

market differentiation, shareholder
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confidence, and business.

Across all your operations, what
proportion of the following water
aspects are regularly measured and
monitored?

Risk assessment

Risk assessment

Establish ~ whether  the
company has risk
assessment  actions  for
water-related  issues by

identifying the following:

e Has the company
identified physical risks
such as flooding, water
stress, and pollution?

e Has the company
identified regulatory
risks such as water
permits, water
controlling rates, water
withdrawal,  discharge
quantities and  other
restrictions?

e Has the company
identified  reputational

risks such as tensions
between businesses and
local communities or
businesses and other
supply chain members?

Disclosure 103-3
Evaluation of the
management

approach:

An explanation of how the organisation
evaluates the management approach,
including:

e The mechanisms for assessing the
effectiveness of the management
approach;

e The results of the evaluation of the
management approach;

e Any related adjustments to the
management approach.

Business impacts
Recent impacts on your business.

Describe the water-related
detrimental impacts experienced
by your organisation, your
response, and the total financial
impact.

Procedures

Risk identification and assessment
procedures.

e Does your organisation

undertake a water-related risk
assessment?

o Select the options that best
describe your procedures for
identifying and assessing water-
related risks.

e Which contextual are
considered in your
organisation’s water-related risk
assessments?

e Which stakeholders are
considered in your
organisation’s water-related risk
assessments?

issues

Interaction with water as a shared resource (supply chain)

Water sources
significantly affected by
the withdrawal of water
(EN9)

Does the company report on
the total number of water
sources significantly
affected by the withdrawal
of water, taking thefollowing
into account?

e Size of water source in
cubic metres (m?);

e  Whether the source is
designated as a protected
area
(national/international);

e Biodiversity value (i.e.,
species  diversity and
endemism, number of
protected species); and

Value or importance of

water source to local

communities and indigenous
people.

Disclosure 303-1: Interaction with
water as ashared resource

A description of how the organisation
interacts with water, including how and
where water i1s withdrawn, consumed,
and discharged, and the water-related
impacts caused or contributed to, or
directly linked to the organisation’s
activities, products, or services by a
business relationship (e.g., effects
caused by runoff).

Extract: The description of how the
organisation interacts with water can
include [...] information on what the
water is used for in direct operations
and elsewhere in the value chain (e.g.,
for cooling, storage, incorporating in
products, growing crops).

A description of the approach used to
identify water-related impacts,
including the scope of assessments,
timeframe, and tools or methods.
Extract: When assessing impacts, the
organisation must consider its future
impacts on water quality and
availability, as these factors can change
over time.

A description of how water-related

Supply chain and risk

Refer to the “procedures” above
that address water related risks
assessment. The concern here is
findings by the Ceres investor
coalition, the financial services
firm UBS, and financial data
provider Bloomberg, which issued
a report that found that many of the
100 publicly traded companies do
not include data on water risks, and
none of them provided data on
water usage or risk for their supply

chains (Wilburn &  Wilburn,
2013:64).
Inequalities such as nutrition,

health, sanitation, and security are
at the heart of the nexus, and
companies play a vital role in
ensuring that supply chains are
dynamic and able to provide food,
energy, and water (Whiteman et
al., 2013:317).

By managing their activities, they

can ensure that environmental
targets and policies are integrated
upstream (suppliers) and

downstream to the consumer.
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impacts are addressed, including how
the organisation works with
stakeholders to steward water as a
shared resource, and how it engages
with suppliers or customers with
significant water-related impacts.
An explanation of the process for
setting any water-related goals and
targets that are part ofthe organisation’s
management approach, and how they
relate to public policy and the local
context of each area with water stress.

Extract: Meaningful targets for

managing water-related impacts:

e  Account for the local context where
water is withdrawn and discharged;

e Are scientifically informed by
sustainable thresholds and the
social context of a catchment;

e Align with public sector efforts
(i.e., the water-related targets of the
UN  Sustainable Development
Goals, in particular, Goal 6);

e Are informed by the advocacy of
stakeholders (i.e. civil society
organisations, trade associations,
and action groups).

An overview of water use across the

organisation’s value chain.

A list of catchments where the

organisation causes significant water-

related impacts.

Value chain engagement

Do you engage with your value
chain on water-related issues?
What proportion of suppliers do
you request to report on their water
use, risks, and/or management
information, and what proportion
of your procurement spend does
this represent?

Provide details of any other water-
related supplier  engagement
activity.

Bateman et al (2017:119) state
that most companies only report on
their operations, not the entire
supply chain.

Targets and measures

Percentage and total
volume of water
recycled and reused
(EN 10)

Does the company report on
the total volume of water
recycled and reused by the
organisation in cubic metres
per year (m’/year)?

Does the company report the
total volume of water
recycled and reused by the
organisation in cubic metres
per year (m’/year) as a
percentage of the total water
withdrawal reported under
Indicator G4 — EN 8.

Disclosure 303-4: Water discharge
Total water discharge to all areas in
mega litres (ML), and a breakdown of
this total by the following types of
destination, if applicable: (a) surface
water; (b) groundwater; (c) seawater;
(d) third-party water, and the volume of
this total sent for use to other
organisations, if applicable.

Extract: Third-party water discharge is
when an organisation sends water and
effluents to other organisations for use.
The volume of this water discharge
must be reported separately.

Priority substances of concern for
which discharges are treated: Number
of incidents of non-compliance with
discharge limits.

Any contextual information necessary
to understand how the data have been
compiled, such as any standards,
methodologies, and assumptions used.
The number of occasions on which
discharge limits were exceeded.
303-5:

Disclosure Water

consumption

Company-wide water
accounting

What are the total volumes of
water withdrawn, discharged, and
consumed across all  your
operations, and how do these
volumes compare to the previous
reporting year?

Provide total water discharge data
by destination:

o Fresh surface water

« Brackish surface water/seawater
o Groundwater

e Third-party destinations

Business impacts/compliance
impacts

Was your organisation subject to
any fines, enforcement orders,

and/or other penalties for water-
related regulatory violations in the
reporting year?

Provide the total number and
financial value of all water-related
fines.

Provide details for all significant
fines, enforcement orders, and/or
other penalties for water-related
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Appendix B: Improved water disclosure index for the food, beverage and tobacco industry

Elements

- Guidance

Materiality (M)

M1: Identify water as a material aspect, and describe significant
impacts associated with water — specific to the company.

The company identifies water as a
material aspect describes the impacts
associated.

M2: Describe the process of identifying water as material, and
identify the stakeholders affected and included in the process.

The company describes the process and
identifies all the relevant stakeholders
affected.

Governance (G)

G1: Indicate the environmental management system (EMS) and
develop an own water strategy.

The company should have EMS

incorporated into its water strategy.

G2: Disclose the context within which the firm operates
regarding water stress, flooding, water quality, and regulatory
uncertainty.

Provide an understanding of the context
and details, such as flooding, water
quality, and regulatory uncertainty.

G3: Include water-related aspects as part of the firm’s business
model.

Water should form part of the firm’s
business model, which would assist in
formulating the water strategy.

G4: A senior director or senior staff member should be
responsible for water governance (board oversight).

Board oversight of water governance
should be very clearly embedded in the
organisational  structure.  Established
awareness of governance structure of
water-related issues.

G5: Water-related policies, commitments, goals and targets,
responsibilities, resources, grievance mechanisms, and specific
actions, such as processes, projects, programs, and initiatives,
should be disclosed.

Detailed information about policies,
commitments, resources, projects,
programs, and initiatives within the

context of water governance should be
disclosed.

Water-related impact on its supply chain (SC)

SC1: Identify suppliers causing significant water-related
impacts.

Water withdrawal and discharge figures
should identify and quantify significant
water-related impacts caused by suppliers.

SC2: Develop a policy and strategy to manage water-related
aspects in the supply chain.

The company should have policies and
strategies to manage water-related aspects
in its supply chain.

SC3: Identify water risk factors in the supply chain.

The company should identify water risk
factors in their supply chain by
conducting water risk assessments at
suppliers or seeking information from
suppliers.

SC4: Display an understanding of the WEF nexus by
considering the water impact of the upstream and downstream
role players in the supply chain.

The company indicates that they
understand the WEF nexus by identifying
role players and their effect on water in
the supply chain.

Targets and measures (TM)

Total water withdrawal by source

TM1: Disclose total water withdrawal from all areas in
mega litres (ML) and provide a breakdown of this totalby the
following sources, if applicable: (a) surface water (includes
collected or harvested rainwater); (b) groundwater; (c)
seawater; (d) produced water; (e) third-party water.

Total water withdrawal from all areas with water stress in
ML, and a breakdown of this total by the following sources,
if applicable: (a) surface water; (b) groundwater; (c)
seawater; (d) produced water; (e) third-party water, and a
breakdown of this total by the withdrawal sources listed in
a-d. (When compiling the information specified above, the
reporting organisation shall use publicly available and
credible tools and methodologies for assessing water stress

The company should disclose total water
withdrawal, quantifying each source.
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in an area).

A breakdown of total water withdrawal from each of the
sources listed in Disclosures 303-3-a and 303- 3-b in ML by
the following categories: (a) freshwater (<1,000 mg/L Total
Dissolved Solids); (b) other water (>1,000 mg/L Total
Dissolved Solids). (Other water constitutes that has a
concentration of total dissolved solids higher than1,000 mg/L.
Therefore, other water is all that does not fall into the
freshwater category.)

Any contextual information necessary to understand how the
data have been compiled,such as any standards, methodologies,
and assumptions used.

Water discharge

TM2: Disclose total water discharge to all areas in ML and
provide a breakdown of this total by the following types of
destination, if applicable: (a) surface water; (b) groundwater;
(c) seawater; (d) third-party water, and the volume of this
total sent for use to other organisations, if applicable. (An
example of third-party water discharge is when an
organisation sends water and effluents to other organisations
for use. In these instances, the organisation is required to
report the volume of this water discharge separately.)

Priority substances of concern for which discharges are
treated, including the number of incidents of non-compliance
with discharge limits.

Any contextual information necessary to understand how

the data have been compiled, such as any standards,
methodologies, and assumptions used.

The number of occasions on which discharge limits were
exceeded. Any fines received or to be paid.

The company should disclose total water
discharge, quantifying each source.

TMa3: Disclose information on water quality.

Provide detail on water quality which
could affect food and beverage products.

Water consumption

TM4: Disclose total water consumption from all areas in
ML. (If the reporting organisation cannot directly measure
water consumption, it may calculate this using the following
formula: Water consumption = Total water withdrawal —
Total water discharge).

Any contextual information necessary to understand how data
have been compiled, such as any standards, methodologies, and
assumptions used, including whether the information is
calculated, estimated, modelled, or sourced from direct
measurements, and the approach taken for this, such as the use
of any sector-specific factors.

The company should disclose total water
consumption (quantity) with contextual
information.

Percentage and total volume of water recycled and
reused
TMS: Disclose the total volume of water recycled and reused

in m3/year as a percentage of the total water withdrawal
reported.

The company should disclose the total
water recycled and reused (quantify and
percentage of total withdrawal).

TM6: Baseline year

Set and disclose a baseline year of total water withdrawal, water
discharge, water reused, and water efficiency ratios against
which comparisons should be disclosed from one year to the
next.

Disclosure of different timeframes and
comparisons with a baseline year would
assist in progressing towards more water-
efficient operations.

TM7: Water efficiency ratio

Calculate water efficiency ratios in terms of input (water
consumption in ML) divided by output (kilograms of finished
product or litres of packaged product).

Firms should calculate and express their
water consumption in an efficiency ratio,
and compare this to a set baseline year (as
discussed above) to determine whether
progress is made toward more water-
efficient operations. These ratios could be
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utilised to compare with other firms.

Site information (SI)

SI1: For each facility, provide coordinates, total water
accounting data, and comparisons with the previous reporting
year (or baseline year).

Detail should be presented at each site,
such as coordinates and comparisons with
the previous year.

SI2: Disclose water risk assessments at a geographical scale
(each site).

The company should disclose detailed
water risk assessments at each site with
quantified information.

Risk assessment (RA)

Establish whether the company has risk assessment actions
for water-related issues byidentifying the following:

RA1: Identify physical water risks such as flooding, water
stress, and pollution.

Provide detail on physical water risks.

RA2: Identify regulatory risks such as water permits, rates
controlling water withdrawal, discharge quantities, and other
restrictions.

Provide detail on regulatory water risks.

RA3: Identify reputational risks such as tensions between
businesses and local communities.

Provide detail on reputational water risks.

RA4: Indicate the procedures and methods for water risk
assessments.

The company should disclose procedures
and methods used for their water risk
assessments and the frequency thereof.

RAS: Identify stakeholders which are considered in their
organisation’s water-related risk assessments.

The company should disclose
stakeholders considered in their water risk
assessments and indicate contextualissues
(positive and negative information) which
could affect the stakeholders.

Future orientated information (FO)

FO1: Report on future-orientated information on water issues.

The company should disclose quantitative,
future-orientated information.

FO2: Identify the need for a long-term water strategy and
disclose the long-term strategy.

The company should disclose a long-term
water strategy.

FO3: Provide information on water that could affect value
creation over the short, medium, and long term.

The company should disclose future
information on water which could affect
value creation in the short, medium, and
long term.

FO4: Evaluate how water risk assessments could affect future
success and growth strategy.

The company should disclose evaluations
on how water risk assessments could
affect future success and growth strategy.
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Keywords Abstract

Private equity, SPAC, Purpose — The purpose of this study is to propose a special purpose acquisition
venture capital, growth company (SPAC) as a possible vehicle for promoting re-industrialisation
equity, second through small and medium-sized enterprises (SMEs) based on the private
economy, South Africa equity (PE) value creation principles from Southern African Venture Capital

and Private Equity Association (SAVCA) and the processes of funding from
the Industrial Development Corporation (IDC). In this regard, the specific
objective of this work is to propose the SPAC based on the principles observed
from SAVCA and the IDC processes.

Design/methodology/approach — This is an exploratory qualitative study
which reviewed the existing IDC processes and SAVCA PE value creation
principles in order to inform the mechanics of the functioning of the SPAC.

Findings — It was observed that it is possible to use the SPAC as a vehicle for
promoting re-industrialisation through SMEs. Further, it was determined that it
is also possible for the SPAC to take on the characteristics of the principles of
PE value creation and to adopt some of the IDC processes.

Originality/value — The originality of this work emanates from the observation
that in the South African context, SPACs, as envisaged will not be used solely
for the purpose of financing SMEs through debt, it will also include an
element of management skills transfer, as well as an element of taking on an
equity ownership stake. The authors are of the view that the SPAC would be a
mechanism to operationalize the social compact that is a fundamental
approach of a developmental state.

1. Background and introduction

In South Africa, small and medium-sized enterprises (SMEs) are critical to the economy and job
creation. It is estimated that SMEs make up around 91% of formalized businesses, provide
employment to about 60% of the labour force, and account for about 34% of gross domestic product
(GDP) (Marx, Haji, Botha, Madikizela and Madiba, 2021) . The South African government has
identified the SME sector as one of the potential enablers to achieve its objectives of improving job
creation opportunities, reducing poverty, and creating a more equitable distribution of wealth (Peters
& Naicker, 2013) . Further, and according to the Banking Association of South Africa (2019), the
development of the SME sector in South Africa has the potential to not only erode unemployment but
also contribute to economic growth.

The development and growth of SMEs can contribute to turning around an economic
situation(Lekhanya, 2015). However, the majority of small and medium businesses struggle to secure
capital for growth and expansion due to stringent requirements. SMEs are the most vulnerable group
of entities due to a lack of resources to survive a crisis, they struggle to secure adequate funding to
grow and become sustainable (Gourinchas, Kalemli-Ozcan, Penciakova & Sander, 2021; Sesep, 2016).
Fatoki (2011) states the importance of funding for the growth of SMEs and how lack of finance
contributes to the failure of SMEs.
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Currently, the South African economy is at one of its lowest points in several decades, with low
economic growth, coronavirus challenges, and unemployment being at an all-time high (Marx et al.,
2021) . According to Govinden, Pillay & Ngobeni (2020) , 38.2% of businesses that applied for
financial assistance during COVID reported having used government relief schemes, and a further,
28.3% indicated that their workforce had decreased and 19.6% had laid off their staff. The Covid 19
pandemic crisis has negatively impacted the sustainability of SMEs by inhibiting their expansion,
worsening their financial situation, and ultimately contributing to their insolvency and bankruptcy
(Gourinchas et al., 2021).

It appears that with the many challenges the economy faces currently, public sector programmes to
stimulate sustainable growth of the SME sector are struggling. The national strategy for the
development and promotion of small businesses in South Africa has as its primary objective the
creation of an enabling environment for small enterprises (Department of Trade and Industry, 1995).
In creating the enabling environment, the national framework is required to be complemented with
programmes developed and implemented at a regional and local level. As small enterprises do not in
themselves constitute an economic sector all on its own, policies need to be in tune with national and
regional, and sectoral developments.

According to Peters & Naicker (2013), considerable emphasis was placed on developmental local
government, increasing the role of government, particularly local agencies, in promoting growth and
development. The Industrial Development Corporation (IDC) is a development finance institution
that is a state-owned agency tasked with promoting growth and development in line with the national
strategy for the development and promotion of small business. However, the IDC may have not
achieved its mandate, which is “to maximise our development impact through job-rich
industrialisation” (IDC, 2021) to a significant extent since “despite the economic recovery in 2021,
the South African economy remains with extremely high unemployment levels and with many
companies remaining in a difficult financial position” (Department of Research and Information,
2022).

The DTI (1995) stipulates that the SA government’s role is one of facilitator as opposed to an
implementer. The engagement with the government through public-private partnerships, together with
effective risk management strategies, is crucial in stabilizing policies that would ensure adequate
funding to support the SME sector (Ramcharran, 2017). With this in mind and the fact that public
sector programmes to stimulate sustainable growth of the SME sector are struggling, the authors are
of the view that the proposition to use SPAC as a vehicle for promoting re-industrialisation through
SMEs would be a mechanism to stimulate sustainable growth of the SME sector.

As discussed above, SMEs are the most vulnerable group of entities due to a lack of resources to
survive a crisis. This lack, according to The Banking Association of South Africa (2019), includes but
is not limited to the lack of management skills and finance, obtaining credit and access to markets,
administrative burdens, and regulatory compliance. A SPAC might be a solution to address these
constraints faced by SMEs with a specific sectoral focus (Marx et al., 2021). Further, in addressing
the lack of management skills and finance of SMEs, the SPAC uses private equity value creation
principles in financing and investing in the SME sector.

Accordingly, this study has reviewed relevant literature and benchmarked with IDC and SAVCA to
determine the possibility of the stimulation of the South African second economy (SME growth and
sustainability) through the adoption of the SPACs re-industrialisation proposal.

2. Literature review

Promoting the SME sector to create an enabling environment by reducing unemployment and creating
a more equitable distribution of wealth is the overall ambition of government support initiatives in
South Africa (Peters & Naicker, 2013) . The most common problems facing SMEs include an
unfavourable legal environment, lack of access to markets and procurement, lack of access to finance
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and credit, low skills levels, lack of access to information, and lastly, a shortage of effective
supportive institutions (Republic of South Africa, 1996). Government support initiatives are
envisaged by the authors to have to ultimately lead to sustainable job creation and increased turnover
leading to growth and sustainability for the SME sector.

Since the purpose of this study is to propose a SPAC as a possible vehicle for promoting re-
industrialisation through SMEs based on the PE value creation principles, the selection below presents
the literature review.

2.1 Special Purpose Acquisition Company

Defining a SPAC

According to Riemer (2007), SPACs are in essence public-traded buyout firms that are incorporated
with the sole objective of raising funds for acquisition through a public offering of their securities.
Kolb & Tykvova (2016) describe SPACs as cash shells that try to buy private operating firms to
which they confer public-listing status. According to Murray (2017), SPACs are shell companies that
originally have no operations and which are created to undertake a business combination with an
operating business. SPACs do not have operations or a business plan other than the intent to acquire
an unidentified business (Thompson, 2010).

A SPAC is an innovative financial structure that raises funds in capital markets through the IPO
process with the objective of acquiring an unknown existing company within a limited time period
(Yochanan & Milos, 2018). Therefore, a SPAC is an alternative to the initial public offering. The
difference between an IPO and a SPAC is that a SPAC can raise funds without any operational assets
and funds are kept in escrow during the period before an acquisition or listing and are refunded when
there is an exit (Jooste, 2019). SPACs are an opportunity for private venture capitalists to make
private equity investments (Yochanan & Milos, 2018). The major stakeholders in SPAC are
management, underwriters, and investors.

2.2 SME sector challenges

It is common knowledge that SMEs struggle in obtaining loans from banks. The struggle related to the
credit application requirements may be linked to the financial health or the balance sheet of the business.
Yoshino, Taghizadeh-Hesary, Charoensivakorn, & Niraula (2015) state that SMEs usually have severe
difficulties with raising money. Lekhanya (2015) states that the most significant difficulties faced by
SMEs include access to finance.

Traditionally SMEs engage with a bank for most of its financial requirements necessary for business
operations. As a result, a bank would provide financial and advisory services to small, medium, and large
businesses. The financial services which are typically tailored to the specific needs of the business
generally include credit cards, transactional banking, savings, asset financing, and loans. Bank loans are
the main sources of financing for the SME sector of an economy (Ramcharran, 2017) . A risk of the
economy stagnating and not prospering is introduced (Cant & Wiid, 2013) when there is a lack of funding
to create new SMEs and sustain the existing ones. It is from this background that the researchers are
exploring strategies such as SPACs to diversify the SME financing environment.

SPAC as a possible vehicle for promoting re-industrialisation through SMEs

SPACs offer enormous potential as a source of funding of seed capital to SME entrepreneurs who are
finding access to capital to fund their businesses onerous and almost impossible at times (Marx et al.,
2021) . The effective use of SPACs as an empowerment vehicle can give stimulus to the active
investment of previously inaccessible capital in the economy (Marx et al., 2021) . SPACs can also
effectively give rise to the empowerment of a broader pool of talented management that may not be
able to progress in the current corporate context, becoming effectively a delivery mechanism for
sustained and broad-based economic empowerment in the economy (Marx et al., 2021) . In
operationalizing the SPAC, the authors are of the view that consideration should be given to the
possibility of incentivizing companies to invest in SPACs. One way of doing this is to possibly
incentivize investors by allocating BBEEE points for investments that meet the required
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empowerment criteria(Marx et al., 2021). Such BBEEE criteria that investment SPACs should meet,
could include aspects such as Enterprise and Social Development, Preferential Procurement;
Management Control, and Ownership (Marx et al., 2021). This is a concept that could be explored to
kick start investments in SPACs for sectoral development and offer investor companies reward for
investing upfront with the possibility of income and capital gain in the long run and accordingly serve
to counter the investment strike and stimulate investment in the local economy which at a sectoral
level should lead to job creation (Marx et al., 2021) . For SPAC companies it would provide the
startup capital that is needed to fund SME businesses.

2.3 Development Finance Institution

The Industrial Development Corporation (IDC) as a development finance institution has the mandate
to maximize development impact through job-rich industrialisation, while contributing to an inclusive
economy by, among others, funding black-owned and empowered companies, black industrialists,
women, and youth-owned and empowered enterprises (IDC, 2021) . The IDC also promotes
entrepreneurial development and growing the Small to Medium Enterprise (SME) sector. The
geographic reach extends beyond the borders of South Africa and covers the whole of Africa to
promote regional economic growth (IDC, 2019).

Who does the IDC lend to?
According to IDC (2020), the IDC lends to private sector companies that are operating in one of the
sectors serviced by its strategic business units (SBUs). There are 13 SBUs and within each unit, certain
sub-sectors or focus areas are covered in that unit’s strategy. The SBUs include:

» Agro-Processing and Agriculture

* Chemical Products and Pharmaceuticals

* Basic and Specialty Chemicals

* Clothing and Textiles

* Heavy Manufacturing

* Light Manufacturing

* Media and Audio Visual

* Machinery and Equipment

* New Industries

* Tourism

* Automotive and Transport Equipment

* Industrial Infrastructure

* Basic Metals and Mining

The IDC also invests in projects along the various stages of the project development life cycle: pre-
feasibility, bankable feasibility, pre-implementation, and implementation. Some of the SBUs listed above
are project focused with inhouse project development skills available (IDC, 2020).

2.4 Private Equity industry

Literature on venture capital (VC) and private equity (PE) depicts a broadly positive view of their
activities (Manigart & Wright, 2013) . Most empirical studies have found that the post-investment
growth and/or performance of investors’ portfolio companies is higher than that of no-venture capital-
backed companies (Manigart & Wright, 2012; Wright et al., 2009). This positive effect is attributed to
investment managers’ selection skills, their value-adding activities leading to professionalization of
portfolio companies, the tightened post-investment governance of portfolio companies including
monitoring activities the provision of additional financial resources, and the transfer of reputation and
legitimacy to portfolio companies (Manigart & Wright, 2013) . It is these positive effects that have
been of interest to the authors when reviewing PE value creation principles in order to inform the
mechanics of the functioning of the SPAC.

The Southern African Venture Capital and Private Equity Association

The Southern African Venture Capital and Private Equity Association (SAVCA) is the industry body
and public advocate for private equity and venture capital asset classes in Southern Africa (SAVCA,
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2020) . SAVCA plays a meaningful role in the sector by conducting industry-specific research,
providing guidelines and standards for the industry as well as promoting the private equity and
venture capital asset classes.

Private Equity Explained

According to SAVCA (2020), a private equity fund is a long-term, alternative asset class, which
entails fund managers raising third-party funds from various classes of investors, to buy assets that are
predominantly privately held. Radu & Mihaela (2014) define a private equity fund as a source of
capital for companies that need capital. It acts as an intermediary between capital holders and a
company that needs financing in order to develop. According to Miller (2011) PE, as a financial
instrument, has become an important element of the financing spectrum of private companies. Further,
as an asset class, it is labelled to generate the highest returns on the capital market mainly due to the
main strategies of PE companies to create value being active ownership (Miller, 2011).

Performance of PE is to a large extent the consequence of a strong alignment of interests between the
managers (general partners) at the private equity firm, the management teams at the portfolio
companies, and the investors (limited partners) in the funds (van Swaay, Leleux, Megally and Leleux,
2015). Further, incentives in private equity are generally stronger, more focused, performance-driven,
and internally consistent than those available to managers in other firms or public institutions. These
strong incentives, and the means to deliver on value-creating strategies, unleash performance at all
levels (van Swaay et al., 2015).

The economic impact made by PE lies in channelling available equity capital to companies that have
no access to public equity markets (Miller, 2011) . As a result, PE turns out to be significant,
particularly for companies, which have not established themselves yet or are facing transformational
challenges to survive (Miller, 2011) . Further, PE is a financing instrument that addresses young
companies focusing on corporate growth. PE fosters innovation, generates high-skilled jobs, and more
fundamentally it creates new employment and new wealth by investing in new technologies and
innovative concepts (Miller, 2011).

One of the true advantages of PE investment lies in the increase of the investee company’s equity
capital and the improvement of its balance sheet structure, which again has a positive impact on its
credit ratings and its negotiating position. But perhaps even more important, it provides stability and
liquidity during investment-intensive years. As a result, companies are able to develop their products
and grow continuously (Miller, 2011).

There are three key types of private equity investment strategies or categories: Venture Capital,
Growth Equity, and Buyouts (Cote, 2021). Venture Capital refers to ‘Seed Capital’ and ‘Start-up and
carly stage’, Growth Equity also known as Development Capital refers to the ‘Expansion and
Development’ stages of business development (SAVCA, 2020). Buyouts are excluded from the scope
of this study since the focus of this paper is promoting re-industrialisation through SMEs i.e. SME
growth and sustainability.

The majority of SMEs require investment capital to pursue their growth strategies, however
displaying low equity ratio and possessing bad credit worthiness they have not been within the risk
appetite of banks and credit institutions. In this regard, PE represents a good alternative solution
providing investment capital (Miller, 2011) at different stages of business development. However, PE
is not without controversy. There are arguments not in favour of positing that PE investors “in their
function as majority shareholders neglect the sustainable development of their portfolio companies in
favour of their temporary value increase” (Miller, 2011).

PE fund managers are considered to be important drivers of economic growth, job creation, and
generating above-average returns for investors (SAVCA, 2019). Investors are increasingly looking to
private equity for investment performance as well as investments that have a positive influence on the
company and the communities around them (Liedtke, 2020). Recent performance indicators of the
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listed market have not been great, however, figures from a financial perspective indicated that private
equity was doing better than the listed space (Liedtke, 2020). Investors continue to look for private
equity investments because the investment performance of private equity funds continues to grow
despite a tough market for listed products.

PE provides an alternate exposure and access to sectors under-represented in the listed markets, and
access to high-growth developing markets that don’t already have a stock exchange. As an alternative,
public equity is exposed to sectors that are represented only in the listed markets (van Lill, 2020). It is
evident from industry research that PE funds recover the initial investment and further obtain a
multiplied gain over the invested sums. The possibility exists that private equity funds are successful
due to the long-term nature of the investment. Companies seek private equity investing for business
expansion, developing new technologies and products, making acquisitions, buying out shareholders,
and restructuring ownership and management (SAVCA, 2020) . These types of investments are
considered to be long-term in nature and therefore potentially suitable for investors looking for long-
term investments.

The purpose of a private equity fund per the definitions above appears to be similar to that of a SPAC.
A SPAC is a vehicle for raising capital to enable the acquisition of viable assets. The viable asset
would, in this case, be the small and medium businesses in the SME sector in need of capital for
growth. Unlike a private equity firm that would manage the private equity fund, a SPAC can raise
funds without any operational assets, and funds are kept in escrow during the period before an
acquisition or listing and are refunded when there is an exit (Jooste, 2019).

3. Methodology

The researchers reiterate that the specific objective of this work is to propose the SPAC based on the
principles observed from the IDC processes and SAVCA. This is an exploratory qualitative study that
used unstructured interviews to review the existing IDC processes and SAVCA PE value creation
principles. An unstructured interview is sometimes referred to as an in-depth interview due to the
tendency of engaging with the units of analysis to the real generation of crucial information about
personal experiences and perspectives (Bihu & Ghafoor, 2020).

Two independent experts were purposively invited for an unstructured interview to obtain information
about the IDC processes and the PE industry value creation principles. The researchers interviewed a
manager in a business unit at the IDC, Mr. Kofi Amparbeng, and interviewed the CEO of SAVCA,
Ms. Tanya van Lill.

4. Findings

4.1 IDC processes

The interview conducted with a manager in a business unit at the IDC provided insights into the inner
workings of the IDC and the process followed to identify and select a prospective investee. When asked
how the IDC decides on which companies to invest in, the following response was noted.

Applying to the IDC is an evergreen process. A potential client can apply at any point and the key
documentation required for the IDC to consider their proposal is a detailed business plan. Depending on
where the client’s business is located, the business plan will be appraised by either the Pre-Investment
Business Unit (PIBC) — for all applicants based in Gauteng, or one of the Regional Offices — for
applicants based outside Gauteng. There are 15 satellite / regional offices with at least one office based in
each one of the 8 other Provinces (excluding Gauteng). An employee that works in PIBC or the Regional
Offices would perform a ‘Basic Assessment’ once the employee receives the business plan. They will
gather information and documents to assess whether the potential client complies with the IDC funding
requirements, including whether it falls within the SBU’s mandate. This also serves as a preliminary risk
assessment. The outcome of the Basic Assessment is to either propose that the SBU should do a more
detailed investigation i.e. a due diligence to verify the merit of the transaction. Alternatively, they may
decide not to proceed further given several reasons including the proposal falling outside of IDC mandate,
or no economic viability could be ascertained.
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The due diligence process is managed by the relevant SBU. This is an investigation into the economic
merit of an application, which includes all aspects that could influence the sustainability and profitability
of the entity. The due diligence team will have individuals with competencies in the various areas that are
assessed in detail including financial, marketing, technical, legal, environmental, and asset valuation. The
team will conduct the due diligence based on first principles as far as possible rather than relying on the
client’s assumptions. This is effectively creating budgets from scratch based on the team’s analysis of the
various drivers of the business.

The team will formulate a view on whether to support the deal primarily based on the ability of the
company to repay the IDC funding in line with the general terms of finance. The key tools used to assess
this is the financial model that would have been constructed independently. They will also evaluate the
key findings from the marketing, technical, legal, environmental, and asset valuation due diligence as part
of the decision. Another important consideration is an assessment of the key management running the
business and their ability to deliver on the business plan.

A submission is prepared to recommend the terms and conditions for IDC’s investment and this is
considered by the IDC’s Investment Committee (IC). The IC has the final authority on approving or
rejecting the deal and agreeing to the recommended terms of financing or modifying them (Amparbeng,
2019).

The authors are of the view that the process discussed above is thorough and detailed to identify risks and
potential returns from businesses looking for support and funding from the IDC. Based on this process
followed, the post-1994 era has seen the IDC contribute significantly to the expansion and diversification
of SA’s industrial base and in the process facilitate job creation, reducing inequality and promoting
economic growth. Given South Africa’s history, inclusive growth and structural economic transformation
have been key focus areas for both government and the private sector as they seek to help the country
realise its full economic potential. The role of the IDC has been critical in helping the country achieve
these objectives (IDC, 2016). However, the full extent of the objectives has not been achieved.

It is the authors’ view that the applications of similar principles used at the IDC in a SPAC may produce
similar or even better results. The thorough and detailed approach to investing is a good foundation for
identifying SMEs who will be effective in contributing to the achievement of the economic objectives of
South Africa.

4.2 PE value creation principles

The globalization of the financial system has introduced access to capital markets. This has meant that
investors looking for profit opportunities have increased their activity in this market regardless of
their financial power (Radu & Mihaela, 2014). This attraction suggests that SMEs seeking funding no
longer have to go to banks to obtain loans for expansion but may consider accessing investors that
now reside in the capital markets. Where the bank used to be the lender of choice for smaller
businesses they are “gradually being replaced by associations or consulting and/or investment groups,
identified as private equity investment funds” (Radu & Mihaela, 2014) amongst others. For this study,
investment groups are considered to be government-owned funding vehicles such as the IDC and
privately owned funding vehicles such as private equity funds.

PE funds differ from traditional investments in listed shares or bonds in that they are illiquid and long-
term (Buchner, 2017). Due to the typical maturity period being ten years it may appear that to exit the
investment before the maturity period would be costly for an investor. Further, private equity differs in
that the investor first makes an initial capital commitment which is transmitted at a future date in
response to a capital drawdown by the private equity fund (Tabo, 2019). The capital drawdowns are
not known to suggest that an investor is investing in an underlying asset where what is only known, for
example, the fund size, investment mandate, industries, geographic focus, and life stages of the
company (van Lill, 2020) . Despite not knowing the timing of drawdowns, private equity funds
continue to be the number one consideration for investment performance.
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According to SAVCA (2020) and van Lill (2020), the following are the contributing factors to private
equity returns:

*  PE Funds make equity investments directly into portfolio companies.

*  PE is a long-term investment, improving sustainability in changing and/or volatile market
conditions.

*  Fund Manager’s work with the management of the portfolio companies to improve
company performance.

*  Alignment of interest between the PE fund managers and the management of the managers
of the businesses in the portfolio.

*  Good PE firms also excel at identifying the 1 or 2 critical strategic levers that drive
improved performance.

*  They are renowned for excellent financial controls and for a relentless focus on enhancing
the performance basics — revenue, operating margins, and cash flow.

*  They can introduce skills and networks into the operating companies to help scale the
business.

*  The PE fund manager takes ownership — it is the ultimate accountability model and a
significant driver of return.

*  PE fund managers invest their money alongside their investors’ money.

*  They have skin in the game.

* PE plays a crucial role in the growth and survival of portfolio companies (investee
businesses), increasing employment, innovation, and economic growth.

Superior returns would have to be expected to incentivize companies to invest in SPACs. SPACs, in
partnership with the government, established with the specific intention of stimulating South Africa’s
second economy would have to be structured with the above contributing factors to PE returns as a
framework.

5. Conclusion and recommendations for future research

The objective of this work was to propose the SPAC, based on the IDC processes and PE value creation
principles observed from SAVCA, as a possible vehicle for promoting re-industrialisation through small
and medium-sized enterprises. Firstly, this was done by providing background information about SMEs in
South Africa and current government policy on small businesses. Secondly, the paper provided an
overview of the literature currently available on SPACs, SME sector challenges, the purpose of DFIs as
well as an overview of the PE industry. Research on the SPAC not used solely to finance SMEs through
debt and being used as a mechanism to operationalize the social compact that is a fundamental approach
of a developmental state is scarce. This paper makes a significant contribution to the existing body of
knowledge. The findings are relevant given that public sector programmes to stimulate sustainable growth
of the SME sector are struggling.

The paper finds that SPACs, when structured according to PE value creation principles, offer a unique
opportunity to stimulate growth in the second economy and SME sector in the form of an element of
taking on an equity ownership stake as well as management skills transfer. It also finds when SPAC is
benchmarked with IDC and SAVCA the results for the SMEs would be: an introduction of skills leading
to the professionalization of the business; networks to help scale the business; excellent financial controls
with a relentless focus on enhancing revenue, operating margins and cash flow; investments made to
solidify or improve their position among the competitors; and tightened post-investment governance
which includes monitoring activities, the provision of additional financial resources and the transfer of
reputation and legitimacy to the business.

Future research could consider the funding mechanism for the SPAC to be realised by JSE-listed entities.
The authors are of the view that JSE-listed entities could contribute a percentage of their profits to the
SPAC as an equity contribution, much like the provisions of the mining SETA requiring mines to pay 1%
of their payroll as a skills development levy (Minerals Council South Africa, 2022). The benefit of this to
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the JSE listed entity is that the organisation then has equity in the SPAC and will enjoy any benefits of
dividends declared by the SPAC.
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Keywords Abstract

Business confidence; The current macroeconomic environment in South Africa is in uncertain
inflation, consumer times, with high levels of inflation, unemployment and lower levels of
confidence, exchange economic growth. These factors, and more, all have an impact on business
rate, unemployment rate, confidence. This study employs a quantitative approach to investigate
South Africa. which macroeconomic variables have the biggest influence on business

confidence in South Africa for the period Q12010 to Q42019 with the use
of the autoregressive distributed lag model (ARDL). The findings revealed
that variables such as inflation, unemployment and the rand/US dollar
exchange rate harm business confidence, with increased levels of GDP
having a positive influence. Consequently, the study suggests that getting
inflation, exchange rate volatility and unemployment under control would
lead to higher levels of business confidence and an influx of foreign
companies wanting to do business in South Africa.

1. Introduction

1.1. Problem statement

Investment decisions are undoubtedly guided by feelings and expectations about the country’s
business and economy (Lucey and Bowling, 2005). The evolving business environments in the
country, together with the changing consumer requirements, are putting pressure on business owners
operating a high-risk-bearing business to in fact manage the business more flexibly and efficiently
(Olkiewicz, 2022). Business confidence (BC) is one of the most significant tools used to track output
growth as well as predict possible economic contraction and expansion because business activities in
the country cover all sectors of the economy (Oluwaseguna and Olivide, 2021). Therefore, confidence
and trust are important components in business today, because Oluwaseguna and Olivide (2021)
identify the well-being of the business (based on the ease of doing business), the perception of
businesspeople and firms, and the predictability of the future growth path of the economy as
important aspects of business confidence. Business confidence, therefore, refers to the level of
pessimism or optimism that managers have about the prospects of their businesses (Mendicino and
Punzi, 2013).

Having confidence in the country’s financial system and economy at large is what contributes to
economic and financial stability in the country. This is supported by the fact that business confidence
has an impact on the various factors that affect a nation’s economy, where if business confidence is
low, the ‘wait and see’ attitude is adopted by various stakeholders, such as the business sector,
consumers, and investors — foreign and domestic — because of the fear of the unknown (Maredza and
Nyamazunzu, 2016). It is also common that when business confidence is low, consumers tend to defer
their spending into the future rather than spending in the present. Conversely so, consumers tend to
spend more when they feel confident about the prospects of the economy, and this occurs when
business confidence is high, thereby implying favourable economic conditions prevailing in the
country. It is, however, interesting that a decline in BC does not contribute positively to the economy,
while on the other hand, a deteriorating economy does not positively contribute to business
confidence either (Maredza and Nyamazunzu, 2016). Due to this, researchers and policymakers have
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been constrained by the need to analyse which macroeconomic variables influence business
confidence and unfortunately not much has been done on an empirical level to identify this.

According to the South African Chamber of Commerce and Industry SACCI (2016), a record peak in
business confidence was recorded in December 2006, when the business confidence index (BCI)
stood at 141.2 (2015=100). Be that as it may, a steady decline in business confidence has been
recorded since 2008, and South Africa, unlike many other developing countries, has since struggled to
attain post-crisis confidence levels in its economy for more than a decade now (Smit, 2021).
According to SACCI (2022:3), an annual 0.4 index point decline was recorded for South Africa
between January 2021 and January 2022, whereas a 94.1 BCI was recorded for January 2022.
Additionally, a decline to 91.0 in BCI was recorded in September 2021, after a high of 97.0 in May
2021 was recorded (SACCI, 2021:3). Moreover, the lowest business confidence index point since its
inception in 1985 was recorded in May 2020, where BCI was recorded at 70.1 (SACCI, 2021:3). As
such, SACCI (2020:3) asserts that from an annual perspective, between April 2019 and April 2020,
South Africa’s BCI was recorded to have declined by 15.9 index points. The deterioration in business
confidence has been further exacerbated by the Covid-19 pandemic, which brought about increased
volatility in global financial markets, increased financing costs, continuous power outages (load-
shedding), reduced trading volumes, increased vandalism, and looting, which all did not help to
restore confidence in business in SA (Sibeko, 2022).

As the country tries to pull itself out of the economic downturn exacerbated by the Covid-19
pandemic, business confidence is still lagging, and this could pose a serious constraint on improving
the country’s economy, especially in terms of acquiring investments. As such, the concept of business
confidence is consequently important as it is a significant tool to assess the prevailing economic
climate in a country (Van Rooyen, 2011). Although many studies have attempted to analyse business
confidence, many researchers have analysed the impact of one variable on business confidence. For
example, the study of Kirchner (2020) analysed the effect of changes in monetary policy on consumer
and business confidence, while the study of Sum (2014) analysed the effect of business and consumer
confidence on stock market returns, while Khan and Upadhayaya (2020) investigated whether
business confidence matters for investments. Although some studies have investigated some
economic variables (one or two) with other variables such as consumer confidence, and business
confidence, very few studies have evaluated specific macroeconomic variables and their influence on
business confidence in South Africa, yet it plays a pivotal role in attracting the much-needed
investments for the country’s growth and development. This paper is therefore unique in the sense
that it analyses the influence of specific macroeconomic variables only on business confidence in
South Africa.

Research regarding the influence of macroeconomic variables on business confidence remains an
untapped area of research, mainly due to difficulties in measuring and identifying these significant
economic variables (Barsky and Sims, 2012). Therefore, this paper aims to contribute to the growing
body of literature on the role, magnitude, and significance of specific macroeconomic variables that
cause a change in business confidence, specifically within the South African context. By so doing, the
primary objective of this paper is therefore to critically analyse and identify which macroeconomic
variables cause an increase or decrease in business confidence in South Africa. By so doing, this will
allow policymakers to put more focus on stabilising the country’s macroeconomy in such a way that
positively contributes toward an increase in business confidence in the country.

2. Literature review

Business confidence can be analysed from different perspectives, and consequently, it affects many
research fields. According to Olekiewicz (2022), business confidence was first considered a part of
ethics, theology, and human philosophy. However, he further postulates that, over time, business
confidence included aspects of social psychology as well as sociology. Be that as it may, Rehman
(2020) and Rudzewicz (2016) assert that business confidence is currently a phenomenon in the
business and economic environment due to its impact on a nation’s economic system at large. This,
therefore, increases the growing interest in business confidence by practitioners and scientists in
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management sciences, economics and business. Therefore, sentiments can be used to define the
economic participants’ views on the future economic developments that could influence the economy
because they can influence the participants’ current decisions (Nowzohour and Stracca, 2017).

According to John Maynard Keynes (1936), incoherent thoughts might affect people when they
pursue their financial self-interests, especially during times of economic instability. Maynard further
indicates that during times of economic uncertainty, people make financial decisions based on what he
called the ‘animal spirit’ (Keynes, 1936). As such, this ‘animal spirit’ is used as a euphemism to
describe the emotion of pessimism, hope, confidence, and fear that can affect a person or business’
decision-making process. Therefore, the confidence level will be low when the ‘animal spirit’ is low
and conversely so, when the ‘animal spirit’ is high, this simply translates to high confidence among
economic participants. This is because increasing business confidence in a nation results in positive
economic sentiments, which translates to more people being hired by businesses. When certain
disruptive circumstances such as trade barriers, political instability, health pandemics, peace and other
disturbances arise in the economy, affecting business confidence in the country, businesses are most
likely not to take on new risks (Camba, 2020). This, therefore, damages the general morale in the
economy, causing significant job losses and leading to an overall increase in unemployment in the
country. Moreover, businesses that cannot protect their existence will therefore without a doubt
contribute to the dangerous cycle of unemployment (Camba, 2020). Additionally, because the gross
domestic product, commonly known as GDP, is among the most important indicators used to measure
a nation’s economic performance at large, GDP represents economic production and growth, and this
has an impact on all economic participants of a country. This is because, when GDP is high or strong,
consumers increase their spending on goods and services (Stats, SA, 2013). Therefore, when
economic growth is strong, firms, businesses and investors have more confidence to invest, and the
opposite is true when GDP is low (StatsSA, 2013).

On the other hand, the implementation of effective monetary policy also plays a critical role in
ensuring confidence in the economy, since the SARB can directly or indirectly influence the exchange
rate, inflation, and interest rates. Furthermore, factors such as inflation expectations, the exchange rate,
and the interest rate all play a significant role in ensuring business confidence in the economy.
Monetary policy uncertainty is characterised by constant changing interest rates and high inflation,
where various macroeconomic indicators can be used to assist and shape consumer and business
expectations about the future (Kurov and Stan, 2018) since monetary policy stability has a significant
role in maintaining private sector confidence. Additionally, the literature has also shown that during
times of exchange rate crisis, it seems as though exchange rate volatility matters more to sentiments,
and that effect of exchange rate volatility on sentiment seems to be more visible under extreme
economic conditions (De Brouwer, 2004). This is because the exchange rate crisis itself is more costly
than the exchange rate volatility, and therefore he asserts the importance and implication of the
careful selection of an exchange rate regime that minuses the risk of having a crisis. Additionally, he
further asserts that in countries that follow a flexible currency regime, people might get accustomed to
living with exchange rate volatility, to a point where this volatility tends to create less uncertainty in
the long run and therefore leads to a reduced negative impact on confidence because people would
have been used to the fact that the exchange rates can go up and down without causing significant
distress to the economy at large.

According to O’reilly (2022), business confidence data is one of the most powerful sources that move
forex prices as well as other markets. The literature also further postulates that when business
confidence is high, the market will, in general, perceive this as positive for the country’s currency
because increased confidence shows signs of growth and expansion. O’reilly (2022) does also
highlight that confidence indexes or surveys are not necessarily good predictors of currency
movements. Additionally, the link between inflation and business confidence is quite straightforward,
as per the definition of inflation, the continuous price increases in goods and services cause negative
shocks in terms of how businesspeople and managers perceive future business prospects. Therefore,
the impact of inflation on a business may be insignificant in the short run, but this can, however,
quickly make a significant impact on the business in the long run because, when inflation increases,
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this causes a reduction in consumers’ purchasing power, thereby implying that businesses will be
selling less of their products, which also means reduced profits for the business. As such, the reduced
profits become a constraint on the ability to grow and invest in the business.

Although attempts have been made to evaluate the influence of certain economic variables on
business confidence, from an empirical perspective, researchers have not reached a consensus. For
example, making use of a regional spatial panel approach, Coetzee (2014) investigated the
relationship between business confidence indicators and real GDP. The results obtained from this
study found a positive relationship between business confidence and real GDP. Furthermore, the study
of De Jong and Mncayi (2018) investigated the impact of business confidence and investment on
economic growth in post-apartheid South Africa. The study used time series data starting from quarter
1 of 1995 to quarter 4 of 2014. A one-way causal relationship was found between the repurchase rate
of the South African Reserve Bank (SARB) also known as the repo rate and business confidence,
while a bidirectional causality was found between GDP and business confidence. The result, therefore,
suggests that the repo rate Granger causes fluctuations in business confidence in the short run, while
fluctuations in GDP and business confidence Granger cause fluctuations in each of the variables,
respectively. Additionally, Ndou et al. (2017) found evidence that GDP growth in SA and
consumption expenditure tend to decrease more when there are negative shocks in business
confidence.

Another study also showed that business confidence is not only an important indicator of economic
growth; however, but it is also a leading indicator of business fluctuations occurring in SA (Kershoff,
2000). Using the ARDL approach, the study of Maredza and Nyamazunzu (2016) used quarterly time-
series data from 1975 to 2015 and 2002 to 2015, respectively, and investigated business confidence
and financial services business confidence in South Africa by identifying the key domestic drivers and
the nature of their impact. The findings of this study suggested that the exchange rate, inflation
outlook, economic growth, stock market performance, and interest rates have a significant impact on
business confidence in South Africa. The study therefore concluded and emphasised that
macroeconomic stability drives business confidence in the country.

Moreover, Olekiewicz (2022) investigated the impact of economic indicators on the evolution of
business confidence during the COVID-19 pandemic period, where the study assessed the G7 and E27
countries and Poland for comparative purposes for the years 2015 to 2021. The results of the study
revealed a negative relationship between GDP, unemployment, inflation, and business confidence
during the Covid-19 pandemic. Additionally, the study by Kumalo (2013) made use of quarterly data
from the first quarter of 1993 until the first quarter of 2013 to investigate business confidence and
inflation in South Africa, using the variance decomposition and GIRF method. The study revealed
that fluctuations in inflation cause negative shocks to how business owners and managers in SA
perceive the prospects of their business.

The study of de Mendonga and Almerida (2018) investigated the importance of credibility for
business confidence with evidence from an emerging economy, i.e., Brazil. The study asserted the
importance of monetary policy and concluded that a credible monetary policy encourages improved
decision-making; however, the study also highlighted that institutional uncertainty discourages
business confidence. Moreover, the study of De Brouwer (2004) investigated the empirical
relationship between exchange rate volatility and survey measures of household and business
confidence in Malaysia, Japan, Singapore, Australia and Korea, and consequently emphasised that
business sentiments are sensitive to exchange rate volatility. As such, empirical evidence on
macroeconomic variables that cause changes in business confidence seems to not have been in
consensus for more than a decade now. As such, against the limited evidence in the literature, this
study, therefore, investigates the influence of specific macroeconomic variables on business
confidence in South Africa.
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3. Data and methodology

3.1 Data and data sources

This study follows a quantitative approach in reaching its objective, where secondary time series data
was used. The data was sourced from the South African Reserve Bank (SARB) and from the Bureau
for Economic Research (BER), which was established in 1944 and recorded the first BCI index value
in the first quarter of 1969 (Bureau for Economic Research, 2022). This study used the BCI index
formulated by the BER because the BER forecasts, analyses, monitors, and identifies economic trends
— domestically and internationally — that have an impact on the South African business environment
(University of Stellenbosch, 2022). Moreover, the BER index is quite popular among researchers who
are conducting quantitative analyses of business confidence, such as the study by De Jongh and
Mncayi (2018) and Maredza and Nyamazunzu (2016). The time series data utilised in the study
consists of 40 observations, which are over the n=30 rule of thumb for sample sizes. Quarterly time
series data was used, ranging from quarter 2010 Q1 until 2019 Q4. This period was chosen due to the
availability of data. The study, therefore, made use of the BCI as the dependent variable. The
explanatory macroeconomic variables selected were chosen because of the significant role they play
in the South African economy, and these are summarised in table 1 below. Additionally, these
variables are key macroeconomic indicators that are used by various policymakers and institutions
such as the South African Reserve Bank (SARB) and Statistics South Africa (Stats SA) in analysing
the progress of the country’s macroeconomic environment. Table 1 below therefore provides a
summary of the data description as well as the expected signs.

Table 1: Description of the variables

Variable Abbreviation used | Description Expected sign (+/-)

Business confidence BC This is the recorded | This is the dependent
business confidence level | variable of the study
index.

Real gross domestic | GDP GDP at constant prices As GDP increases, so will

product the business confidence in

SA increase.
A positive (+) sign is
expected

Inflation CPI Consumer price index If there is an increase in
the inflation rate,
everyday life and products
will become more
expensive and business
confidence will decrease.

A negative (-) sign is

expected
Unemployment rate UNEMP The quarterly | With an increase in the
unemployment rate as | unemployment rate, there
published by Stats SA. will be a negative effect
on business confidence in
SA.
A negative (-) sign is
expected
Real exchange rate EXCH The rand/dollar exchange | With the rand depreciating
rate. against the US dollar, the

cost of doing business in
SA increases and this has
a negative effect on
business confidence.

A negative (-) sign is
expected

Source: Authors own table
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3.2 Methodology

Since this study follows a quantitative research approach using time series data, the first step in the
analysis requires testing the variables used for stationarity, using the unit root test. It is through the
unit root test the model selection can be confirmed. The study, therefore, used the Augmented
Dickey-Fuller (ADF) unit root test to ensure that all variables are stationary and that no variable is
integrated at the order I (2). When the null hypothesis is rejected, this infers that the series is
stationary and that the series doesn’t have a unit root.

The study made use of the Autoregressive Distributed Lag (ARDL) model developed by Pesaran and
Shin (1996), and later modified by Pesaran et al. (2001) to evaluate the influence of selected
macroeconomic variables on business confidence in South Africa. The ARDL model was chosen
because of the numerous advantages it has over other models which includes allowing for stability in
the model, even with a limited sample size (Kharusi and Ada, 2018). The ARDL model also allows
for variables to be integrated at different orders of integration, i.e. integration at either I (0), I (1) or a
combination of both (Meyer and Mothibi, 2021). Another advantage of the ARDL model is that it’s
able to analyse the relationship between the variables using a certain number of lags for each selected
variable, unlike the Vector Auto-Regressive (VAR) model for example (Habanabakize et al., 2021).
Moreover, the ARDL model can simultaneously provide short and long-run estimations, hence why
this model was chosen by the study.

The following model was formulated to evaluate the influence of specific macroeconomic variables
on business confidence in SA.

ALBC, = <o + ¥ B1ALBC,—; + ¥, B1LGDP,_; + ¥ 91LCPI,_; + ¥ a LEXCH,_; +
Y9 8;LUNEMP,_y + y1LBC; + y,LGDP, + y3CPI, + y4,LEXCH, + ysLEXCH, + & (1)

Where LBC is denoted by the logarithm of business confidence at a time ¢, which is then followed by
LGDP which is the logarithm of economic growth at a time ¢, followed by LCPI which is the
logarithm of inflation at a time t , followed by LEXCH, the logarithm of the real effective exchange
rate at a time t and lastly, LUNEMP denotes the logarithm of the unemployment rate at a time ¢t.
Moreover, &; denotes the error term, A denotes the difference operator, while n and q; 1~q4 denote
the optimal lag length, while the long-run dynamics are denoted by y1~Vs.

Once the ARDL model has been formulated, the next step is to establish if a cointegrating relationship
exists between the variables, through the following hypothesis:

Hy =vy1 =v2 =y3 =Y4 =Vs = 0 (no cointegration)
Hi=vy1#y; # V3 # V4 # Vs # 0 (cointegration)

By comparing the critical bounds value and the F-statistic value, the conclusion of the hypothesis can
be made. When the F-statistic value is greater than the upper bound critical values, then the
conclusion of cointegration between the variables can be made, thus the rejection of the null
hypothesis. Alternatively, when the F-statistic value is lower than the lower bound critical value, then
the conclusion of no cointegration between the variables can be made, thus indicating that there is no
long-run relationship between the variables, thus the null hypothesis is not rejected. Furthermore,
when the F-statistic lies between the lower and upper critical bound values, then the results obtained
are inconclusive (Pesaran et al., 2001). Furthermore, once cointegration is confirmed, the next step in
the ARDL method requires the estimation of the Error Correction Model (ECM), which is estimated
in the following equation below:

ALBC, = &+ Y B.LBC,_; + X1 8, LGDP,_; + X% 6,LCPI,_; + X% wLEXCH, ; +
Y3 0,LENEMP,_; + 9ECT,_; + & )
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The error correction term which is denoted by ECT and its coefficient which is denoted by ¢ are used
to measure the speed of adjustment towards long-run equilibrium. As such, Da “gdevire (2012)
confirms that the ECM captured the degree to which short-run shocks are corrected to equilibrium.
Moreover, the rule of thumb is that the error correction term (ECT) must be negative and have a
statistically significant probability value, to show convergence to equilibrium and a cointegrating
relationship between the variable used by the study (Meyer and Mothibi, 2021). The last step in the
analysis requires stability and diagnostic testing, where several diagnostics and stability tests such as
the serial correlation tests, heteroscedasticity test, normality test and stability tests will be conducted.

4. Results and discussions
The section below provides the findings and discussions of the results obtained by the study.

4.1 Unit root test results

To evaluate specific macroeconomic variables on business confidence in South Africa, the ARDL
method requires that all variables should be stationary and that no variable be integrated at order I (2),
as this would lead to spurious results (Asteriou and Hall, 2015). Therefore, table 2 below provides the
results of the ADF unit root test.

Table 2: ADF unit root test

Variables Model Levels 1% Difference Integration order
LBC Intercept 0.2742 0.0068*** 1(1)

LGDP Intercept 0.0050* - 1(0)

LCPI Intercept 0.0018* - 1(0)

LUNEMP Intercept 0.9930 0.0317** I(1)

LEXCH Intercept 0.8043 0.0001* 1(1)

Note: ***, **_ *: 1%, 5% and 10% significant level respectively.

Source: Compiled by authors

The results obtained from the ADF unit root test show that no variable is integrated at order I (2),
indicating that all variables used in the study are stationary. The results from the ADF test also
confirm that variables LBC, LUNEMP and LEXCH are stationary at first difference I (1) level of
integration, while LGDP and LCPI are stationary at I (0) level of integration.

4.2 ARDL Bounds testing results

The Schwartz Information Criterion (SIC) was used to select the best ARDL model, where the ARDL
model (3, 3,0, 1, 1) was selected and applied to the bounds testing procedure. The results from the
bounds test are therefore summarised in table 3 below.

Table 3: Bounds test results

Selected model (3,3,0,1,1) Order of integration
Test statistics Value Significance 1(0) 1(1)
F-statistics 10.05373 10% 2.2 3.09
k 4 5% 2.56 3.49
1% 3.29 4.37

The results obtained from the Bounds test indicate that the F-statistic, 10.05373 is greater than the
upper critical bound value I (1) at 1% and 0.01 level of significance. The results indicate that the null
hypothesis of no cointegration is rejected, and the alternative hypothesis of cointegration is accepted.
This, therefore, indicates that there is a long-run relationship between the variables used in the study.
Additionally, the results indicate that the long-run behaviour of business confidence in South Africa is
influenced by the selected macroeconomic variables namely, economic growth, unemployment,
inflation and the real effective exchange rate.
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4.3 Long-run relationship estimation results
From the estimation of the ARDL model results, the following long-run equation is discussed below:

LBC = 2.834"*LGDP — 0.305"LEXCH — 0.190*LCPI — 3.718""*"UNEMP — 27.1143 3)

A positive and significant relationship is observed between business confidence and economic growth,
where a one per cent increase in economic growth will on average result in a 2.83 per cent increase in
business confidence in South Africa. This, therefore, indicates that when South Africa’s GDP
increases, business confidence in the country will also increase, which alludes to the fact that when
people in the country earn more income thus business confidence will also rise. Similar results were
also found by Coetzee (2014) and De Jongh and Mncayi (2018) who also found a positive relationship
between business confidence and economic growth. A negative and significant relationship is
observed between business confidence and the real effective exchange rate, where a one per cent
increase in the exchange rate will on average result in a 0.30 per cent decline in business confidence
in South Africa. This is essentially true because when the rand depreciates against the US dollar, there
will be a decline in business confidence as it becomes more expensive to do business in South Africa.
Similar results were also found in the study of Maredza and Nyamazunzu (2016), who also found a
negative and significant relationship between business confidence and the exchange rate.

Moreover, a negative and significant relationship was observed between business confidence and
inflation, where a one per cent increase in inflation will on average result in a 0.19 per cent decline in
business confidence in South Africa. In the case of South Africa, this is true, because when the
general prices of all goods and services rise, conducting business in the country becomes more
expensive, thus leading to a decline in business confidence. Maredza and Nyamazunzu (2016) found
corroborating findings, who also observed that inflation has a significant impact on business
confidence. Furthermore, a negative and significant relationship was also observed between business
confidence and the unemployment rate in South Africa, where a one per cent increase in the
unemployment rate will on average result in a 3.71 per cent decrease in business confidence. High
levels of unemployment in a country puts strain on government resources and chase away potential
investment opportunities, making the business environment in the country unstable thus causing a
decline in business confidence. Similar results were also found by Olekiewicz (2022) who also found
a negative relationship between business confidence and unemployment.

4.4 Error correction and short-run dynamics result
The findings of the error correction model are summarised in table 3 below.

Table 4: Error correction and short-run results

\Variable Coefficient Std. Error t-Statistic Prob.
ID(LOGBC(-1)) 0.308646 0.121322 2.544020 0.0178***
ID(LOGGDP(-1)) 0.331761 0.117110 2.832892 0.0092***
ID(LOGEXCH) -1.225433 0.233552 -5.246946 0.0000%***
ID(LOGEXCH(-1)) -0.605027 0.269365 -2.246126 0.0342**
ID(LOGEXCH(-2)) -0.448233 0.255262 -1.755975 0.0918*
ID(LOGCPI) -0.129650 0.049288 -2.630452 0.0147***
ID(LOGUNEMP) -1.804913 0.445831 -4.048428 0.0005***
CointEq(-1)* -0.786916 0.119195 -6.601904 0.0000%**
Note: ***, ** *: 1%, 5% and 10% significant level respectively.

Since the long-run relationship has been confirmed, this suggests determining the speed of
adjustments of short-run shocks towards long-run equilibrium. To achieve this, the error correction
model was estimated. As shown in Table 3 above, the error correction term (-0.786916) is negative
and statistically significant. This value, therefore, suggests that approximately 78 per cent of the
models’ short-term fluctuations are corrected in the long run. Furthermore, similar to the results
obtained in the long run, the outcomes of the short run results suggest that all the explanatory
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variables are statistically significant to influence sort term changes in business confidence in South
Africa. The real effective exchange rate and unemployment have the largest negative impact on the
short-term behaviour of business confidence. Therefore, a one per cent increase in the real effective
exchange rate will on average result in a 1.22 per cent decline in business confidence, and the lagged
value of this variable also has a negative impact on business confidence, while a one per cent increase
in the unemployment rate will on average result in a 1.80 per cent decline in business confidence.
Additionally, an increase in economic growth has a positive effect on business confidence, as a one
per cent increase in economic growth will cause short-term business confidence to grow by 0.33 per
cent. While on the other hand, a one per cent increase in inflation will on average cause a 0.12 per
cent decline in business confidence in the short run. Based on both the long and short-run results, the
study can conclude that business confidence is affected positively by economic growth and negatively
by rising inflation, unemployment and depreciating exchange rates.

4.5 Diagnostics and stability test results
To confirm and ensure that the model used was reliable and stable, various diagnostic and stability

tests were conducted as summarised in table 5 below.

Table 5: Diagnostics and stability test results

Test Null  hypothesis | P-value Decision
(Ho)

Breusch- Homoskedasticity 0.9910 Hy not
Pagen-Godfrey rejected
Breusch- No serial Hy not
Godfrey Serial | correlation 0.4601 rejected
Correlation
LM Test
Jarque-Bera There is normality | 0.6156 Hy not
(JB) rejected
Ransey The model is | 0.213 Hy not
RESET accurately specified rejected
CUSUM Model is stable 15

10

5

0 — —

5 — = =

-10

-15
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From the results obtained, table 5 above suggests that the ARDL model (3, 3, 0, 1, 1) is reliable and
accurate because the null hypothesis of no serial correlation, residuals are normally distributed, and
homoscedasticity are not rejected. Furthermore, the results from the Ramsey RESET test also indicate
that the model used by the study was accurately specified. Additionally, the outcome of the Ramsey
RESET test was also confirmed by the CUSUM test, where the graph also showed that the model is
stable with it being in the 5% significance parameters. Therefore, the stability in the parameters of the
study conducted indicates that the relationship between business confidence (dependent variable) and
the selected explanatory variables was reliable during the sample period evaluated by the study.
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5. Conclusion

This study investigated the influence of specific macroeconomic variables on business confidence in
South Africa using quarterly time series data from 2010Q1 to 2019Q4 using the ARDL method. The
findings of this study revealed a negative and significant relationship between the exchange rate,
inflation, unemployment, and business confidence, while a positive and significant relationship
between GDP and business confidence was found. The findings, therefore, suggest that lower levels
of business confidence are driven by a depreciating rand/US dollar exchange rate, rising inflation rate,
and rising unemployment (the opposite is also true), while economic growth increases levels of
business confidence in South Africa. Findings are therefore consistent with the theory and the study’s
expectations. The findings also suggest that policymakers, government officials and the SARB need
to work together in coordination to direct more resources towards ensuring that unemployment
remains as low as possible and that exchange rate volatility is limited. Additionally, policymakers and
the SARB need to direct resources towards keeping inflation as low as possible between the inflation
target set by the SARB of between 3 and 6%, which is currently a big problem in SA, since inflation
rates were recorded at 6.5% in May 2022, which was a five-year record high (SARB, 2022). Even
though the findings of the study are appropriate and applicable for policymakers and economic
authorities in the country, the study was however limited to using the chosen five explanatory
variables due to the availability of data. Therefore, further studies should consider using other
explanatory and economic variables that might also have an influence on business confidence and are
not used by this study. In addition, the study used the quarterly business confidence index data
obtained from the BER. Future studies could use annual business confidence index data provided by
SACCI. Overall, policymakers should ensure continued economic growth in the country, as this will
improve and encourage business confidence in South Africa. It is therefore important to get this
important variable that can harm business confidence in the country under control, because only then
would there be proper levels of confidence in South African businesses, and this will result in an
influx of foreign companies wanting to do business in South Africa.
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Flow state; MBA; The Master of Business Administration (MBA), first introduced at Harvard in
teaching;  learning; 1908, remains in high demand to this day, and over more than a century of
pedagogy; existence, have clearly been a key scholarly research domain. Notwithstanding
andragogy; the global demand and research efforts, the homogeneity of teaching and
heutagogy; business learning practices is noticeable, and arguably this habituation over time may
schools. have unfavourably impacted on curriculum, teaching and learning innovation.

This position paper argues that the excessive focus on pedagogy created a
neglect of andragogy and heutagogy and proposes a case for enacting flow
state into MBA teaching and learning. MBA educators are challenged by the
dilemma of transitioning from pedagogy to andragogy, and ultimately
heutagogy, along with the elusive goal of facilitating deep engagement in
learning activities. Flow theory proposes that when in flow, a person becomes
totally involved in an activity and experiences numerous positive experiential
characteristics. This position paper argues that by creating the conditions for
flow, deep engagement, and improved academic performance may be
achieved. By applying Critical Interpretive Synthesis (CIS), a conceptual
framework for enacting flow state in MBA teaching and learning is proposed
to support academic leadership of business schools with guidelines to initiate
experimentation with flow state enactment.

1. Introduction

The Master of Business Administration (MBA) degree, first introduced by Harvard University
Graduate School of Administration in 1908 (now Harvard Business School) (Garner, 2021), is a
widely sought-after qualification for career progression and personal growth (Herrington, 2010), and
regarded as an important differentiator in the employment market (Herrington, 2010). Globally, the
MBA remains in high demand as evidenced in the Association of MBA’s (AMBA) Application and
Enrolment Report of 2021 indicating that globally, the volume of MBA applications received
increased by an average of 7% from 2019 to 2020 (AMBA, 2021). Similarly, the Graduate
Management Admission Council (GMAC) Corporate Recruiters Survey 202 lindicate that the demand
for graduate management talent is returning to pre-pandemic levels (GMAC, 2021). Locally, in South
Africa, with the first MBA programme offered beyond North America in 1949 at the University of
Pretoria (Garner, 2021), the trend is similar, with the compound annual growth rate of MBA
applications being 2.7% over the past decade (2011 — 2020) (South African Business Schools
Association (SABSA), 2020).

Over more than a century of existence, MBA programmes have obviously also been a key research
area by business schools, with Muposhi, Dhurup, Martin and Bhadury (2019) stating that previous
research mainly focused on curriculum (Thomas and Cornuel, 2012; Datar et al., 2010; Rubin and
Dierdoff, 2009), impact of MBA programmes (Kretovics, 1999; Bennis and O’Toole, 2005) and
assessments (Cullen, 2013; Camuffo and Gerli, 2004). However, when considering global MBA
curricula in general, one cannot help but notice the homogeneity of teaching and learning practices. In
addition, while various kinds of academic discipline experts within a business school may differ from
one another, they exhibit much similarity to their discipline expert counterparts in other institutions.
How can this be explained?
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The sociological theory of isomorphism, which refers to the similarity of the processes or structure of
one organisation to those of another, proves useful in explaining this homogeneity. DiMaggio and
Powell (1983) identified three mechanisms through which institutional isomorphic change occurs,
each with its own antecedents: (1) Coercive isomorphism results from both formal and informal
pressures exerted on organisations by other organisations upon which they are dependent and by
cultural expectations in the society within which organisations function. (2) Mimetic isomorphism
results from uncertainty that encourages imitation. When technologies are not clearly understood,
goals are ambiguous, or when the environment creates uncertainty, organisations may model
themselves on other organisations. (3) Normative isomorphism tesults primarily from
professionalisation, which is the collective effort of members of an occupation to define the
conditions and methods of their work and to establish a cognitive base and legitimation for their
occupational autonomy.

It is hence probable that isomorphism is a key contributor to the homogeneity of teaching and learning
practices in MBA programmes globally, i.¢.:

o Coercive isomorphism resulting, for example, from pressures exerted by regulatory bodies upon
which business schools are dependent for legitimate operation.

o Mimetic isomorphism resulting, for example, from business schools modelling themselves on the
so-called Ivy League type institutions believed to be the “gold standard” of MBA education.

e Normative isomorphism resulting, for example, from supposed standards, best-practice, and
methods of accreditation and association bodies that have established a cognitive base and
legitimation for the MBA’s autonomy.

It is argued that this “conditioning” over time has adversely impacted on curriculum, and teaching and
learning innovation, and that the excessive focus on pedagogy created a scotoma towards andragogy
and heutagogy, which appear to enjoy limited consideration in teaching and learning practice. By
drawing on the theoretical foundations of pedagogy, andragogy and heutagogy, this position paper
argues a case for enacting flow state into MBA teaching and learning and proposes a conceptual
framework as foundation for future research.

2. Problem Investigated

Traditionally education has been viewed as a pedagogic relationship between the teacher and the
learner (Kenyon & Hase, 2001), with many faculty therefore clinging to pedagogy because it is what
they know (Halupa, 2015). McAuliffe, Hargreaves, Winter, and Chadwick (2008) however posit that
although there are educators who employ the principles of either student-centred (andragogy) and
self-determined (heutagogy) learning, it is not possible to fully implement either theory. Halupa (2015)
further argues that although pedagogy and andragogy are usually presented upon a continuum, some
students’ educational maturity make them feel restrained by pedagogical practices, whilst others are
not ready for andragogical practices and still need pedagogical methods. McAuliffe, Hargreaves,
Winter and Chadwick (2008) also highlight the tendency of educators to return to the customary
practice of pedagogy because they do not understand how to facilitate andragogical and heutagogical
learning. Chacko (2018) further adds that educators face the dilemma in transitioning from pedagogy,
with a high degree of teacher control with associated low learner maturity (“sage-on-stage”) and
letting go of power and control to andragogy (“guide-on-the side”) as students become more
autonomous.

Exacerbating the above, is the fact that “nearly every educator holds the primary, though often elusive,
goal of facilitating students’ deep engagement in learning activities” (Schmidt, 2010, p. 605). Schulze
(2016) refers to engagement as a student’s active involvement in a task or a pursuit and lists the
sources of disengagement as a lack of autonomy, the inability to manage time effectively, feeling
isolated from the academic community of practice (CoP), and situational factors at home. Conversely,
Schulze (2016) posit that intrinsic motivation, autonomy, individual goal setting, and a sense of
belonging to the academic CoP are sources of engagement.
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Schmidt (2010) asserts that Mihaly Csikzentmihalyi’s flow model has advanced scholars’
understanding of the experience of deep engagement, along with the individual and contextual factors
that may promote it. The model has implications for both research and practice, and has seen
application in fields, including education, psychology, psychiatry, anthropology, and business
(Schmidt, 2010, p. 605). The flow theory is based on an individual’s state of mind characterised by
high concentration and focus on activities that cause high pleasure and intense intrinsic motivation
(Csikszentmihalyi, 1990), and the postulate of this position paper is that it holds promise for enacting
students’ deep engagement in learning activities. It is thus hypothesised that if MBA educators can
create a learning environment that unlocks flow state in students, deep engagement in learning
activities may be achieved, thereby enabling students to learn at accelerated rates and perform at their
best.

3. Research Objectives

Against this backdrop, the primary objective of this study is to develop a conceptual framework for
the enactment of flow state in MBA teaching and learning. In support of the primary objective,
secondary objectives are to (1) critically review literature pertaining to pedagogy, andragogy and
heutagogy, (2) critically review literature pertaining to the flow state, (3) critically interpret and
synthesise the reviewed literature

4. Literature Review
Pursuant to the primary objective, the literature review to follow covers the theoretical foundations of
pedagogy, andragogy and heutagogy, as well as the psychological state called ‘flow’.

4.1. Pedagogy, Andragogy and Heutagogy

Pedagogy has its origins in the monastic schools of Europe in the Middle Ages, with the tradition
later adopted in the secular schooling systems of Europe and America in the 18" and 19" century. It is
largely a content model concerned with the transmission of information and skills, where the teacher
decides what knowledge or skill needs to be transmitted and arranges a body of content into logical
units, selects the most efficient means for transmitting this content (e.g., lectures, readings), followed
by developing a plan for the presentation of these units into some sequence. Pedagogy is a teaching
theory rather than a learning theory and is usually based on transmission (McAuliffe et al, 2008).

Andragogy was introduced into the learning community by Knowles in the 1970s who proposed that
adults learn differently than children and developed five assumptions that form the foundation of his
theory, namely: (1) Adults are self-directed learners, (2) adults bring extensive experience into the
classroom, (3) adults who seek education are ready to learn, (4) adults are internally motivated, and (5)
adults want problem-based learning (Knowles, 1970).

According to Halupa (2015), Knowles did not view andragogy as a true epistemology, rather as a
concept than a theory. Knowles (1980) outlined a seven-step process for faculty to promote andragogy:

Develop cooperative learning environments

Involve learner in the setting of goals

Diagnose learner needs and interests

Help learners formulate objectives based on interests and needs
Design sequential learning experiences to meet these objectives
Meet objectives with materials and resources

Evaluate the quality of learning and impact on future learning

Heutagogy was first defined by Hase and Kenyon (2000, p. 1) as a “form of self-determined
learning”, developed on the concepts of double-loop learning outlined by Argyris and Schon (1974)
who noted all students have mental maps and governing variables (Halupa, 2015). McAuliffe et al
(2008) propose the following key principles of heutagogy: (1) Knowing how to learn is a crucial skill,
(2) educators should focus on learning process rather than content, (3) learning goes beyond specific
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discipline, and (4) learning occurs through self-chosen and self-directive action. Halupa (2015) also
argues that although heutagogy is an emerging epistemology, it is more transformative than pedagogy
or andragogy.

Chacko (2018, p. 280) observes that heutagogy is “most effective when directed to adult learners who
are already professionally qualified and are self-motivated and self-determined to improve practice
due to the challenges and complexities at the workplace.” Heutagogy hence needs to be viewed as a
continuum of andragogical adult learning theory in line with the transition in postgraduate
management education directed toward becoming competent using core andragogy of self-directed
learning to an autonomous, self-determined learner once the student graduates and focus now shifts
from competency to capability (proficient and then on to the state of expertise) (Chacko, 2018).

Table 1 below summarises the key essentials of pedagogy, andragogy and heutagogy.

Table 1: Difference between pedagogy, andragogy and heutagogy

Pedagogy Andragogy Heutagogy
Children’s learning Adults learning Self-directed learning
Dependence | The student is a dependent | Adults are independent. | Learners are interdependent.
personality. Teacher | They strive for autonomy | They identify the potential to
determines what, how and | and self-directed learning. | learn from novel experiences as
when anything is learned. a matter of course.
Resources The student has few | Adults use their own and | Teacher provides some
for learning | resources — the teacher | other’s experience. resources, but the learner
devises transmission decides the path by negotiating
techniques to store the learning.
knowledge in the learner’s
head
Reason for | Learn in order to advance to | Adults learn when they | Learning is not necessarily
learning the next stage. experience a need to know | planned or linear. Learning is
or to perform more | not necessarily based on need
effectively. but on the identification of the
potential to learn in novel
situations.
Focus of | Learning is subject centred, | Adult learning is task or | Students can go beyond problem
learning focussed on  prescribed | problem centred. solving by enabling pro-activity.
curriculum and  planned Students use their own and
sequences according to the others’ experiences and internal
logic of the subject matter. processes such as reflection,
environmental scanning,

experience, interaction with
others, and pro-active as well as
problem-solving behaviours.

Motivation | Motivation comes from | Motivation stems from | Self-efficacy, knowing how to

external sources — usually | internal sources — the | learn, creativity, ability to use
parents, teachers, and a | increased self-esteem, | these qualities in novel as well
sense of competition. confidence and | as familiar situations and
recognition that come | working with others.
from successful
performance.
Role of | Designs the learning | Enabler or facilitator, | Develop the students’ capability.
teacher /| process, imposes material, is | climate of collaboration, | Capable people: Know how to
instructor / | assumed to know best. respect, and openness. learn; are creative; have a high
facilitator degree of efficacy; apply

competencies in novel as well as
famil