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Abstract— Communication protocols are part of supervisory 
control and data acquisition (SCADA) and they are used by the 
devices connected on the SCADA network. In this paper the 
distributed network protocol (DNP3) and International 
Electrotechnical Commission IEC 61850 communication 
protocols were modelled in OPNET. The simulation of DNP3 
and IEC 61850 communication protocol is done in different 
scenarios and the traffic behavior is analyzed. The DNP3 
protocol is modelled as the medium protocol of communication 
during the maintenance of a 400kV Transformer at an Electrical 
Substation. Its network traffic behavior is then analyzed for this 
operation. The IEC 61850 protocol is then used as a medium of 
communication in the same Electrical Substation 
communication network (SCN) when a faulty backbone switch 
is present. In this scenario the network traffic behavior is again 
analyzed. The DNP3 simulation during the maintenance of the 
400 kV Transformer shows that the model is working since the 
throughput is consistent without dropped packets at the 
Substation RTU end and the 400kV Transformer IED end. The 
IEC 61850 simulation when a faulty backbone switch is present 
shows that the model is working in this scenario since the 
throughput is again consistent. When the IEC 61850 protocol is 
modelled on the SCN, the time delay is 80 µs during normal 
operation and with a faulty switch the delay is 100 µs for this 
protocol. This shows that for the IEC 61850 model the time 
delay increases when there is a faulty backbone switch but not 
exceedingly since there is a backup switch in the model. The 
DNP3 model shows that during the maintenance of the 400kV 
Transformer the time delay is approximately 160 µs. The IEC 
61850 protocol performs approximately twice as fast as the 
DNP3 protocol during normal operation in an SCN. 

Keywords— Supervisory Control and Data Acquisition (SCADA), 
Distributed Network Protocol (DNP3), International 
Electrotechnical Commission (IEC) 61850, Intelligent Electronic 
Devices (IED’s), Remote Terminal Unit (RTU). 

I. INTRODUCTION 

Supervisory Control and data acquisition (SCADA) involves 
the control and monitoring of the running equipment to 
perform the functions of parameter adjustment, measurement, 
data acquisition and equipment control [1]. SCADA system is 
used at an Electrical Substation to monitor alarms, analogue 
messages such as voltage levels and to open and close 
breakers remotely. This paper analyzes the traffic 
characteristics in different operational scenarios when two 
communication protocols commonly used in SCADA systems  

namely IEC 61850 and DNP3 are applied over an Electrical 
Substation grid. DNP3 is an open source protocol used in the 
SCADA System [2]. DNP3 protocol defines and identifies 
three layers in a network (data link, application layer and 
physical layer). This is referred to as the Enhanced 
performance Architecture (EAP). DNP3 protocol function is 
defined by the application layer. The information format is 
defined by the data link layer. The physical layer consists of 
an ordinary fibre transceiver or RS-485 [3]. DNP3 has been 
modified such that it can be transported over TCP/IP. The 
DNP3 frame is simply encapsulated with TCP/IP headers as 
in [4]. DNP3 over TCP/IP consists of a four layered protocol 
model, these layers are data link layer, application layer, 
pseudo transport layer and physical layer [5]. The DNP3 
application layer is a request response architecture type model. 
In this model the master station sends a request for status and 
the outstations respond to these requests. Messages can also 
be sent by the outstations without a request [5]. The maximum 
size of a DNP3 reconstructed application layer message is 
2048 octets [6]. This size can however be adjusted as in [6]. 
The DNP3 protocol has a security mechanism referred to as a 
secure authentication (DNP3-SA). The DNP3-SA protocol 
can be applied under unicast communication as in [7]. The 
international electrotechnical commission proposed the IEC 
61850 protocol as the common communication standard to be 
used in power systems. IEC 61850 can be modelled using the 
object-oriented approach as is done in [8]. The IEC 61850 is a 
communication protocol based on the Ethernet packet [9]. IEC 
61850 has been used as a standard protocol of communication 
in smart grids and for substation automation functions. It has 
a System Configuration Language (SCL), abstract 
communication service interface and an object-oriented data 
model. The communication aspect of IEC 61850 enables it to 
be used for metering, measurement, protection and control 
functions in substation automation [10]. Communication 
models and information has been made available on the 
implementation of the IEC 61850 standard in power grid 
systems. To achieve perfect mapping between communication 
technologies such as IEC 61850 and power grid systems 
information mapping models such as Ether Passive Optical 
Network (EPON) are developed in [11]. IEC 61850 protocol 
has three hierarchical levels that it uses to group the functions 
of IED's. The lowest level is data objects. The second level is 
the logical nodes and the top level is the logical device or the 
physical device [12].  In the IEC 61850 protocol the status 
signals and analog signals are sampled by the primary 
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equipment. The digital values are transmitted to the IED’s 
over the process bus with GOOSE and SV messages as in [13]. 
The maximum time delay for GOOSE messaging is 4 ms [14]. 
The latest technology based on the IEC 61850 can be used to 
link all SCN devices such as automation, protection and 
primary devices together as in [15]. The paper is structured in 
the following way section II continues with the literature of 
related works, section III gives the methodology used, section 
IV analyses the results and  section V gives a conclusion. 

II. RELATED WORKS  

DNP3 can be used to evaluate SCADA traffic 
characteristic to detect cyber threats as in [16]. There the 
DNP3 slave runs the PLC’s (Cyber energy systems) while the 
DNP3 master runs the SCADA network (physical part). IEC 
61850 can improve the operation of substation devices, 
however because it uses network communication to operate 
these devices it opens them up to security breaches. Hence the 
paper in [17] discusses the method that can be used to provide 
security protection to the three major layers in an IEC 61850 
network which are the process layer, the interval layer and the 
station control layer. IEC 61850 can be used to provide 
operational advantages when it comes to connectivity in a 
substation grid. During the upgrade of substation utilities there 
maybe complexities in connecting devices. Such complexities 
can be eliminated by using the IEC 61850 standard strictly as 
discussed in [18]. In this paper the merging unit receives 
signals from several primary devices, and it makes use of 
sampled values type messages for multicasting to the ethernet 
network. In a substation network several meters are connected 
to a data concentrator unit (DCU) during the metering process. 
The paper in [19] focuses on the design of IEC 61850 as a 
value added service for a DCU which will enable meters from 
different vendors to be integrated. The IEC 61850 defined 
Substation Configuration Description Language (SCL) can be 
used in the description of the Protection Intelligent Center in 
a substation network as is done in [20]. The paper in [21] 
shows how the source maintenance of data can be used to 
operate the whole power or substation automation network.   

III. METHODOLOGY 

A. Substation Communication Network Block Diagram 
 

Figure 1 shows the Substation Communication Network 
(SCN) block diagram designed in this paper. It consists of the 
protection IED’s, Switch IED, two backbone switches, a 
gateway switch and the Substation RTU. 

 
Fig. 1 Substation Communication Network (SCN) block diagram 

B. Substation Communication Network OPNET Model 

 
Figure 2 shows the same Substation Communication 
Network (SCN) model simulated in OPNET. The Substation 
Communication Network model in OPNET is modelled with 
a server that simulates the Substation RTU (gateway device), 
ten IED’s that simulate protection relays and 13 switches that 
simulate the ten protection IED switches, two backbone 
switches and the gateway switch. The communication 
medium used between the devices is optical fiber as selected 
in the OPNET software [22].  

 

 
Fig. 2. OPNET Substation Communication Network (SCN) model. 

 

C.  DNP3 Simulation Configuration 

 
The manual configuration of the DNP3 protocol in OPNET 
is shown in Fig.3.  Basically, the DNP3 protocol is applied 
over the TCP/IP settings in OPNET as discussed in the 
literature review. The IED traffic characteristics are set as 
follows: the request count is set to 3 seconds, initialization 
time is set to 50 ms, inter request time is set to 1 second, inter 
packet time is set to 1 second, packet per request is set to 3222 
bytes and request packet size is set to 3222 bytes [23,24]. The 
substation RTU traffic characteristics are configured as 
follows: inter packet time is set to 1 second, request 
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processing time is set to 50 ms, packet per response is set to 
1024 bytes and response per packet size is 1024 bytes [22,24]. 

 

 
Fig. 3 DNP3 Manually configuration [23] 

 
 
 
 
 

D. IEC 61850 Simulation Configuration 

 
The IEC 61850 protocol stack configuration is shown in 
Fig.4. The data packet sizes for messaging are configured as 
follows. Sample values are set to 15 frames/sec [25,26], 
Controls/GOOSE packets are set to 204 bytes, time sync 
packets set to 219 bytes, Analogues/SV packets are set to 219 
bytes [26,27,28], indication/GSSE packets are set to 144 
bytes, Alarm/MMS packets are set to 144 bytes. 

 

 
Fig. 4 IEC 61850 Protocol stack configuration [26] 

 

IV. RESULTS AND DISCUSION 

The results consist of the performance of the network when 
the DNP3 protocol is applied over the network during a 
maintenance operation. Secondly the performance of the 
network when the IEC 61850 protocol is applied over the 
same network, with one backbone switch being faulty and one 
backbone switch operating normally in this scenario. 
Therefore, results cover a maintenance operation and the 

possibility of a fault occurring in the network. This are normal 
occurrences in a power substation grid. 

A. Performance of the DNP3 protocol  

The performance of the DNP3 protocol is analyzed during a  
substation maintenance operation. The data traffic and the 
time delay between the 400 kV transformer II IED and the 
substation RTU on the model were monitored during this 
simulation. Fig.5 shows the received and sent traffic at the 
substation RTU end. The received traffic at the substation 
RTU end is more than the sent traffic because the Substation 
RTU is receiving data from all the IED devices on the SCN 
shown in Fig.2 at the same time. The Substation RTU only 
sends traffic when its requesting data from the IED’s or when 
it is sending a control command to the IED’s, in general to one 
device at a time.  The received traffic at the substation RTU 
end is initially steady then at a time of two minutes and forty 
seconds there is a sharp increase in traffic at the RTU. This 
occurs because of the alarms and indications messages it 
receives from the 400kV Transformer II IED during the 
maintenance operation. 

 

 

 

 
Fig. 5. Sent and Received Traffic at the Substation RTU end. 

 
Fig.6 shows the sent and received traffic at the 400 kV 
Transformer II IED end. The 400 kV Transformer II IED 
sends more traffic to the Substation RTU and receives less 
traffic from the Substation RTU. The reason for this is 
because the Substation RTU request data from the 400 kV 
Transformer II IED and the transformer responds by sending 
all the data to the substation RTU, as a result the 400 kV 
transformer has more sent traffic and less received traffic on 
that communication line. There is a steady sent traffic for two 
minutes and then a sharp increase in sent traffic occurs at two 
minutes forty seconds. This is caused by the increase in the 
alarm messages sent by the 400 kV Transformer II IED to the 
Substation RTU during the maintenance operation indicating 
the need for maintenance. 
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Fig. 6. Sent and Received Traffic at the Transformer II IED end. 

During the maintenance operation data is received at the 
Substation RTU end. The time delay for the traffic of this data 
at the RTU end is measured. Fig.7 shows the graph of the 
time delay at the Substation RTU end when it is 
communicating with the 400 kV Transformer II IED. The 
average time delay at the Substation RTU end is determined 
to be 160 µs. This time delay is related to the volume of data 
received at the RTU end from several devices on the network. 

 

 
Fig. 7. Time delay at the Substation RTU end. 

 
When the 400kV Transformer II IED is communicating with 
the Substation RTU, the time delay at the 400 kV 
Transformer II IED end due to the traffic of data at the 
transformer end is 17 µs. This can be seen on  the graph in 
Fig.8 below. The time delay at the transformer end is related 
to the volume of traffic at this end. 

 

 
Fig. 8. Time delay at Transformer II IED end. 

 
 
The received (Rx) throughput at the Substation RTU end can 
be seen in Fig.9. The received (Rx) throughput at the RTU 
end shows a steady increase with a sharp increment at a time 
of two minutes and forty seconds. The sharp increment occurs 
due to the many alarm messages coming from the transformer 
to the RTU during the maintenance operation. The sent (Tx) 
throughput at the 400 kV Transformer II IED end can be seen 
in Fig.10. Again, for the sent (Tx) traffic from the 400 kV 
Transformer II IED end there is a steady increase in traffic 
with a sharp increment occurring at two minutes and forty 
seconds. The received (Rx) traffic is almost a mirror image 
of the sent (Tx) traffic because the 400 kV Transformer II 
IED sends many alarm messages to the Substation RTU. The 
alarm messages account for the sharp increase in traffic. 
Since the received (Rx) traffic is almost a mirror image of the 
sent (Tx) traffic on this channel this validates the model. The 
throughput is consistent without dropped packets this proves 
the model is working. The data throughput rate for the DNP3 
protocol from Fig.9 and 10 ranges between (20 – 450) kbps. 
The RTU received (Rx) throughput exceeds the 400 kV 
Transformer sent (Tx) throughput because the RTU is 
listening to several devices on the SCN. 
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Fig. 9. Received (Rx) Throughput at the Substation RTU end . 

 

 
Fig. 10.  Sent (Tx) Throughput at the 400kV Transformer II IED end. 

 
Fig.11 shows the received (Rx) throughput at the 400 kV 
Transformer II IED end and Fig.12 shows the sent (Tx) 
throughput from the Substation RTU end. The sent (Tx) 
throughput from the RTU end exceeds the received (Rx) 
throughput at the 400 kV Transformer II IED end, because 
the Substation RTU sends traffic to several devices on the 
SCN. The received (Rx) traffic is a mirror image of the sent 
(Tx) traffic validating the model. Both the received (Rx) 
throughput at the Transformer end and the sent (Tx) 
throughput from the RTU are consistent indicating there are 
no dropped packets and that the model is working. 

 

 
Fig. 11. Received (Rx) Throughput at the Transformer II IED end. 

 

 
Fig. 12. Sent (Tx) Throughput from the Substation RTU end. 

 
 
 
 
 
 
 
 
 
 

B. Performance of the IEC 61850 Protocol 

The IEC 61850 protocol is applied over the network while 
modelling a scenario in which there is a faulty backbone 
switch. The performance of the IEC 61850 protocol is then 
determined and the effect of the faulty backbone switch on the 
network parameters of time delay and throughput is analyzed.  
The network time delay for normal operation is depicted by a 
red line and the network time delay for a faulty backbone 
switch operation  is depicted by a blue line as can be seen in 
Fig.13 below. Normal operation occurs when two backbone 
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switches are operating at the same time while the faulty 
backbone switch operation occurs when one of the backbone 
switches has failed and the network is running on a single 
backbone switch. The time delay for the network during 
normal operation for the IEC 61850 protocol is 80 µs and 
during a faulty backbone switch operation the average time 
delay is 100 µs as can be seen in Fig.13. 

 
Fig. 13. Ethernet time delay for “Normal Operation” and “Faulty backbone 

switch” operation . 

 
In this operation the communication is between the IED 
devices and the Substation RTU but through (via) the 
backbone switches on the model. Data is sent from all the IED 
devices to the Substation RTU through (via) the backbone 
switches on the network. Fig.14 shows the resultant sent 
throughput during normal operation with two healthy 
backbone switches and during the faulty backbone operation 
with one faulty backbone switch. When the network is 
operating with a faulty backbone switch the throughput is 
lower than during normal operation with two healthy 
backbone switches as can be seen in Fig. 14 below. 

 

 
Fig. 14. Sent Throughput from IED’s to Substation RTU via the backbone 

switch in bps. 

 
The received throughput at the backbone switch from the 
IED’s during normal operation with two healthy backbone 
switches and during a faulty backbone switch operation with 
a failed backbone switch can be seen in Fig.15. The received 
throughput for normal operation and the received throughput 
during a faulty backbone switch operation are the same and 
match each other. The reason for the received throughput for 
normal operation and faulty operation being the same is 
because the received throughput in this case is measured at 
the backbone switch point before failure occurs.  

 

 
Fig. 15. Received throughput at the backbone switch in bps. 

 
The queuing delay at the transmitting (Tx) end during normal 
operation and during a faulty backbone switch operation can 
be seen in Fig.16. The queuing delay during normal operation 
is 0.7 µs and during a faulty backbone switch operation is 
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1.25 µs for the IEC 61850 protocol. The queuing delay for 
normal operation is less than when there is a faulty switch. 

 

 
Fig. 16. Queuing delay at the Transmitting (Tx) end. 

 
The queuing delay at the received (Rx) end for normal 
operation and faulty backbone switch operation can be seen 
in Fig.17. The delay is 0.59 µs for normal operation and 1.3 
µs for a faulty backbone switch operation. Again, the queuing 
delay for normal operation is less than for a faulty operation 
at the received (Rx) end. 
 

 
Fig. 17. Queuing delay at the Received (Rx) end. 

V. CONCLUSION 

The throughput when the DNP3 protocol is applied over the 
SCN during the maintenance of the 400 kV Transformer IED 
ranges between (20 – 450) kbps. The time delay when the 400 
kV Transformer is communicating with the Substation RTU 
during maintenance at the RTU end is 160 µs for the DNP3 
protocol. The time delay for the IEC 61850 protocol when 
applied over the network during a normal operation is 80 µs 
and for a faulty backbone switch scenario the delay is 100 µs 

in the network. The throughput when the IEC 61850 protocol 
is applied over the same network is in the range of (1-45) 
Mbps. In conclusion the IEC 61850 protocol is approximately 
twice as fast as the DNP3 protocol. The model can be used to 
show the difference in performance between the DNP3 and 
IEC 61850 protocol with respect to parameters such as 
throughput and time delay. Finally, the model can be used to 
show traffic behavior during operational scenarios such as 
maintenance and faulty devices in the network.  
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