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Abstract 
 
Crystalline silicon was doped with erbium by ion implantation method at room temperature. 

The implanted silicon was annealed for 30 minutes at 800℃ and 1000℃. Rutherford 

Backscattering Spectrometry/channelling technique was used to establish the presence of 

erbium and to investigate the diffusion mechanisms of ion in silicon. A change in silicon 

crystal structure due to implantation and as a function of annealing temperature was 

investigated by XRD technique. In addition, Schottky diodes were successfully fabricated on 

unimplanted and erbium-doped silicon. The fabricated diodes were characterized using 

current-voltage and capacitance-voltage techniques to investigate a change in electrical 

properties of the diodes due to erbium doping. Effects of erbium doping on electronic 

parameters were discussed in this work.  In general, the results indicate that in silicon erbium 

is responsible for relaxation behaviour of the material. A material exhibiting relaxation 

behaviour is resistant to radiation-damage. Thus, erbium is a promising dopant to improve 

radiation-hardness of silicon to be used for fabrication of radiation detectors to meet the 

current and future requirements for high energy physics experiments.  

 

Keywords: Semiconductors; Silicon; Erbium doping, Schottky diodes; Current; Capacitance; 

Radiation detectors; Radiation damage; relaxation material; Radiation-hardness 
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Chapter 1 

Introduction and literature review 
 

1.1 Introduction 
 

Silicon detectors are used in variety of applications such as in high-energy physics 

experiments to detect charge, in medical imaging to diagnose abnormalities and as solar cells 

to convert incident light into electrical energy [1-3], to mention the few. These detectors have 

ability for such applications because of their conductivity that changes as a function of 

impurities introduced in silicon or operational temperature or incident light intensity in 

silicon. In addition, silicon is an abundant material and its properties are easily understood for 

the fabrication of the detectors [4-5]. 

 

In this work, crystalline silicon with different types of doping concentration was acquired 

from the industry and implanted with erbium to fluences of 1015  and 1016  ion/cm2.  X-ray 

diffraction (XRD) and Rutherford backscattering spectrometry (RBS) material 

characterization techniques were carried out on the implanted silicon to establish the presence 

and diffusion mechanisms of erbium in silicon. Schottky diode were fabricated on 

unimplanted and implanted silicon and characterized with current-voltage and capacitance-

voltage techniques to investigate a change in electrical properties of the diodes due to erbium 

implantation. 

 

1.2 Literature review 
 

Silicon detectors are damaged by the same radiation they intend to detect [1-2].  It has been 

predicted that high energy-physics experiments would need to be carried out at radiation 

fluence of 1016 n/cm2, ten times higher than the current operational fluence in the year 2026 

[15].  This will impose serious challenges to current detectors since they will be expected to 

operate efficiently for a period longer than ten years in this environment. It is, therefore, 
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important that the effects of radiation on the detectors are understood in order to improve 

their radiation-hardness.  

 

When operating under medium and high radiation environments, the efficiency of the 

detector decreases leading to an unreliability and instability of the data acquired by the 

detector [16]. When used in medical imaging, the image that is produced by these detectors 

become unclear and the exact dosage to be applied for the treatment cannot be determined 

when used in radiation dosimetry [3]. These are few among many challenges the current 

detectors are faced with during their operations. 

 

In trying to understand the damage on the detector, it has been found that radiation imparts 

high energy and momentum to the host atoms and displaces them from their lattice sites to 

create vacancies and interstitials, defects, in the material [17-18]. Depending on the energy 

and the type of the particle, the displaced atoms may interact with other atoms to create more 

defects in the material [19] as they become to rest.  As a result, the crystal structure changes 

as defects are generated in the material.  The generated defects result into levels in the energy 

gap and are responsible for change in electrical properties of the detectors [6-1; 12-13; 20]. 

The defect levels generated by radiation are also responsible for degradation of charge 

collection efficiency (cce) of the detectors [15; 21].  

 

A change in electrical properties of the detectors due to damage involves an increase in 

leakage current and in breakdown voltage due to generation of charge carriers by radiation-

induced defects [14; 22].  It has also been observed that the current-voltage (I-V) trend 

changes from exponential to ohmic behaviour after radiation-damage [6-9; 12-13]. The 

region of ohmic behaviour was found to increase with fluence for 1 MeV neutrons [14]. The 

result of this ohmic behaviour is not fully understood though the damage has been studied for 

so long.  An explanation of ohmic behaviour has been attempted by relaxation theory that 
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was introduced in the year 1961 [23]. This theory is different from a conventional textbook 

lifetime theory and it seems unwelcome in the field of semiconductor for radiation detectors.  

 

Radiation also increases a full depletion voltage of the detectors [14].  This means that for the 

detector to operate optimally will need to be operated at high reverse bias using sophisticated 

and expensive equipment.  This also imposes serious challenge since the current is not stable 

at high negative voltage [24]. This high negative voltage would result in instability of the data 

acquired by the detector.  

 

It has also been found that radiation changes the conductivity-type of the material [25].  A 

change in conductivity means that the material that was initially n-type would be converted to 

p-type after irradiation.  This change could either be due to donor removal or acceptor 

introduction. A change in conductivity-type has been observed at radiation fluence of 

1.4 × 1013 n/cm2  for 1 MeV on n-type silicon [25].    A change in conductivity type on p-

type silicon has not been reported before. It is with this reason that studies on silicon 

radiation damage is further carried out in order to address this shortfall. With these on-going 

studies, contention about whether a change in conductivity-type is due to donor removal or 

acceptor introduction would be reached.  

 

Device parameters such as a low voltage peak and a negative capacitance [26] on 

capacitance-voltage trends of irradiated silicon detectors have not been fully understood. 

These two parameters have been a point of contention in the field of semiconductor research 

for so long were also observed on the diodes fabricated on gold -doped silicon [27]. 

According to ref. [28]  these factors are due to surface defects generated during the 

fabrication of the detectors contrary to the data by [29] where the factors are being explained 

in terms of research equipment. Later, the results presented by Jones et al.  [30]  indicated 

that the factors are due to defects that are generated in the bulk of the material. It is therefore, 
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important that these parameters are understood in order to establish methods suitable to 

improve radiation-hardness of silicon for detector fabrication.  

 

To improve radiation-hardness of silicon, defects are deliberately introduced in the material 

[17]. These defects are introduced in a controllable manner either by a heavy pre-irradiation 

[31-32] of silicon or addition of impurities in silicon [10-14; 17]. For the material to attain its 

possible radiation-hardness, it needs to be irradiated for a very long time, at least, three 

months, with particles that cannot easily be accelerated such as neutrons and protons. [34]. 

After irradiation, the material (samples) needs to be stored in sub-zero temperature in a fridge 

for radioactive nuclides to decay to a level where it is safe to characterise the samples [34].  

As a result, the effects of radiation on the diodes immediately after irradiation could not be 

investigated.  A study immediately after irradiation process is important since properties of 

the devices have been found to change with time after irradiation [15; 36]. As a result, 

attaining radiation hardness of the material using pre-irradiation is impossible and not easily 

available for research in the country.  

 

Introducing impurities in the material is like irradiation and is a suitable and inexpensive 

option to improve radiation-hardness of silicon. Initially impurities were introduced in silicon 

in order to improve switching time of electronic devices [10-11].  It was later found that the 

impurities can also improve properties of the material for fabrication of radiation detectors 

[13-14; 17; 33].  Depending on their nature and the amount, impurities may exhibit similar 

behaviour as that of radiation and render the material useless [27].  Thus, the impurities in 

silicon should be introduced in a controllable manner to improve desired properties while 

suppressing (or minimizing) the undesired properties.   

 

Gold is one of the metals that have been used to modify properties of silicon for the 

fabrication of the detector. Gold (Au) in silicon generates three defect levels, two acceptor 
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levels at 𝐸c – 0.34 eV and at  𝐸c – 0.55 eV and a donor level at 𝐸v + 0.34eV [10], where 𝐸c 

and 𝐸v  are the energy levels at the bottom of the conduction band and the top of the valence 

band, respectively. Platinum (Pt) is another heavy metal that has also been used to generate 

impurities in silicon and it has been found to diffuse in silicon in a similar manner as gold 

[11] and has a similar effects as those of gold generating three defect levels at 𝐸𝑐  – 0.23 eV, 

𝐸𝑐  – 0.55 eV and 𝐸𝑐  + 0.36 eV [11].  

 

Both metals, gold and platinum, generate a midgap defect, a defect level close to the centre of 

the energy gap (~0.56 eV).  The midgap defect is known to be responsible for the relaxation 

behaviour of silicon material [6-9; 12-14].  Detectors fabricated on relaxation material have 

been found radiation resistant [7; 14].  This implies that silicon should be made relaxation-

like before being used for fabrication of the detector.  This conclusion was however, reached 

on the detectors fabricated on silicon that was doped with gold and platinum.  These two 

metals are, however, relatively expensive for research purposes. More data is needed in 

addition to that of Ref. [32], on the effect of other metals such erbium  impurities on 

electrical properties of silicon detectors. With enough data available a reasonable comparison 

between expensive metal dopants (gold and platinum) with other silicon dopants would be 

reached.  

 

1.4 Aim and objectives 
 

The aim of this work is to establish a simple and cheaper method to improve radiation-

hardness of silicon detectors to be used in high-energy physics experiments.  The 

improvement can be achieved by deliberate introduction of defects in material in a 

controllable manner such that the unfavourable properties are minimised while maximising 

the favourable properties.   The set specific objectives are to:  

1. dope crystalline silicon with erbium using ion implantation method 
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2. anneal the implanted silicon at different temperatures 

3. establish the presence of erbium and to study the diffusion mechanism of erbium in 

silicon using RBS and XRD techniques 

4. fabricate Schottky diodes on undoped and erbium-doped silicon 

5. characterise the fabricated diodes using current-voltage and capacitance-voltage 

techniques at room temperature 

6. summarize possible processes involved in achieving radiation-hardness of silicon 

7. to infer material from the device behaviour.  

 

1.4 Dissertation outline 
 

Chapter 1 presents introduction, motivation, literature review, aim, and objective of this 

project.  Chapter 2 is about theoretical overview covering the basic properties of 

semiconductor detectors, with reference to silicon detector.  In addition, a review of radiation 

damage mechanism in semiconductors and the effects of radiation damage on silicon 

detectors performance are summarized in this chapter. Also, the theoretical aspects of metal 

semiconductor contacts are presented in Chapter 2.  Chapter 3 summarises Ion implantation 

doping method. Chapter 4 provides an overview on the material and device characterisation 

techniques used in this work.  Chapter 5 outlines experimental details that were applied in 

this work. The instrumentation used is also described in the chapter.  Chapter 6 presents 

experimental characterization techniques results.  Chapter 7 outlines general conclusions and 

suggestions for future work. 
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Chapter 2  

Theoretical overview 
 

This chapter describes basic semiconductor principles, which will enable an understanding of 

the work presented in the subsequent chapters. Semiconductor concepts such as crystal 

structure, energy bands, carrier generation and recombination, carrier trapping, metal-

semiconductor contacts, Schottky and Ohmic contacts, are discussed in this chapter. The 

radiation damage mechanisms in a semiconductor and the effects of radiation damage on 

semiconductor detector performance are also outlined.   

 

2.1 Semiconductors 
 

Semiconductors are the basic building block of modern electronics, including transistors, 

solar energy conversion and storage, light-emitting diodes (LEDS), and digital and analog 

integrated circuits [1]. They are preferred materials for these applications mainly because of 

the variation of their conductivity.  

 

Semiconductors are divided into two distinct groups, namely elemental and compound 

semiconductors. Elemental semiconductors are composed of single class of elements found in 

the group IV of the periodic table, and members of this family include silicon (Si) and 

germanium (Ge). The crystal structure of elemental semiconductors is tetrahedron bonded, 

that is each atom is surrounded by four nearest atoms. These tetrahedral bonded 

semiconductors form the mainstay of the electronics industry and the cornerstone of modern 

technology [2].  

 

Compound semiconductor is an alloy composed from elements of group III and V column of 

the periodic table and are created as a result of the chemical reaction between two or more 

different components, such as from Group IV (Si, Ge, Sn), from Group III and V (Al, Ga or 
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In, with N, As, or Sb), or from Group II and VI (Zn or Cd, with O, S, Se, or Te). Compound 

semiconductors formed from elements of the groups III and V of the periodic table (such as 

GaAs) have properties similar to their group IV counterparts.  Three (ternary) or four 

(quaternary) element compound semiconductors, such as InGaN and GaInNAs, can also be 

formed and are commonly used in electronic and optoelectronic devices because their band 

gap and other physical properties (optical, structural, and electronic) that can be adjusted by 

controlling the alloy composition [3]. Figure 2.1 lists some common elemental and binary 

compound semiconductor materials. 

 
Figure 2. 1: Illustration of the relationship of the elemental and compound semiconductors. 

 

 

The main distinguishable characteristics between conductors, insulators, and semiconductors 

can be visualized in terms of their energy gaps in figure 2.2.  In metals, at low temperature, 

the Fermi energy lies within the conduction band, leading to a large concentration of free 

electrons in the conduction band which result in the conductivity of the material to be high 

[4]. 

 

The Fermi energy of insulator is below the conduction band and the electrons are unable to be 

excited from the valence band to the conduction band due the large gap between them. 

Therefore, there are no charge carriers generated making insulator non-conductive at room 
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temperature [5].  Whereas in semiconductor, the Fermi energy is smaller than insulators. 

Electrons can be excited into the higher energy bands with lower energy. At low temperature, 

no electron possesses sufficient energy to be excited to the conduction band and thus, no 

generation of charge, which implies that semiconductors are perfect insulators at 0 K [6]. At a 

temperature higher than 0 K, the electrons are excited from valence band to conduction band. 

As they get excited, they leave holes in the valence band.  As a result the density of charge 

carriers increases with temperature resulting in the conductivity of the material  be a function 

of temperature  [2; 7].   

 
Figure 2. 2: The key difference between insulator, semiconductor and metal/conductor using 

the Fermi energies. 
 

2.1.1 Direct and indirect semiconductors 

 

In a direct semiconductor the minimum energy state of the conduction band is aligned with 

the maximum energy state of the valence band. As shown in figure 2.3 (a) an electron making 

a transition from the conduction band to the valence band, can do so without a change in 

neither wave vector (k) nor momentum (ℏ𝑘). This type of semiconductor is called a direct 

band gap semiconductor and GaAs is one of such examples. Direct gap semiconductors have 

many unique properties which are advantageous for optical and electronic applications, 

especially for detectors and emitters of infrared radiation associated with interband optical 

transitions [6; 8]. 
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For indirect energy-gap semiconductors, the conduction band minimum and the valence band 

maximum energy occur at different momenta. Furthermore, a phonon is required to 

simultaneously conserve energy and momentum [9]. As shown in figure 2.3 (b), thus, an 

electron at the minimum of the conduction band does not de-excite directly to the maximum 

of the valence band. This indirect transition from conduction band to valence band needs a 

change in energy and momentum. Silicon and germanium are examples of indirect energy 

gap semiconductors [10]. 

Figure 2. 3: Electron transition of direct energy gap (a) and indirect energy gap (b) 

semiconductor. 

 

2.1.2 Intrinsic semiconductors 

 

In intrinsic or pure semiconductors the density of electrons (𝑛e) in the conduction band and 

that of holes (𝑝h) in the valence band is equal, (𝑛e = 𝑝h = 𝑛i). The Fermi energy for the 

intrinsic semiconductor lies in the middle of the energy gap [8; 11]. 𝑛i, in this case is an 

intrinsic carrier concentration. The occupancy probability of one state at the energy and 

temperature in thermal equilibrium is governed by the Fermi-Dirac statistics [3-4; 6; 9-15] as: 

 
𝑓e(𝐸) =

1

1 + exp (
𝐸 − 𝐸F

𝐾b𝑇 )
 

(2.1) 

(a) (b

) 
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where  𝐾b is the Boltzmann constant and T is the system temperature in Kelvin. 𝐸F is the 

Fermi energy, that is, the energy at which at 0 K all levels with  E < 𝐸F are occupied while 

for  E > 𝐸F the value is zero [3; 6; 9]. It can be seen from the equation that at  𝐸 = 𝐸F , 𝑓e(𝐸) 

= 0.5. In this condition the holes and the electrons concentration will be identical indicating 

probability of locating electrons in the energy gap is half. 

 

The density of electrons in the conduction band is given [7] as: 

 
𝑛e = 𝑁cb exp (−

𝐸cb − 𝐸F

𝐾b𝑇
) (2.2) 

where 𝑁cb and 𝐸cb  are the effective density of states in the conduction band and energy of 

the conduction band edge respectively. 𝑁cb  is given [3] as: 

 

𝑁cb = 2 (
2𝜋𝑚cb𝐾b𝑇

ℎ2
)

3
2
 (2.3) 

where 𝑚cb is the effective mass of electrons in the conduction band. Similarly, the density of 

holes in the valence band is given [3] as: 

 
𝑝h = 𝑁vb 𝑒𝑥𝑝 (−

𝐸F − 𝐸vb

𝐾b𝑇
)  (2.4) 

where 𝑁vb is the effective density of states for holes in the valence band and  𝐸vb is the 

energy of the valence band edge. 𝑁vb  is given by: 

 

𝑁vb = 2 (
2𝜋𝑚vb𝐾b𝑇

ℎ2
)

3
2
 (2.5) 

where 𝑚vb is the effective mass of holes in the valence band and h is the Planck constant. In 

an intrinsic semiconductor, where 𝑛e = 𝑝h, it can be shown using equations 2.2 and 2.4 that 

the position of the Fermi energy in an intrinsic semiconductor is: 

 
𝐸F =

𝐸cb + 𝐸vb

2
+

𝐾b𝑇

4
ln (

𝑚vb

𝑚cb
) = 𝐸i  

(2.6) 

 

showing that it is found in the middle of the energy gap. The intrinsic carrier density 𝑛i can 

also be obtained using equations 2.2 and 2.4 as: 
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𝑛e𝑝h = 𝑛i

2 = 𝑁cb𝑁vb𝑒𝑥𝑝 (−
𝐸g

𝐾b𝑇
) (2.7) 

with the energy gap 𝐸g = 𝐸cb − 𝐸vb.   

 

2.1.3 Extrinsic semiconductors 

 

The semiconductor in which impurities are added is called extrinsic semiconductor. The 

process of adding impurities to the semiconductor is called doping. Doping changes the 

electrical conductivity of semiconductor. In this case, number of free electrons and holes in 

extrinsic semiconductor are unequal.  

 

The added impurities form the states in the energy gap of semiconductors. An overview of 

generated states created by impurities in extrinsic semiconductor is shown in figure 2.4. A 

semiconductor can be doped n- or p-type. 

 
Figure 2. 4: States in the silicon energy gap created by different dopants. Acceptor states are 

displayed in red, donor states in blue [1]. 

 

2.1.3.1 n-type semiconductor 

 
Pentavalent impurity atoms have 5 valence electrons. The various examples of pentavalent 

impurity atoms in silicon include Phosphorus (P), Arsenic (As), Antimony (Sb). When 

pentavalent impurity is added to an intrinsic or pure semiconductor (silicon or germanium) an 

n-type semiconductor is formed. Pentavalent impurity is called donor impurity because it 

gives electrons to the host lattice.  At room temperature, the number of electrons in the 
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conduction band is in excess of the number of holes in the valence band. Figure 2.5 shows 

that the Fermi energy in the n-type semiconductor lies close to the conduction band [7]. 

 
Figure 2. 5: The energy gap of n-type semiconductor with Fermi energy between intrinsic 

position and conduction band. 

 

For a very high temperatures that exceed the ionization temperatures of the added impurities, 

all donors and acceptors are almost ionized, and the neutrality condition can be approximated 

[6] as: 

 ne + Nca = ph + Ncd (2.8) 

 

where Nca and Ncd are the concentration of acceptors and donors assumed to be ionized. 

With equations 2.7 and 2.8 combined, the concentration of electrons and holes in n-type 

semiconductor where  𝑁cd ≫ 𝑁ca can be written as: 

   

 

𝑛e =
𝑁cd − 𝑁ca

2
+ [(

𝑁cd − 𝑁ca

2
)

2

+ 𝑛i
2]

1
2

 (2.9) 

Similarly, if the concentration of donors is much larger than the concentration of acceptors 

(𝑁𝑐𝑑 ≫ 𝑁ca), the concentration of free electrons is almost equal to the concentration of 

donors. The concentration of holes is then given by: 

 

𝑝h =
𝑁ca − 𝑁cd

2
+ [(

𝑁ca − 𝑁cd

2
)

2

+ 𝑛i
2]

1
2

        (2.10) 
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The position of the Fermi energy in an n-type semiconductor can be represented [9] as: 

 
𝐸F = 𝐸cb − 𝐾b𝑇 ln

𝑁cb

𝑁cd
     (2.11) 

 

2.1.3.2 p-type semiconductor 

 

A p-type semiconductor is created by adding trivalent impurity atoms with 3 valence 

electrons like Boron (B), Indium (In), Gallium (Ga) or Aluminium (Al) to an intrinsic or pure 

semiconductor. Trivalent impurity creates deficiencies of valence electrons, called “holes” 

from the host lattice. A hole has a positive electric charge, opposite to the electron charge [7]. 

At room temperature holes are the majority carriers and electrons are the minority carriers in 

p-type semiconductor. The Fermi level in p-type semiconductor lies close to the valence band 

as shown in figure 2.6 [6].   

 
Figure 2.6: The energy gap of p-type semiconductor with Fermi energy between intrinsic 

position and valence band. 

 

The carrier concentration in a p-type semiconductor is given by: 
 

𝑝h ≈ 𝑁ca (2.12) 

If the concentration of acceptor is much larger than the concentration of donor (Nca ≫ Ncd), 

the carrier concentration is then given by: 

 
𝑛e =

𝑛i
2

𝑝h
≈

𝑛i
2

𝑁ca
 (2.13) 
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Then, the position of the Fermi level in a p-type semiconductor is written as: 

 

 

𝐸F = 𝐸vb + 𝐾b𝑇 ln
𝑁vb

𝑁ca
  

 

(2.14) 

2.2 Silicon 
 

Silicon is an elemental semiconductor with a crystal structure based in two interpenetrating 

face-centered cubic (fcc) lattices belonging to column IV of the periodic table. This crystal 

structure form four covalent bonds with neighbouring atoms in order to complete their outer 

shell. Each atom is therefore, in the centre of a tetrahedron, the corners of which are occupied 

by other similar atoms [10]. The length of each cube side is called the "lattice parameter" 

which is equal to 5.43Å in silicon. Figure 2.7 shows the diamond structure of silicon in face 

centered cubic (fcc) orientation.  

Figure 2.7: Diamond structure of silicon in face centred cubic (fcc) orientation (a) and (b) 

tetrahedral structure of silicon atoms with four neighbours sharing covalent bond [10]. 

 

Silicon is a material of choice because the energy gap (1.12 eV at room temperature) is small 

enough to produce a large number of charge carriers per unit energy loss of the ionizing 

particles to be detected and the average energy to promote an electron from the valence band 

to the conduction band in silicon is 3.6 eV [6].  Silicon has some limitations when compared 

with compound semiconductors. The basic limitation of silicon is that it is an indirect band 

gap semiconductor. This results in poor light emitters and low light absorption coefficients 
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[4] making it unsuitable for many optoelectronic applications. Silicon also has a relatively 

low carrier mobility [10-11] making it unfit for certain high-speed electronic applications. 

 

2.3 Radiation damage in silicon 

 
The study of radiation hardness engages in finding and improving the detector resistance to 

radiation damage and malfunctions caused by radiation. When radiation strikes 

semiconductor lead to defects in the material. Two types of damages are bulk and surface 

damages. The former describes damages to the silicon bulk and is mainly caused by 

displacements of silicon atoms by energetic particles [16]. The latter is used for radiation-

induced damages in the silicon dioxide layer at the Si-SiO2 interface. Surface damage is 

primarily caused by ionizing radiation. 

 

2.3.1 Bulk damage 

 

Bulk damage is caused by displacement of a Si atom from its substitution site to an interstitial 

site to form a Frankel pair. At room temperature, Frenkel pairs have excessive mobility in the 

bulk. Depending on the energy and the type of the incident particle, the displaced atoms may 

interact with other atoms to create more defects in the material [17].  As a result, the crystal 

structure will be changed with defects generated in the material. The generated defects result 

into levels in the energy gap that are responsible for change in electrical properties of the 

detectors fabricated on the material [18-19].  In the case of neutron radiation, due to the high 

Si recoil energy (133 keV), the bulk damage forms electron-hole pairs with a vacancy or 

create defects with other interstitial atoms or impurities in the silicon bulk [20].  

 

A quantity that describes the rate of energy loss due to atomic displacements as a particle 

navigates a material is non-ionising energy loss (NIEL) [21-22]. NIEL damage can also be 

caused by neutral particles like neutrons. The minimum energy required in silicon for having 

a primary knock on atom (PKA) is 25 keV [23].  Displacement damage is proportional to 
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non-ionizing energy loss, which is not proportional to the total energy absorbed, but depends 

on the particle type and energy. An incident particle or photon capable of imparting an energy 

of about 20 eV to a silicon atom can dislodge it from its lattice site [23]. 

  

Displacement damage creates defects clusters. For example, a 1Mev neutron transfers about 

60 to 70 keV to the Si recoil atom, which in turn displaces roughly 1000 additional atoms in a 

region of about 0.1 μm size [24]. X-rays do not cause direct displacement damage, since 

momentum conservation sets threshold energy of 250 keV for photons.  60Co gamma-rays 

cause displacement damage primarily through Compton electrons and are three orders of 

magnitude less damaging per photon than 1Mev neutron [25]. Table 2.1 gives a rough 

comparison of displacement damage for protons and electrons.  

 

Table 2. 1: Relative displacement damage for various particles and energies [22]. 

Particle proton proton neutron electron electron 

Energy 1 GeV 50 MeV 1 MeV 1 MeV 1 GeV 

Relative Damage 1 2 2 0.01 0.1 

 

The creation of displacement damage is a result of a PKA, with a specific recoil energy 𝐸Re, 

independent of particle type and interaction process of the imparting particle [24].  The 

maximum energy imparted to the recoiled silicon atom 𝐸max for high energy particles can be 

determined [23]  as: 

 
𝐸max = 2

𝐸k + 2𝑚p𝐶2

𝑀𝐶2
𝐸k (2.15) 

 

where 𝐸k is the kinetic energy of the impinging particle, 𝑚p is the rest mass, M is the mass of 

the silicon atom, and C is Coulomb interaction. The NIEL can be expressed by the 

displacement damage cross section or damage function [24] as:  

 
𝐷e(𝐸): = ∑ 𝜎v(𝐸) ∫ 𝐹v(𝐸, 𝐸Re)𝑃(𝐸Re)𝑑𝐸Re

𝐸Re
max

𝐸dv

 
(2.16) 
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where 𝐷e(E) is the displacement damage cross section,  𝜎v describes the cross section of a 

possible reaction v. 𝐹v(𝐸, 𝐸R) is the probability for the generation of a PKA due to the 

reaction v. 𝐹v(𝐸, 𝐸Re) depends on the recoil energy 𝐸Re  of a particle with energy E, P(𝐸Re) is 

the Lindhard partition function. Integration limits are the threshold energy for displacements 

𝐸d (25 eV for Si) and the maximal recoil energy 𝐸Re
max [26]. 

 

According to the NIEL-hypotheses the damage of any kind of particle with the energy 

spectrum of 𝛷(E) can be related to the damage of 1 MeV neutrons by the hardness factor [27-

29] as: 

 
𝑘 =

∫ 𝐷𝑒(𝐸)𝛷(𝐸)𝑑𝐸

𝐷e(𝐸 = 1𝑀𝑒𝑉) ∫ 𝛷(𝐸)𝑑𝐸
 

(2.17) 

With this factor, it is possible to compare the damage efficiency of different radiation types to 

that of 1 MeV neutrons. The 1MeV neutron equivalent fluence is given [29] by: 

 
𝛷eq = 𝑘. 𝛷 = 𝑘 ∫ 𝛷(𝐸)𝑑𝐸 (2.18) 

which can be either measured in 1MeV neutron equivalent particles/𝑐𝑚2.  It should be noted 

that the NIEL-hypothesis is not valid for all types of particles and energies. Figure 2.8 

illustrates the damage created by different types of particles normalized by NIEL to 1MeV 

neutrons.  

 
Figure 2. 8: Displacement damage function D (E) normalized to 95 MeV for neutrons [29]. 
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2.3.2 Surface damage 

 

Surface damage is primarily introduced by ionization of the isolating silicon dioxide (SiO2) 

layer by traversing particles due to electron-hole pairs created in the insulating layers 

SiO2.The electrons are fast collected in the electrode whereas the holes stay as a positive 

charge in the oxide because of their lower mobility [30]. This positive charge will induce an 

accumulation of electrons on the primary silicon bulk which will deteriorate many parameters 

of the detectors  [27].  

 

Figure 2.9 shows the dose dependence of fixed oxide charge concentration for different 

material, for example, the electrons will create a conductive layer between different readout 

electrodes, reducing their inter-electrode resistance. Moreover, generating locally high field, 

breakdown effects will be possible with the generation of avalanches, which will in turn 

increase the noise. Surface damage cannot be avoided, though some techniques exist to limit 

its effect [1]. Carriers in the oxide layers however cannot necessarily escape the region and 

can cause radiation damage in the oxide and in the interface between isolator and silicon bulk 

[24]. 

 
Figure 2. 9: Dose dependence of the fixed oxide charge concentration for several materials 

[30]. 
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2.3.2.1 Effects of radiation damage 

 

The bulk and surface defects create additional levels in the silicon band gap. These levels 

have three main effects on the performance of silicon detectors. Defects increase the leakage 

current, change the space charge distribution, influencing the depletion voltage of a sensor, 

and they can trap charges, which in turn reduces the charge collection efficiency [21-22; 24].  

An overview of the effects of radiation damage is given in figure 2.10. The impact of an 

individual defect depends on the level it creates in the energy gap. Levels towards the centre 

of the band gap tend to generate leakage current [31]. Acceptor and donor states towards 

either conduction or valence band can be ionised easily [28; 30]. This generates space charge 

and has an effect on the effective doping concentration.  

 
Figure 2. 10: Locations of different defect level in the silicon band gap and their effects [32]. 

 

A high leakage current is induced by deep level defects that act as generation and 

recombination centers [31]. These defects are located toward the centre of the intrinsic Fermi 

energy.  It has been established that the leakage current increases linearly with radiation 

fluence [24; 27; 32]  as: 

 ∆𝐼

Volume
 =  𝛼 ∙  𝛷eq (2.19) 

where ∆𝐼 is the increase in leakage current measured after irradiation of a sensor with the 

equivalent fluence 𝛷eq, compared with the current prior to irradiation.  As can be seen in 
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figure 2.11, the increase in current is proportional to the equivalent fluence, resulting in a 

linear relationship with the slope being the damage constant, 𝛼.  

 
Figure 2. 11: Scaling of current with fluence. 

 

A change in space charge is caused by defects located towards the centre of the band gap. As 

indicated earlier, the space charge in a sensor defines the effective doping concentration and 

thus the depletion voltage of the device. The depletion voltage (𝑉depl) is proportional to the 

absolute value of 𝑁eff [17; 33] as: 

 𝑉depl = (
𝑒

2𝜀𝜀0
) |𝑁eff|𝑆t

2 (2.20) 

where e the elementary charge, 𝜀0 is the permittivity of silicon, 𝑁eff is effective doping 

concentration, and St is the sensor thickness. Prior to irradiation, the effective doping 

concentration 𝑁eff is given by the different number of donors and acceptors in the silicon bulk 

[24; 34] as: 

 𝑁eff =  𝑁D −  𝑁A (2.21) 

Defects created by irradiation resulting in donor states increase the effective doping 

concentration (𝑁eff) and thus the depletion voltage. Acceptor states on the other hand 

decrease the effective doping concentration. 
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2.4 Metal-semiconductor contacts  
 

Metal semiconductor contacts are categorised based on their rectifying properties into 

Schottky contacts (rectifying) and Ohmic contacts (non-rectifying properties). Contacts are 

very important in the field of semiconductor physics as they allow for the fabrication of 

semiconductor devices and electrical characterization of most semiconductors.  

 

2.4.1 Schottky contact  

 

The rectifying properties of a metal-semiconductor result from the presence of an 

electrostatic barrier between the metal and the semiconductor. This barrier is as a result of the 

difference in work functions of the two materials. The work function of the metal is a 

constant while the semiconductor work function depends on the dopant concentration since it 

affects the Fermi level position.  The work function is not a feature of a bulk material but 

rather a property of the surface of the material [6]. The work function ,𝑊F ,  for a given metal 

surface is defined in terms of Fermi energy (𝐸𝐹) of the material [6] as:  

 𝑊F = −𝑒𝛷 − 𝐸F (2.22) 

where 𝛷 is the electrostatic potential in the vacuum nearby the surface. The term − 𝑒𝛷 is the 

energy of an electron at rest in the vacuum nearby the surface.  

 
Figure 2. 12: Schottky junction between metal and n-type semiconductor before contact. The 

work function of the semiconductor is smaller than that of the metal so that electrons can 

move from semiconductor to metal, forming a contact potential. 
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For n‐type semiconductor shown in figure 2.12, where the work function of the metal 𝛷m  

surpasses that of the semiconductor 𝛷s , thus, electrons flow from the semiconductor into the 

metal to balance the Fermi levels, leaving behind a depletion region in the semiconductor in 

which the bands are bent upward leading to rectifying properties [35].  

 

The potential barrier seen by electrons in the metal trying to move into the semiconductor is 

known as the Schottky barrier height and denoted by 𝛷B in figure 2.13 [8]. Schottky barrier 

height can be defined as the difference between the metal work function and the electron 

affinity of the semiconductor [35-37] as: 

 𝛷B = (𝛷m − 𝛷s) + (𝐸cb − 𝐸F) = 𝛷m − 𝜒s (2.23) 

 where 𝛷m and 𝛷s  are the work function for metal and semiconductor, respectively, 𝐸cb is 

the energy of the conduction band, and  𝜒s is the electron affinity of the semiconductor, i.e. 

the difference in energy between the vacuum level and the bottom of the conduction band. 

 
Figure 2. 13: Schottky junction showing the band bending on the semiconductor side. 

Semiconductor bands bend up going from the semiconductor (positive) to metal (negative) 

since this is the same direction as the electric field  [6]. 

 

The Fermi energy (𝐸F) is independent of the metal used and hence the barrier height is 

independent of the change in external applied voltage but dependent on the interface 

properties of the metal and semiconductor [37]. The Schottky junction can be biased by 
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application of an external potential. The current flow depends on the type of bias and the 

amount of applied external potential [38]. 

 

2.4.1.1 Forward bias 

 

In a forward biased Schottky junction, the external potential is applied in a way that it resists 

the in-built potential. Since the region with the highest resistivity region near the junction is 

the depletion region, the voltage drop is across the depletion region. Under external bias the 

Fermi energy no longer align but are shifted with regard to one another and the magnitude of 

the shift depends on the applied voltage. Energy band diagram of the Schottky junction under 

forward bias is shown in figure 2.14.  In this case, electrons infused from the external circuit 

into the n-type semiconductor have a lower barrier to overcome before reaching the metal. 

This leads to a current in the circuit to increase with an increase in external potential [6]. The 

current in a Schottky diode under forward bias is given [3] as: 

 
𝐼 = 𝐼0 [exp (

𝑒(𝑉0 − 𝐼𝑅𝑠)

𝐾𝑏𝑇
) − 1] (2.24) 

 

where 𝐼0 is the saturation current.  The saturation current (𝐼0) is normally calculated from the 

Y-intercept of the linear region of a forward ln (I) versus 𝑉0 plot and it depends on the 

Schottky barrier (𝛷B) for the system and expresses [39] as: 

 
𝐼0 = 𝐴r𝐴∗𝑇2exp (−

𝑒𝛷B

𝐾b𝑇
)                      (2.25) 

 

where 𝐴r is the effective area of the diode,  𝐴∗ is the Richardson constant for thermionic 

emission and is a material property. Equation 2.24 shows that current in forward bias 

increases exponentially with applied potential, V.  
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Figure 2. 14: Schottky junction under forward bias. Adapted from Principles of Electronic 

Materials [8]. 

 

2.4.1.2 Reverse bias 

 

In reverse bias the external potential is applied in the same direction as the junction potential, 

as shown in figure 2.15. If a positive voltage is applied to the semiconductor with respect to 

the metal, the Fermi level is lowered in energy comparative to that of the metal. The 

depletion width (𝑊D) is then increased. Electrons overcome a larger potential barrier on the 

semiconductor side. In this situation, a small reverse current of electrons flowing from the 

metal to the semiconductor is observed. This condition is known as reversed bias. 

 
Figure 2. 15: Schottky junction under reverse bias (left) and I - V characteristics of a 

Schottky junction showing rectifying properties (right) 
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2.4.2 Ohmic contact 

 

Current flowing through an ohmic contact is the linear function of the applied voltage and 

conduction is possible under both forward and reverse bias. In this case, the I-V relation 

obeys Ohm’s law.  The resistance for such a contact is negligible in comparison to the bulk 

one. A good ohmic contact should not significantly degrade device performance and can pass 

the required current with a voltage drop that is small compared to the drop across the active 

region of the device. An ohmic contact is formed on an n-type semiconductor when the 

(𝛷m < 𝛷s) [21; 40-42]. And the opposite sign holds for p-type semiconductor.  

 

At equilibrium, electrons move from the metal to the empty states in the conduction band so 

that there is a build-up region near the interface on the side of the semiconductor. The build-

up region has a high conductivity than the bulk of the semiconductor as a result of high 

electrons concentration. Thus, an Ohmic junction behaves as a resistor conducting in both 

forward and reverse bias. The resistivity is determined by the bulk resistivity of the 

semiconductor [40]. 
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Chapter 3  
 

Ion implantation 
 
Impurities are introduced into silicon to modify electrical properties of the material for 

fabrication of device for various applications including radiation detectors. One of the 

methods by which impurities are introduced into the material is by ion implantation. The 

impurities introduced are facilitated by the kinetic energy of the specific ions.  As they 

incident in the bulk, the ions loose energies through elastic and inelastic collision and 

eventually stopping at a certain depth within the material. An impurity ion is said to have 

been implanted in the material when all its energy has been lost to the substrate atoms. 

Hence, the implantation energy of the impurity ions depends on the material and desired 

depth at which the impurity must be inside the material [1].  

 

3.1 Ion stopping in solid 
 

Loss of energy by ions in a material is the factor which determines the final scattering of ions 

and defects. The average energy loss per unit length of penetration into homogenous medium 

by a charged particle or projectile is the quantity referred to as the stopping power, 
𝑑𝐸

𝑑𝑥
, of the 

medium. An energetic ion penetrating a material loses its energy mainly via nuclear energy 

loss and electronic energy loss processes. Therefore, the sum of nuclear stopping and 

electronic stopping for an ion coming to rest at a depth x below the target surface can be 

expressed as the total stopping power [2] as: 

 
        𝑆 =  − 

d𝐸

d𝑥
=   (

d𝐸

d𝑥
)

nuclear
+  (

d𝐸

d𝑥
)

electronic
 (3.1) 

 

Dividing S by the target density, N, the stopping cross section is derived as: 

 
𝜁 = −

1

𝑁
(

d𝐸

d𝑥
) = −

1

𝑁
(

d𝐸

d𝑥
)

n
−

1

𝑁
(

d𝐸

d𝑥
)

e
= 𝑆n + 𝑆e (3.2) 
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where d𝐸 represents the differential energy loss for the particle under deliberation within the 

material and 𝑑𝑥 is the elemental distance measured along the direction of the incident ion. 𝑆n 

and 𝑆e are the nuclear and electronic stopping cross sections, respectively. The independence 

of nuclear stopping and electronic stopping suggests that the stopping power is dependent on 

the energy E of the ion, as can be observed in figure 3.1. 

 
Figure 3.1: The dependences of electronic stopping  𝑆e and nuclear stopping  𝑆n 

contributions to the stopping cross section  as a function of the ion energy E [3]. 

 

At low energies the nuclear stopping energy loss process is the dominant mechanism while at 

high energy it decreases and electronic stopping dominates. This shift in the dominant energy 

loss mechanism is shown in figure 3.1. It can be observed in the figure that electronic 

stopping begins to dominate above the critical energy ,𝐸c, that is, where the contributions of 

nuclear and electronic cross sections are the same then reaches a maximum and then 

decreased again towards the high energy region described by the Bethe-Bloch equation [3] 

where the ion has a shorter time to interact with the target atoms at the high ion velocities. 

 

3.1.1 Nuclear stopping 

 

Nuclear stopping (𝑆n) occurs when implanted ion loses energy due to elastic collision with 

the nuclei of the target atom. The energy lost by the implanted ion is transferred from its 

lattice site to the target atom. Nuclear stopping is responsible for the defects introduced into 

crystals during ion implantation. Nuclear stopping depends on the distance of closest 
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approach of the ion to target atom as the interaction potentials are strongly dependent on the 

distance separating the two nuclei. At low energies, nuclear stopping is the dominant 

mechanism.  The velocity of the ion at these low energies is lower than that of the critical 

velocity (𝑣c) of the valence electrons [4]. The critical velocity is expressed [4] as: 

 
𝑣c = 𝑣0𝑍1

2
3 (3.3) 

where 𝑣0 (=
𝑒2

ℏ
) is the Bohr velocity and ℏ is the reduced Planck’s constant 

ℎ

2𝜋
. 

3.1.2 Electronic stopping 

 

Electronic stopping (𝑆e) occurs whereby incoming ions interact inelastically with the target 

electrons and loses its kinetic energy to the target electrons. Processes that facilitate this 

transfer of kinetic energy from the incident ion to the target electron include electron-electron 

collisions, excitation or ionization of target atoms and excitation, ionization or electron-

capture of the incident ion [5].   A model based on the ion velocity is used to describe the 

energy loss process. The basis of which arises from comparing the ion's velocity with the 

Bohr velocity. 

 

The first region of this model deals with the low energy region.  In this region the ion 

velocity is lower than 𝑣0𝑍1
2 3⁄

 [2]. Ion cannot transfer its energy to electrons lower that the 

Fermi energy to excite them to unoccupied states in this region [6] and therefore, can only 

transfer its energy to electrons close to the Fermi energy.  Since the transferred energy from 

the projectile to the target electron is proportional to the projectile velocity, the electronic 

stopping power is proportional to the projectile velocity [7] as: 

 
𝑆e = 19.2

𝑍1
7 6⁄

𝑍2𝑣1

(𝑍1
2 3⁄

+ 𝑍2
2 3⁄

)𝑣0

 [
eVcm2

1015at
] (3.4) 
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In the second region of which the velocities of the ions are far greater than  𝑣0𝑍1
2 3⁄

. In this 

region, the ion stripped off all its electrons as shown by Bethe and Bloch in figure 3.1. The 

electronic stopping in this region is given by the Bethe-Bloch equation [8]: 

 
𝑆e =

4𝜋𝑍1
2𝑍2𝑒4

𝑚e𝑣1
2 [ln (

2𝑚e𝑣1
2

𝐼
) + ln (

1

1 − 𝛽2
) − 𝛽2 −

𝑆c

𝑍2

] 

 

(3.5) 

where 𝛽 =
𝑣

𝑐
  with c being the speed of light, I is the average ionization potential and is 

theoretically defined as ln 𝐼 = ∑ 𝑓n ln 𝐸nn   and 
𝑆c

𝑍2
 is the shell correction, while 𝐸n and 𝑓n are 

the possible energy transitions and corresponding oscillator strengths for target atoms,  

respectively [8]. 

 

The third region is the intermediate one, i.e. between part 1 and part 2, the region where 

𝑣 ≈ 𝑣0𝑍1
2 3⁄

. The ion, to a large extent, becomes ionized and electronic stopping reaches its 

maximum in this region.  In accordance to [9], the average charge state of the projectile is 

dependent on its energy and target material in this range.  From figure 3.1, it can be seen that 

at the energy above the critical energy (𝐸c ) electronic stopping starts to dominate and after 

reaching a maximum, it starts to decrease in the high energy region  [1].  

 

The term 𝑣0𝑍1
2 3⁄

 was estimated to be 3.67 × 107 m/s for Er. At 60 keV, Erbium ions have an 

initial velocity of 2.63 × 105 m/s while the initial velocity of the 160 keV Er ions is 4.65 × 

105 m/s. Due to these low velocities, the incident Er ions are unable to transfer sufficient 

energy to electrons lower in the energy level than the Fermi level. Hence, only the electrons 

in the energy level close to the Fermi level influence electron energy loss. 

 

The important domains for the purposes of this dissertation are the low and intermediate 

energy regions, since the study reports on the result of erbium ions for 60 keV and 160 keV 
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that were implanted into Si (a low energy regime) and analysed by Rutherford backscattering 

Spectrometry (RBS) using 2 MeV -particles (an intermediate energy regime). 

 

3.1.3 Energy straggling 

 

Energy is lost by energetic incident particles penetrating a substrate through several 

interactions with a target’s atoms, which often lead to statistical uncertainty in the collision 

processes. Identical particles initially having the same velocity will not necessarily have the 

same energy after traversing the same thickness in homogenous material. The resulting 

statistical uncertainty in the energy of particles penetrating a solid, leads to a statistical 

distribution in both the number and size of events for a certain depth of penetration. This 

discrete nature of the energy loss processes, resulting in uncertainty in energy is known as 

energy straggling.  

 

As a result, energy profile broadens as a function of the distance travelled through the target. 

This energy loss along a given path length is distributed around a mean value. According to 

[11], the variance, 𝛺B
2, in the number of collisions experienced by an energetic particle when 

passing through a solid of thickness ∆𝑥, having atomic density N is given [5] as:  

         𝛺B
2 = 4𝜋(𝑍1𝑒2)2𝑁𝑍2∆𝑥 (3.6) 

 

where 𝛺B
2 is Bohr’s energy straggling, 𝛺B

2  is the same as the variance of the average 

energy loss of a projectile after passing through a target of thickness ∆𝑥 with 𝛺B which is the 

standard deviation of the energy broadening [2]. The energy distribution at a given depth is 

assumed to be Gaussian. Therefore, the full width at half maximum (FWHM) of the energy 

loss distribution can be expressed [2] as: 

 FWHM = 2𝛺B√2 ln 2 (3.7) 

which is  2.35 Ω for energy straggling. 
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Figure 3.2: Normalized distribution of 160 keV erbium ions in silicon as a function of 

implantation depth. The projected range, 𝑅𝑝, projected range straggling ∆𝑅𝑝 and the full 

width at half maximum (FWHM) and their values are indicated in the figure. Values were 

obtained by fitting the as-implanted Er spectrum depth profile with a Gaussian distribution 

[10].  

  

Bohr’s theory is only valid for high energies in Beth-Bloch region where ion stripped off all 

its electrons. Consequently, Bohr’s theory is unable to explain the lower energy case where 

the ion did not strip off all its electrons. Corrections term for lower energies cases were 

introduced by several researchers [2] by extending Bohr’s point charge assumption theory for 

energies where the assumptions may not be valid [12]. 

 

For ion velocities below 𝐸0 keV [10]:  

 
𝛺 = 𝛺B

2
1

2
𝐿(𝜒) for 𝜒 ≤ 3 

and 

(3.8) 

 𝛺 = 𝛺B
2  for 𝜒 > 3 

 

(3.9) 

where 𝜒 is a reduced energy variable given by: 

 
𝜒 = 𝑣2/𝑍2𝑣0

2 (3.10) 

and L(𝜒) is the stopping number. 
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3.1.4 Range and range straggling 

 

Energy is lost when an energetic ion penetrates a material through nuclear energy loss and 

electronic energy loss until it comes to rest. Due to the statistical fluctuation of interactions 

during the energy loss processes and multiple scattering of the ion from the target atoms, the 

ion’s path is “zigzags”. These statistical fluctuations cause ions with the same energy to be 

implanted at different depths. The total distance, which the ion travels from the surface to 

where it stops, is called the total range or range and is calculated by taking into consideration 

the stopping cross sections [12]: 

 

𝑅 =
1

𝑁
 ∫

𝑑𝐸

𝑑𝑥

𝐸0

0

 (3.11) 

The deviation of the range due to energy straggling is called range straggling ∆𝑅p and is 

primarily due to the multiple collisions of the ions which will result in the fluctuations of the 

ions from their initial directions and lead to a spread in the range of the ion beam in the target 

[2].  Figure 3.3 depicts two charged particles penetrating a material, i.e. one particle with a 

low incident energy and another with a high incident energy [1]. The path of the energetic 

ions with high energy after penetrating the material is straight because electronic stopping 

dominates and no nuclear stopping is experienced. As the velocity decreases there are 

collisions with the target atoms and ions experience a zigzag path when their energies are 

low.  For the lower incident energy ion, the path is a zigzag one since the nuclear and electron 

stopping is of similar magnitudes. 

 

The total range of all the ions is given as:  

 𝑅tot

𝑢
= ∑ 𝑙i 

 
(3.12) 

where u is the total number of ions implanted into the sample and 𝑙i is the different path 

lengths the ions travel inside the material. 
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Figure 3.3: Range concepts for incident ions with low (top figure) and high (bottom figure) 

energies in target material [1].  

 

The average range measured parallel to the incident ion direction of the ions penetrating the 

material from the target surface to where it comes to rest at a particular depth is called the 

projectile range (𝑅p) as shown in figure 3.3. The total range is always longer than other 

ranges because it takes into consideration the entire ion implanted paths taken inside material.   

The impurity profile as a function of depth is approximately Gaussian because of the range 

straggling effect. The concentration of impurity ions implanted at low energy to a fluence of 

𝜛 at a depth 𝑔 in a target of atomic density N is related to 𝑅p and ∆𝑅p and it is given [13] as: 

 

𝑄(𝑔) =
𝜛

√2𝜋𝑁∆𝑅p

𝑒
[
−(𝑔−𝑅p)

2

2𝜋∆𝑅p
2 ]

 (3.13) 

 

where 𝑔 is the position of the incident ions in the target, 𝜛 is the implantation dosage. 

 

The other instants measured in a general implantation profile are skewness and kurtosis. 

Skewness, γ, is the measure of the implantation profile’s tendency to rest towards or away 

from the projected range, 𝑅𝑝. The skewness of a profile can either be positive or negative. 

Skewness of an implantation profile can be expressed [1] as: 

 

𝛾 =  ∫ (𝑔 − 𝑅𝑝)
3
𝑛(𝑔)𝑑𝑔

∞

−∞

 (3.14) 
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Kurtosis, β, is the measure of the flatness of the implanted profile. For a perfect Gaussian 

profile, kurtosis is equal to 3. The kurtosis of an implantation profile is given as: 

 

𝛽 =  ∫ (𝑔 − 𝑅p)
4
𝑛(𝑔)𝑑𝑔

∞

−∞

 (3.15) 

 

3.2 Stopping and range of ions in matter (SRIM) 

For ion implantation simulation, radiation damage, sputtering, reflection and transmission of 

impinging ions, several computer codes have been developed over the years to help in 

simulating different implantation parameters and moments such as projected range (𝑅p), 

straggling (∆𝑅p) and skewness (𝛾) [14]. Monte Carlo simulation method and binary 

collisions algorithm are used to estimate the trajectory of implanted species due to the 

statistical nature of the paths of the implanted species [14]. Different programs are embedded 

within SRIM and the transport of ions in matter (TRIM) program is the most detailed of 

them.  

 

However, TRIM, does not take into consideration the crystal structure and the dynamic 

composition changes in the material that occurs when the incident ion penetrates the target 

material. Some of the assumptions made by TRIM include: 

1. SRIM program does not take the crystallinity of the target into consideration i.e. it 

assumes that the substrate is amorphous. 

 

2. Predictions of the projected range are based on binary collisions alone (Effects of 

neighbouring atoms are neglected). 

 

3. Electronic and nuclear stopping powers are an averaging fit to a large number of 

experimental data points. 

 

4. Recombination of interstitials with vacancies is neglected. 

 

In this study, the stopping and range of Ions in Matter (SRIM) program was used to estimate 

the physical parameter involved when erbium is implanted in silicon. As implanted in silicon, 



40 
 

erbium creates defects vacancy and interstitials in silicon. The parameters estimated include 

the density of vacancy and interstitials created. The program was also used to predict the 

effect of erbium ion implantation on silicon and the values obtained were then compared with 

the experimental depth profiles acquired using Rutherford backscattered spectrometry 

technique in this work. 
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Chapter 4 
 

Characterization techniques  

This chapter details characterization techniques that were used in this study. For this study, 

silicon substrates were implanted with erbium (Er) ions at room temperature. The implanted 

silicon was annealed at different temperatures, 800 ℃ and 1000 ℃, to diffuse erbium in 

silicon and to recover the damage induced by ion implantation. X-ray diffraction (XRD) and 

Rutherford backscattering spectrometry channelling (RBS-C) techniques were used to 

characterize the erbium implanted silicon samples. These material characterization techniques 

were carried out in order to establish the presence of erbium and its diffusion mechanisms in 

silicon. The techniques were also used to study the thermal damage recovery of the silicon. 

 

Schottky diodes were fabricated on un-implanted and Er implanted silicon samples. Current-

voltage (I-V) and capacitance-voltage (C-V) are device characterization techniques that were 

carried out on the fabricated diodes to study a change in electrical properties of the diode due 

to the implantation at room temperature. 

 

4.1 Material characterization techniques 

Material characterization techniques were used to establish the presence of erbium in silicon. 

The techniques were also used to investigate a change in crystal structure and atomic spacing 

in the crystal due to the implantation and also, to study the diffusion mechanisms of erbium 

in silicon. In addition, other elements that were unintentional introduced in silicon were 

identified using the techniques. 

4.1.1 Rutherford backscattering spectrometry  

Rutherford backscattering spectrometry (RBS) as a method for materials analysis was firstly 

described in 1957 by Rubin [1], and in the 1960’s it was developed to a materials 
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characterization technique particularly useful for the growing semiconductor field [2]. 

Rutherford Backscattering Spectrometry (RBS) is an ion scattering technique for quantitative 

composition analysis of thin layers or near surface regions of solids. It allows fast non-

destructive analysis of materials and multi-element depth concentration profiles [3]. This 

technique is based on the analysis of the energy of backscattering particles. Typically, 

protons, helium, and sometimes lithium ions are used as projectiles at backscattering angles 

[4]. In our experiments, we used helium particles. 

 

When incoming energetic particle strikes the target material, the particle will lose energy as it 

penetrates the target and stop inside the material. A fraction of the particles is backscattered 

[5, 6]. Depending on the backscattered angle some of the backscattered particles are detected 

by the detector. The detector is normally placed at an angle greater than 90° and less than  

180° to the incoming beam as shown in figure 4.1. Different information of the target can be 

gathered from the detected backscattered particles such as mass and depth distributions of the 

target elements.  

 
Figure 4.1: Schematic diagram showing the RBS experimental setup. 

4.1.1.1 Kinematic factor (K) 

 

The kinematic factor is defined as the ratio of the backscattered particle’s energy 𝐸1 after 

collision to the incident energy 𝐸0 before the collision [2]. It is expressed as: 
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𝐾 =
𝐸1

𝐸0
= {

𝑀1 cos 𝜃 ± √𝑀1
2𝑠𝑖𝑛2𝜃

𝑀1 + 𝑀2
}

2

 (4.1) 

where  𝑀1 and 𝑀2 are the atomic masses of helium particle and target atom respectively, 𝐸0 

and 𝐸1 are the energies of the incident and backscattered helium particle respectively, and 𝜃 

is the backscattered angle.  The plus sign in equation 4.1 is used when  𝑀1 < 𝑀2, while the 

minus sign is used when 𝑀1 > 𝑀2  [3]. In our case the plus sign is applicable because the 

mass of the target atom is greater than that of the helium particles as depicted in figure 4.2. 

 
Figure 4.2: A schematic diagram showing the RBS backscattered angle𝜃. 

4.1.1.2 Differential cross section 

 

The differential cross section for scattering i.e. d𝜎/d𝛺 in a given direction into the detecting 

solid angle dΩ, is defined as the number of particles scattered into a solid angle dΩ per 

number of incident particles per unit area [7].  The differential cross section for the scattering 

angle of a projectile into a solid dΩ centered around an angle 𝜃 and is given [7] as: 

 

(
d𝜎

d𝛺
)

projectile
= (

𝑍1𝑍2𝑒2

4𝐸0
)

2 4 (𝑀2cos𝜃 + √𝑀2
2 − 𝑀1

1sin2𝜃)
2

𝑀2sin4𝜃√𝑀2
2 − 𝑀1

2sin2𝜃
 (4.2) 

The differential cross section has a proportionality relation with the atomic number of the 

target 𝑍2 i.e. (
d𝜎

d𝛺
∝ 𝑍2

2), which means the RBS is more sensitive to heavy elements as 

compared to light elements. The inverse proportionality of 𝐸0 to the differential cross section 

i.e.  (
d𝜎

d𝛺
∝

1

𝐸0
), shows that as the energy increases as the backscattering yield decreases.  



45 
 

The probability of an incident ion being scattered into a solid angle of the detector, Ω, at a 

scattering angle, 𝜃, is known as scattering cross section, 𝜎 .  The total number of 

backscattered and detected particles is given as [8]: 

 𝐵n = 𝜎𝛺𝑃in𝑇∆𝑥 (4.3) 

where 𝐵n is the number of detected particles,  𝜎𝛺 is the differential cross section averaged 

over the surface of the detector,  𝑃in is the total number for incident projectiles, 𝑇∆𝑥 is the 

total  number of target atoms per unit area. From equation (4.3), we can see that if 𝐵n, 𝜎, 𝛺 

and 𝑃in are known we can obtain 𝑇∆𝑥. 

 

4.1.1.3 Depth profiling 

 

The backscattered helium particles from different depths within the target material have 

different energies. The incident particle of energy 𝐸0 that backscatters at the surface has 

energy of 𝐾𝐸0. This incident particle loses some of its energy as it penetrates along the  

inward path and has energy E before it undergoes backscattering at depth x as depicted in 

figure 4.3 [9]. Hence, energy 𝐸0 is greater than energy E.  As the particle backscattered at 

depth x, it also loses energy along the outward path. The particle emerging from the surface 

has energy 𝐸1. Thus, 𝐸1 is less than E. 

 
Figure 4.3: A schematic diagram showing the backscattering events in a target particle and 

the energy loss from depth x [10;11]. 

 

Figure 4.3 shows the energy E with the inward path when the particle loses energy can be 

related as: 
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 𝑥

cos𝜃1
= − ∫

1

(
d𝐸
d𝑥)

d𝐸
𝐸

𝐸0

= − ∫ (
d𝑥

d𝐸
) d𝐸

𝐸

𝐸0

 (4.4) 

 

Similarly, the outward path is related to KE and 𝐸1 by: 

 𝑥

cos𝜃2
= − ∫

1

(
d𝐸
d𝑥)

d𝐸 =
𝐸1

𝐾𝐸

− ∫ (
d𝑥

d𝐸
) d𝐸

𝐸1

𝐾𝐸

 

 

(4.5) 

The energy difference 𝐸0 − 𝐸 is the energy loss along the inward path ∆𝐸out. Particles 

backscattered at the surface have the energy of K𝐸0. If 
d𝐸

d𝑥
 has a constant value along the 

inward and outward paths, equations (4.4) and (4.5) are reduced [7] to: 

 
𝐸 = 𝐸0 −

𝑥

cos𝜃1

d𝐸

d𝑥
𝛪in (4.6) 

and 

 
𝐸1 = 𝐾𝐸 −

𝑥

cos𝜃2

d𝐸

d𝑥
𝛪out (4.7) 

respectively.  Here the subscript ‘in’ and ‘out’ refer to the constant values of 
d𝐸

d𝑥
 along the 

inward and outward paths. By elimination of E from equation (4.8) and (4.9) we have: 

 
𝐾𝐸0 − 𝐸1 = [

𝐾

cos𝜃1

d𝐸

d𝑥
𝛪in +

1

cos𝜃2

d𝐸

d𝑥
𝛪out] 𝑥 (4.8) 

where 𝐾𝐸0 is the energy of the backscattered helium particles at the surface atoms of the 

target and 𝐸1 is the energy of the backscattered helium from the atom at depth x.  Taking  ∆𝐸 

to be the energy difference between  𝐸1 and K𝐸0: 

 ∆𝐸 = 𝐾𝐸0 − 𝐸1 (4.9) 

The equation 4.8 can be written as 

[𝑆] = [
𝐾

cos𝜃1

d𝐸

d𝑥
𝛪in +

1

cos𝜃2

d𝐸

d𝑥
𝛪out] (4.10) 
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where [𝑆]  is called the backscattered energy loss factor and it allows for a depth scale to be 

applied to a backscattering energy spectrum.  Thus, a measured energy spectrum can 

therefore directly be converted into a depth scale [12]. 

 

4.1.1.4 RBS with channelling (RBS-C) 

 

When an energetic ion beam is aimed near a major crystalline direction of a single crystal, the 

channelling process occurs. During this process, ions are steered into open spaces between 

close-packed planes of atoms in a crystal where they undergo a series of correlated, small 

angle collisions with the nuclei that line the channels [11]. 

   

The open channels in a crystal are categorized into two groups, viz. axial and planar channels. 

The axial channel is defined by rows of atoms around the trajectory. The axial alignment in 

the spectrum has damped yield oscillation near the surface region and has a lower minimum 

backscattering yield as shown in figure 4.4. 

 
Figure 4.4:Continuum model for ion scattering from an axial string of atoms [11]. 

 Lindhard’s work [13] introduced the continuum model which describes channelling in a 

continuum description of atomic strings (axial channelling) and planes (planar channelling). 

The continuum model is based on continuum potentials taken as an average individual ion-

atom collision. Thus, this model assumes that ion-string or ion-plane scattering as illustrated 

in figure 4.4 can be approximated from a string of atoms. The discrete nature of the atoms in 

the string is assumed to be negligible [5]. 
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The continuum potential can be used to describe the axial channelling [5]. This potential is 

given [5] as: 

 
𝑈(𝑟) =

1

𝑑
∫ 𝑃v [(𝑧2 + 𝑟2)

1
2] d𝑧

∞

−∞

 (4.13) 

 

where 𝑃v is the interatomic potential, r is the height and z is the direction in which the 

particles move. 

 

The planar channel on the other hand is defined by parallel atomic planes. Planar alignment 

has clear yield oscillation near the surface region and has high backscattering yield [2]. 

Figure 4.5 shows the normalized yield of backscattered particles for spectra of axial and 

planar alignment, where χMIN is the minimum yield, which is the ratio between the aligned 

and random yield near the surface.  

 
Figure 4.5: RBS channelling spectra showing axial and planar channelling. 𝜒MIN

P  and 𝜒MIN
A  

are planar and axial minimum yield respectively [7]. 

 

For channelling to take place, the ion incident angle upon a channel of atoms must be smaller 

than the critical angle 𝜓c, [14], such that the ions are reflected away from the row of atoms 

continuously by the correlated series of many consecutive collisions with the atoms in the 

row. The critical angle is given [14] as:   

 

𝜓c = (
2𝑍1𝑍2𝑒2

𝐸0𝑑
)

1
2

 (4.12) 
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where d is the atomic spacing along the aligned row,  𝜓c is a theoretical parameter and is 

directly proportional to the angular half width at half 𝜓1
2⁄  of the angular scan profile depicted 

in figure 4.6.  

 
Figure 4.6: The angular yield about an axial channel (solid curve) and a planer channel 

(broken line) [7]. 

 

Above this critical angle, the particles begin to approach the row of atoms so closely that the 

particle will start to feel the effect of the atoms in the row individually and the particle will 

experience large angle scattering and will de-channelled. Dechannelling occurs when some of 

the channelled ions are scattered away as they penetrate the solid during the channelling 

process. It is due to the presents of defects such as substitution impurities, interstitial atoms 

and displaced lattice atoms (figure 4.7). In this case there will be an increase in the 

backscattering yield. 

 

When ions are implanted in a material, damage is created, that is, the implanted ions displace 

the host/target material atoms from their original lattice site distorting the crystal structure 

and creating vacancies and interstitials. Rutherford backscattering spectrometry in a channel 

mode (RBS-C) helps us to study this damage. This channelling technique gives information of 

the amount and depth distribution of the damage created in the material. The radiation 

damage created during implantation differs according to the fluence and temperature of 

implantation. The random and aligned spectra give us information on whether the material is 
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amorphous (absence of long-range order) or whether the material retained its crystallinity 

with some damage created [2]. 

 
Figure 4.7: Schematic representation showing channelling, Dechannelling and direct 

backscattering by interstitial atoms. 

 

4.1.2 X-ray diffraction 

X-ray diffraction (XRD) technique is an effective non-destructive analytical technique for 

characterizing crystalline materials [15]. It is used for phase identification, to measure 

crystalline sizes in a material. When a beam of parallel monochromatic X-ray beam strikes a 

crystal lattice, the electromagnetic (EM) waves in the beam interact with the planes of atoms 

in the crystal structure to produce constructive interference and the X-rays leave the sample 

through the same angle [16]. The waves become scattered and the beam becomes diffracted 

[16] as described in figure 4.8. 

 
Figure 4.8: A schematic illustration of X-ray diffraction by a crystal. X-rays penetrate the 

crystal and then become diffracted by a series of atomic planes [17]. 
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The angle between the incident x-ray beam and the lattice planes is called 𝜃 and that between 

the incident and scattered x-ray beams is called 2𝜃. The 2𝜃 of maximum intensity is known 

as the Bragg angle. To give maxima in scattered intensity, the scattered beams should be 

coherently scattered at different lattice planes. These conditions result to the Bragg equation 

as: 

 𝑛𝜆 =  2𝑑 𝑠𝑖𝑛𝜃 (4.13) 

where n a positive integer number representing the order of the diffraction, 𝜆 is the X-ray 

wavelength, d is the atomic spacing generating the diffraction and θ is the angle between the 

incident X-ray beam and the atomic lattice plane in the crystal dimensions of the unit cell in 

the crystal as depicted in figure 4.9. 

 
Figure 4.9: A schematic diagram of Bragg’s reflection from a crystal. 

 

In three dimensions, all directions from the crystal that are at an angle 2θ to the incident 

beam define a cone as shown in figure 4.10. Several cones exist and each relating to a 

different set of diffraction planes with a distinct set of Miller indices denoted by the letters h, 

k and l. A particular (hkl) plane is the result of reflections from a series of parallel atomic 

planes [18-19]. Miller indices are used to describe directions in the crystal.  

 

In a single crystal, atoms are spatial placed in a regular interval called the crystal’s lattice 

parameter. Lattice parameters are the most important physical quantity in XRD as periodicity 

in atomic placement is the physical property that gives rise to XRD peaks [20].  
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Figure 4.10:  A diffraction cone defined by all 2𝜃 directions around the incident beam [16]. 

 

In three dimensions lattice parameters are comprised of a set of three lattice constants 

referred to as (a, b, c) and three angles (𝛼, 𝛽, 𝛾) between them  [18]. The separation between 

sets of parallel planes formed by the singular cells in a lattice structure is called atomic 

spacing (d) and is linked to the Miller indices of a plane (hkl). The separation 𝑑ℎ𝑘𝑙 between 

adjacent (hkl) planes is given [19] by: 

 𝑑hkl =
𝑎

√ℎ2 + 𝑘2 + 𝑙2
 

 

(4.14) 

where a is the lattice parameter.  

 

 

When we substitute for d = 𝑑hkl in the Bragg condition in Equation 4.15, and rearrange the 

equation for (n=1), one gets: 

 
sin2𝜃 =

𝜆2

4𝑎2
(ℎ2 + 𝑘2 + 𝑙2) (4.15) 

Since in any specific case a and 𝜆 are constants and if 
𝜆2

4𝑎2
 = A, equation (4.15) can be re-

written as: 

 sin2𝜃 = 𝐴(ℎ2 + 𝑘2 + 𝑙2)  (4.16) 

showing Bragg’s law for three dimensional crystals and the diffraction angle increases with 

(ℎ2 + 𝑘2 + 𝑙2). 

 

All possible (ℎ𝑘𝑙) planes in cubic crystals will generate diffraction peaks with diffraction 

angles satisfying the Bragg law. Equation (4.19) defines a diffraction pattern for the simple 

cubic crystal structure because it generates all the possible values of 2𝜃 for all the planes in 
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the cubic crystal. In case of Face centred cubic (FCC) and Body centred cubic (BCC) 

crystals, however, not all (ℎ𝑘𝑙) planes give rise to diffraction peaks predicted by Equation 

(4.16) for the reason that diffractions from certain planes are missing since the atoms on these 

planes give rise to reflections that are not in phase [16].  

 

Diffraction pattern in figure 4.11 for an FCC crystal shows that only those planes with Miller 

indices that are all either odd or all even integers give rise to diffraction peaks. There are no 

diffractions from those planes with mixed odd and even integers. 

 
Figure 4.11: for an FCC crystal shows that only those planes with Miller indices that are all 

either odd or all even integers give rise to diffraction peaks. There are no diffractions from 

those planes with mixed odd and even integers. 

 

An X-ray detector placed at an angle 2θ with respect to the beam will register a peak in the 

detected X-ray intensity.  The diffraction peaks and the d-spacing show information about the 

location of lattice planes in the crystal structure. Each peak measures a d-spacing that 

represents a family of lattice planes, it also has an intensity which differs from other peaks in 

the pattern and reflects the relative strength of the diffraction [20]. 

 

The resultant of the waves scattered by all the atoms in the unit cell in the direction of the hkl 

reflection, is called the structure factor (𝐹ℎ𝑘𝑙).  The structure factor depends on both the 

position of each atom and its scattering factor. The general expression for the structure factor  

[20] is: 
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 𝐹ℎ𝑘𝑙 = ∑ 𝑓𝑗𝑒2𝜋𝑖(ℎ𝑥𝑗+𝑘𝑦𝑗+𝑙𝑧𝑗)

𝑗

 

 

(4.17) 

where 𝑓𝑗  is the scattering factor of the jth atom while 𝑥𝑗, 𝑦𝑗, and 𝑧𝑗 are its fractional 

coordinates.  In a crystal with a centre of symmetry and n unique atoms in the unit cell, the 

above equation simplifies to: 

 𝐹ℎ𝑘𝑙 = 2 ∑ 𝑓𝑗 𝑐𝑜𝑠 2𝜋(ℎ𝑥n + 𝑘𝑦n + 𝑙𝑧n)

𝑗

 
(4.18) 

The distribution of electron density within a crystal can be expressed using a three-

dimensional Fourier series [21]. The electron density as a function of position x,y,z is the 

inverse Fourier transform of the structure factors [16]: 

 
𝜌(𝑥, 𝑦, 𝑧) =

1

𝑉𝑐
∑ ∑ ∑ 𝐹hkl

𝑙𝑘ℎ

𝑒−2𝜋𝑖(ℎ𝑥𝑛+𝑘𝑦𝑛+𝑙𝑧𝑛) 
(4.19) 

 

where 𝜌(𝑥, 𝑦, 𝑧) is the electron density and 𝑉𝑐  is the volume of the unit cell.  The intensity of 

an ℎ𝑘𝑙 reflection (𝐼ℎ𝑘𝑙) is proportional to the square of the structure factor: 

 𝐼hkl ∝ 𝐹hkl
2 (4.20) 

 

Incident wave and the wave in the direction of observation will result in no phase between 

them as a result of the angle between the incident radiation and direction of observation being 

zero and the resulting wave will have the maximum intensity.   As the angle increases, the 

wave of the outer electrons will gradually go out of phase. Their contribution then starts to 

cancel the waves in the direction of observation and the intensity of the resulting wave 

decreases. 

 

Peak profile analysis can help generate information about the type and amount of defects in 

the sample [22]. The width of a peak profile can be described by different parameters such as 

the Full width at half maximum (FWHM) or the integral breadth (IB). The FWHM is also 

known as "half width" describes the width of a peak at half of its height as depicted in figure 
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4.12. The FWHM depends strongly from the Gauss/Lorentz contributions to the peak. If the 

reference point of the peak is unclear, the purpose of the FWHM suffers. 

 
Figure 4.12: Schematic diagram of FWHM for FCC. 

 

In figure 4.12  𝐼max  denotes Peak maximum (or peak height), peak area is indicated as the 

area under the curve, peak width is a measure of the broadness of the peak.   The integral 

breadth, on the other hand, is defined as the integral (area) of a peak divided by the peak 

height. Alternatively, it can be assumed as the width of a rectangle that has both the same 

area and height as the peak. This measure is less dependent from the shape of the profile. 

 

Bragg diffraction should generate significantly sharp reflections. Peak width varies inversely 

with crystallite size. As the crystallite size gets smaller, the peak gets broader. The crystallite 

size broadening is highly evident at large angles 2𝜃, however, at larger angles, 2𝜃 peak 

intensity is usually weakest. 

 

The average crystallite size of the films is given by Scherrer’s formula [23] as:  

 
𝑋c  =

𝑘𝜆

𝐵𝑐𝑜𝑠𝜃
=

𝑘𝜆

(𝐵M
2 − 𝐵S

2)1 2⁄ cos𝜃
 (4.21) 

 

where 𝑋𝑐 is crystallite thickness, k is a dimensionless shape factor (values between 0.62-

2.08), B is the full-width at half-maximum (FWHM) of the peak in radians, 𝐵𝑀 and 𝐵𝑆  are 

the FWHMs of the sample and a standard respectively. The Scherrer formula cannot be used 
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for grains larger than about 0.1 to 0.2 μm since it is limited to nano particles size [23]. The 

Scherer formula provides a lower bound on the particle sizes. 

 

4.2 Device characterization techniques 

Current-voltage and capacitance-voltage techniques have been used in this work to 

investigate a change in electrical properties of the silicon diodes due to erbium doping.  

Diodes were fabricated on undoped and erbium-doped silicon.  

  

4.2.1 Current-voltage  

Current–voltage technique is used to measure the space charge density within a 

semiconductor material [24-28] and is perhaps the most predictable measurements 

performed. It is used widely to study the behaviour of devices since they offer important 

parameters such as the saturation current, the ideality factor and the Schottky barrier height. 

 From thermionic emission theory, the current-voltage relationship for Schottky barrier diode 

is expressed [29-30] as:  

 
𝐼 = 𝐼0 [exp (

𝑞(𝑉0 − 𝐼𝑅𝑠)

𝜂𝐾b𝑇
) − 1] (4.22) 

where the saturation current Io is is expressed [31-32] as: 

 

𝐼0 = [𝐴r𝐴∗𝑇2exp (
−𝑒𝛷B

𝐼−𝑉

𝜂𝐾b𝑇
)] 

 

(4.23) 

However, in real metal–semiconductor contacts, the current tends to rise as the reverse bias 

grows. In equations (4.22 and 4.23) 𝐴r is the diode area, 𝐴∗ is the effective Richardson 

constant (= 32 A cm−2K−2 for p-type silicon and 112 A cm−2K−2 for n-type silicon 

respectively)[26] . 𝑅𝑠 is the series resistance of the substrate and dominates in the higher bias 
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region and 𝐼𝑅𝑠 is the voltage drop across the series resistance,  𝛷𝐵
𝐼−𝑉 is the effective Schottky 

barrier height at zero bias which is obtained  [33-35] as : 

 
𝛷B

𝐼−𝑉 =
𝐾b𝑇

𝑒
ln (

𝐴r𝐴∗𝑇2

𝐼0
) (4.24) 

and is strongly influenced by the deposition method of the metal used in fabricating the 

Schottky contact. This parameter is evaluated in practice by substituting a value of saturation 

current in equation (4.24). 

 

The ideality factor 𝜂 of a diode is a measure of the departure from ideal behaviour and it 

ranges between 1 and 2 depending on the dominant current mechanism [36]. In practice, the 

parameter is determined from the slope of the linear region of the plot of natural log of 

forward current bias voltage and is given as:  

 
𝜂 =

𝐾b𝑇

𝑒
(

𝑑𝑉0

ln 𝐼
) 

 

(4.25) 

𝜂 =1 when the diffusion current dominates. Nevertheless, ideality factor usually has a value 

greater than unity. There are many factors that can make the parameter to be greater than unit. 

These include the presence of an interface layer between the metal and the silicon [48], the 

temperature of operation of the diode and the generation or combination of charge carriers in 

the material [37]. 

 

4.5.2 Capacitance-voltage 

Capacitance-Voltage (C-V) technique  in reverse bias has been widely employed to determine 

the doping profiles in semiconductor [38] such that the measurement of the capacitance give 

information about fixed impurity states and defect centres in the band gap [25]. This 

capacitance is associated with the bending of energy bands in the junction [39], and this 

determined by the net ionised charge density. The junction capacitance can be extracted in 

the depletion region and it is  expressed [40] as: 
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𝐶 = 𝐴r√
𝑒𝜀s𝜀0𝑁𝐷

2(𝑉d + 𝑉0 )
 (4.26) 

where C is the capacitance in the depletion region, 𝐴𝑟 is the active area of the diode, 𝜀s is the 

permittivity of the semiconductor, 𝜀0 the vacuum permittivity (𝜀0 = 8.85 × 10−12 𝐹

𝑚
),  𝑁D is 

the doping density of the donor atoms, 𝑉d is the diffusion potential at zero bias, which is 

determined from the extrapolation of the linear 𝐶−2-V plot to the voltage axis and 𝑉0 is the 

intercept of 𝐶−2 with the voltage axis. The above equation can be re-arranged as: 

 
𝐶−2 =

2

𝐴r
2 (

𝑉d + 𝑉0

𝑒𝜀s𝜀0𝑁D
) (4.27) 

 

which can be expanded to be to show that the doping density is determined from the slope of 

the linear region of a 𝐶−2 against v graph to show that the doping density is determined from 

the slope of the linear region of a 𝐶−2 against v graph as:  

 
𝐶−2 =

2

𝐴𝑟
2 ×

𝑉d

𝑒𝑞𝜀0𝑁D
+

2

𝐴r
2 ×

𝑉0

𝑒𝜀s𝜀0𝑁𝐷
 (4.28) 

It can be noted that 𝑉0 can be determined from the above equation by using the interception 

the 𝐶−2 axis. The obtained values of 𝑁D and 𝑉d are then used to determine the Schottky 

barrier height [50] as: 

 𝛷B
𝐶−𝑉 = 𝑉d + 𝐸F − ∆𝛷𝐵    (4.29) 

where the Fermi energy (𝐸F) can be expressed as: 

 
𝐸𝐹 =

𝐾𝑏𝑇

𝑞
ln (

𝑁𝑣𝑏

𝑁𝐷
)   (4.30) 
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Chapter 5 
 

Experimental details 

This chapter describes procedures followed to prepare and characterize samples in this work.  

These samples are silicon wafers that were doped with erbium and undoped and erbium-

doped silicon-based diodes.  Doping was achieved by ion implantation.  XRD and RBS 

techniques were used for material characterisation while I-V and C-V techniques were used 

for diode characterisation.   The measurements were carried out at room temperature.   

 

5.1 Sample preparation  

Material used in this work is a crystalline silicon wafer with different concentration types (p-, 

i- and n-type).  The material was acquired from Semiconductor Wafer, Inc with one side 

polished. The resistivities of p- and n-type material were quoted as 1~20 ohm-cm and as 500 

ohm-cm for i-type material.  The thickness and orientation of all wafers were quoted as 

275±25 μm and <111>, respectively.   

 

The wafers were diced into ~ 0.5 × 0.5 cm2 using a diamond tip cutter.  Prior implantation, 

the pieces were the cleaned using standard procedure of cleaning silicon samples [1-4]. 

Samples were dipped for 5 minutes in warm trichloroethylene, acetone, and methanol in an 

ultrasonic bath to remove dirt, grease and undesirable impurities, respectively.  The pieces 

were then rinsed in warm deionized water.  Thereafter, they were dipped in HF solution to 

remove native oxides from the surface material which was later followed by rinsing in 

deionised water to remove HF remnants. The pieces were then blown-dried with high purity 

nitrogen and mounted in a target chamber for erbium implantation. 

 

Erbium ions of 160 keV was implanted into the front (or polished) side of silicon pieces to a 

fluence of ~1 x 1016 at.cm-2 and at the energy of 60 keV for the fluence of ~1 x 1015 at.cm-2 
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and ~1 x 1016 at.cm-2.  A low energy fluence was used in order to restrict the implanted atoms 

to the near surface so that the diffusion mechanisms of the metal can be investigated using 

techniques that are currently available. For 160 keV implantation, the Varian-Extrion 200-

20A2F ion implanter based at iThemba LABS (Gauteng) South Africa was used while Ion 

Implanter facilities at GNS Science, Wellington, New Zealand was used for 60 keV 

implantation. For all energies, the implantation process was carried out in high vacuum (~2 x 

10-7 mbar) at room temperature.  

 

Some of the samples implanted with erbium ions of 60 keV were annealed using Electron 

Beam (EB) annealing system [5] set up at GNS Science, Wellington, New Zealand. The 

samples were annealed in the vacuum (~2 x 10-7 mbar) at 800 0C and 1000 0C. These 

annealing temperatures were chosen since they are 100 0C before and after, respectively, 

erbium maximum solubility in silicon.  At 9000C erbium reaches the maximum solubility of 

1018 cm-3 beyond which the platelets of ErSi begin to form in silicon [6-9].  At annealing 

temperature less than 800 0C erbium profile in silicon does not change [10-11].  The 

annealing was done for 30 minutes, the time that was found suitable for annealing at the 

temperature ranging from 800 0C to 1000 0C [6;10-11]. The system operates with an energy 

EB of 20 keV and current up to 4 mA.    

 

Prior to the implantation; Transport of Ions into Matter (TRIM) simulations were used to 

predict the distribution of erbium in silicon for 160 and 60 keV energies.  A theoretical 

profile of ion implanted at an energy of 160 keV shown in figure 5.1 (a) predicts a projected 

range of 65.9 nm with a maximum implantation depth of around 120 nm.  Figure 5.1(b) 

confirms that the damage due to erbium implantation is up to the depth of 120 nm.  This 

damage is due to collision of erbium as it collides with silicon atoms.  Due to this collision 

the host atoms are being displaced resulting into the creation of vacancies. As it penetrates 
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the silicon, erbium loses it energy due to atomic nuclear and electron cloud interactions. 

Figure 5.1 (c) shows that the calculated nuclear energy loss and electronic energy loss as 92.0 

% and 62.8 %, respectively.  This calculation indicates that the nuclear part is the dominant 

mechanism of the energy loss per unit length in silicon.  As shown in figure 5.1(d) the 

collisions in silicon results into the displacement and vacancies collisions.      

 
Figure 5.1: 2-D TRIM-2013 simulation showing, depth (a) and vacancy distributions and 3-

D TRIM 2013 simulation showing mode of energy loss (c) and total displacement, vacancies 

and replacement collisions (d) for erbium ions implanted in silicon at 160 keV. 

 

TRIM simulation was also carried out for the ion implanted at low energy of 60 keV. The 

calculated results are shown in figure 5.2.  It can be seen from figure 5.2 (a) that the 

theoretical profile predicts a projected range of 33.8 nm with a maximum implantation depth 

of around 58.8 nm.  Figure 5.2 (b) shows that damage due to erbium collision with silicon 

atoms at this energy (60 keV) is up to the depth of 58.0 nm.  Figure 5.1 (c) shows that the 

calculated nuclear energy loss and electronic energy loss as 37.7 % and 20.2 %, respectively 

indicating that the nuclear part is the dominant mechanism of the energy loss per unit length 

(a) 

(b) 

(c) (d) 
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in silicon.  As shown in the case of 160 keV energy implantation the results shown in figure 

5.2 (d) shows that the total collision still results into the displacement and vacancies 

collisions.      

 
Figure 5.2: 2-D TRIM-2013 simulation showing, depth (a) and vacancy distributions and 3-

D TRIM 2013 simulation showing mode of energy loss (c) and total displacement, vacancies 

and replacement collisions (d) for erbium ions implanted in silicon at 60 keV. 

 

Figure 5.3 shows that the low implant energy produces more damage and that the damage lies 

closer to the substrate surface.   This implies that the induced defects lie closer to the sample 

surface.  The results also show that the higher implant energy lead to a broader and deeper 

vacancy distribution (damage), indicating the defects have been induced deep in silicon.   

Since the main objective of this work is to establish and investigate a change in electrical 

properties of the diodes due to erbium induced defects in silicon, devices were fabricated on 

(a) 

(b) 

(c) 
(d) 
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the material that was implanted at 160 keV.  This is the highest implantation energy that 

could be achieved using the available facilities.  

 

Figure 5.3: SRIM-2013 simulation for the number of vacancies per ion and unit length (Å) 

versus depth for erbium ion implanted silicon at 60 and 160 keV. 

 

5.2 Material Characterization 

Prior to device fabrication, unimplanted and erbium implanted n-silicon were characterised 

using RBS and XRD techniques.  These techniques were used in this work to establish the 

presence of erbium and its diffusion mechanisms in silicon.  

 

5.2.1 Rutherford backscattering spectrometry/ channelling measurements  

The measurement set up consists of a He+ ion source, a beam accelerator and steering system, 

a target chamber, signal processing electronics and the data acquisition system.  Samples are 

fixed onto a sample holder, which is a ladder that is tilted at an angle of 100 to the incident 

ion beam measured from the normal to the ladder.  Measurements were carried out at ~10-7 

mbar using 2.0 MeV He+ beam with a 15 nA current and collimated to 1 mm in diameter.  

The backscattered ions were detected by a silicon detector positioned at a scattering angle of 

1650 to the incident beam to detect the backscattered particles.  Each sample was measured at 

multiple spots to check the uniformity of implantation.  
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Figure 5.4 shows a sample result in random and channelling modes, where the heights of the 

peaks represent the concentrations, while the peak widths are related to the layer thicknesses 

of the elements.   Peaks of erbium and silicon are shown in the figure.  The trends are 

presented as yield as a function of channel number.  Also in the figure the (black) line 

denotes random spectrum and the (red) line denotes channelling spectrum.  

200 400 600 800
0

100

200

300

 

 

Y
ie

ld

Channel number

 Random

 Channeled

Silicon

Erbium

 
 Figure 5.4: RBS spectra for sample implanted to the fluence of  1 × 1016 ion/cm2. 

5.2.2 X-Ray diffraction measurements  

In this work a crystal structural change of erbium-doped silicon prior to and after annealing at 

temperatures, 800 0C and 1000 0C, for 30 minutes were investigated using XRD technique 

using Smart Lab X-Ray Diffractometer with Cu-Kα radiation (λ = 1.54 Å) supplied by 

Rigaku.    The data acquired was used to generate the plot shown in figure 5.5.   In this plot, 

the intensity of diffracted X-rays is plotted as a function of diffraction angle (or peak position 

at 2θ).  
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Figure 5.5: XRD pattern of unimplanted n-silicon. 

5.3 Device fabrication 

Devices in this study are diodes fabricated on undoped and metal doped silicon. A vacuum 

resistive evaporation setup based at the University of Pretoria; South Africa was used for 

fabrication of the devices.  Prior to device fabrication process silicon pieces were chemically 

cleaned using the same procedure as explained in Section 5.1.  Similar procedure followed by 

Ref. [12] to fabricate devices was adopted in this work.  The Schottky contacts were achieved 

by vacuum (~10-6 mbar) evaporation and deposition of 100 nm palladium through a mask 

with 0.6 mm diameter holes.  A deposition rate was measured as 1Å/s.  An ohmic contact, on 

the other hand, was realised by rubbing indium gallanide (InGa) on the back surface of the 

pieces. 

 

5.4 Device characterization 

The fabricated devices were characterized by current-voltage (I-V) and capacitance- voltage 

(C-V) techniques.  In the former technique the voltage was varied while the current through 

the diodes was closely monitored, while in the latter technique the capacitance was measured 

as the voltage was varied. 

 



68 
 

The I-V data were acquired remotely using the ExceLINX package, after which they were 

stored as ASSCI files and then imported into ORIGIN for analysis.  The C-V data, on the 

other hand, were acquired using MATLAB and entered directly into ORIGIN for graphing 

and analysis.  

 

5.4.1 Current-voltage measurements  

The measurements were carried out at room temperature with the samples placed in the dark.  

These measurements were carried out on each sample using a Keithley 6487 picoammeter 

with a voltage source.  The instrument was operated in the remote (REM) mode by 

connecting it to a personal computer (PC) through an RS-232 cable.  An add-in utility for 

Microsoft Excel was installed in the PC for control of the picoammeter and for data 

acquisition. 
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Figure 5.6: Current-voltage characteristics of the diodes fabricated on undoped p-silicon in 

linear-linear scale. 

 

Figure 5.6 shows a typical I-V characteristic of the unimplanted silicon-based diode.   The 

data are presented in linear-linear scale in order to indicate the quality of the diode.   The data 

will also be presented in log-log scale to clarify whether the devices are fabricated on lifetime 

or on relaxation material.  The analysis is also based on the forward ln (I) versus V graph.  
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The slope obtained from the linear region of ln (I) versus V graph is used to determine 

important parameters such as the ideality factor, the saturation current and the Schottky 

barrier height. 

 

5.4.2 Capacitance-voltage measurements  

C-V measurements in reverse bias were carried out using an Agilent 4263B LCR meter. The 

data were acquired using and external voltage supplied by Keithley 6487 picoammeter. 

Computer MATLAB commands were placed on M-File to acquire the C-V data.  The 

commands were written such that Agilent 4263B LCR meter measures the capacitance while 

Keithley 6487 picoammeter only supply the voltage.    The measurements were carried out at 

10 kHz.     
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Figure 5.7: Capacitance-voltage characteristics of diodes fabricated on undoped n-silicon 

measured at 292 K and at 100 kHz. 

 

Figure 5.7 shows a typical C-V characteristic of Schottky diodes. Another method of analysis 

is based on the plot of C-2 against reverse bias. This type of analysis is used to investigate the 

doping density within the material. The linear region of the plot shows that the doping profile 

within the material is uniform and the doping density can be evaluated. 
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Chapter 6 
 

Results and discussions  

This chapter presents the results obtained from the measurements carried out on the silicon 

and the diodes fabricated on it.  The chapter consists of two sections. The first section 

presents the results obtained from the RBS and XRD measurements while the results obtained 

from the electrical characterization of the Schottky diodes fabricated on the undoped and 

erbium-doped silicon are discussed in the last section.  

 

6.1 Material characterisation 
  

Discussions on the results obtained from the RBS and XRD measurements are mainly based 

on the comparison of the erbium implanted samples prior to and after the annealing process.  

The RBS measurements were carried out on the samples immediately after the deposition and 

the annealing processes while the XRD measurements were carried out three months after the 

processes.  Hence, contaminations are expected to form on the surface of silicon since the 

samples were stored in an atmospheric pressure.  It has to be noted that, silicon can be 

oxidised and the thickens of oxygen later increases with time of exposure [1].   

 

6.1.1 RBS-C results 

 

Rutherford backscattering spectrometry channelling (RBS/C) measurements were carried out 

on unimplanted n-silicon in order to establish the feasibility of our set up to characterise Si 

<111>.  Figure 6.1 shows RBS channelling spectra of undoped silicon. The upper curve 

(black) is the random spectrum and the lower curve (red) is the channelled (aligned) 

spectrum.  The random spectrum shows a typical trend of crystalline silicon.  As expected, 

there is no surface peak in the aligned spectrum to show that the surface region of silicon is 

not damaged.  The channelling yield of the random is 2.9 % that of the random yield.  This 
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low channelling minimum yield (χmin) indicates a good crystalline quality of silicon and it is 

comparable to 3 % [1] and 5 % [2] reported before. χmin is a parameter that is used to indicate 

the overall level of crystalline defects in lattice and is a ratio of the random and aligned yields 

[3]. As a result, a complete amorphous material has a χmin of 100 % whereas, a perfectly 

single crystal has χmin of ~1 -2 % [4].  Based on these results, it was safely concluded that the 

RBS set up was suitable for characterisation of our samples.      

 
Figure 6.1: RBS spectra for unimplanted in random and channelling modes. 

Figure 6.2 (a) shows the random and aligned spectra for silicon implanted with erbium ions 

of 60 keV to the fluence of 1015 ion/cm2 prior to thermal annealing.    The channelling spectra 

shows the surface peak on the silicon edge. This peak indicates that the crystal has been 

damaged in the surface region [3].  The extent of the damage is determined by the height of 

the peak and the depth of the damage is determined by width of the peak [5].   Comparing the 

channelled and the random spectra, it can be observed that the peaks do not overlap which 

indicates that the implantation of 1 × 1015 ion/cm2 Er+ in silicon does not result in complete 

amorphisation of the Si substrate. The random yield is about 57 % of the channelled yield 

which implies that there are several Si crystals still present in the Si structure even after Er 

implantation.  Figure 6.2 (a) shows identical erbium peaks from random and aligned spectra 
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indicating that erbium is not a substitutional but interstitial impurity in crystalline silicon.  

This finding agrees with the work presented by Wahl [6] and with theoretical calculations 

presented by Refs. [7-9]. Though, the work presented by Refs [1, 10] show the random and 

aligned spectra were identical, it was not concluded that in silicon, erbium occupies 

interstitial sites.   

 

Figure 6.2: RBS spectra for erbium-implanted prior to annealing process.  Experimental 

data in random and channelling modes (a) and the RUMP simulated data (b). 

 

The computer program, Rutherford Universal Manipulation Program (RUMP), was used to 

analyse the RBS spectra [11] and to determine erbium penetration depth and thickness in 

silicon. The program enables a comparison of the simulated and the experimental spectra.  

The data presented was obtained from the fitting using SIMNRA.   Figure 6.2 (b) shows the 

comparison of experimental channelling spectrum and RUMP simulated data.  The simulated 

RBS spectrum fits well for the silicon peak, however, this is not the case for erbium peak. The 

experimental erbium peak is seen to have shifted to the left-hand side from the theoretical 

peak.  The shift is because SIMNRA assumes that energies of backscattered helium particles 

are due to erbium on silicon surface.  This is however, in this experiment, not the case. The 

erbium implants are embedded in silicon substrate, meaning that the energy of the ion beam 
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incident on the erbium implants is not the initial 2 MeV. Energy is lost as the ion beam 

collides with silicon atoms prior to contact with erbium in silicon.  The kinematics, therefore, 

result in the shift. The shift thus, attests an existence of erbium in and at a certain depth from 

the surface of silicon.   

 

The erbium penetration depth can be explained in terms of stopping power, 𝑆(𝐸), [10; 12] as:  

 
∆𝑡 =

𝐸surf − 𝐸charact

𝑆(𝐸)
 

(6.1) 

where 𝐸surf is the backscattered energy on the surface due to erbium and 𝐸charact is the 

measured backscattered energy of erbium in silicon.  

  

In determining erbium thicknesses in silicon using SIMNRA through simulation, the 

simulated erbium peak was shifted to left hand through the manipulation of the calibration 

offset value.  The shifting was done in order to have the simulated peak fit over the 

experimental peak in compensation of the energy shifts. A fit of the simulated peak over the 

experimental peak was done and the thickness value was obtained in units of atoms/cm2 with 

a multiplication factor of 1x1015. Stoichiometric concentration values were also obtained and 

thus inputted in SRIM to determine the atomic density (atoms/cm3). The final thickness unit 

conversion was done by dividing the obtained thickness by the atomic density to give the 

thickness in units of cm.  The penetration depth and the thickness of erbium implanted in 

silicon at 60 keV were found to be 125.63 and 38.83 nm, respectively.   The evaluated 

penetration depth (125.63) is higher than the estimated using TRIM simulation (33.8 nm).  

This discrepancy is as a result of TRIM simulation routine lacks any consideration of the 

fluence dependent evolution of silicon [13].  

 

RBS measurements were also carried out on erbium doped silicon after annealing at 800 oC 

and 1000 oC for 30 min.  The silicon surface damage peak for aligned spectrum shown in 
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figure 6.3 (a) is lower than the one observed in figure 6.2 (a).  It can also be seen from figure 

6.3 (a) that, in general, the yield of silicon random spectrum has decreased.  This reduction of 

the damage peak indicates that annealing at 800 oC for 30 minutes significantly reduces 

silicon crystal damage induced by erbium implantation. The reduction of the yield for random 

spectrum, on the other hand, indicates that the crystallites have formed after the annealing 

process [5].   The channelling yield was evaluated to be ~ 8.0 % that of the random yield 

indicating that, though not fully re-crystalline, the damage on silicon has been recovered 

upon thermal annealing in vacuum.  A slight shifting of the surface damage peak to a lower 

channel than the surface edge of the random spectrum in figure 6.3 (a) indicates that there is a 

thin region of crystalline silicon on the surface [5].   

Figure 6.3: RBS spectra for erbium implanted silicon annealed at (a) 800 oC and (b) 1000 oC 

in random and channelling modes. Both silicon and erbium signals are displayed. 

 

In figure 6.3 (a), the erbium peaks produced from random and aligned spectra are almost 

identical with a channelling yield of ~ 86.0 % indicating that erbium is mostly at interstitial 

position in crystalline silicon.  Comparing inserts of figures 6.2 (a) and 6.3 (a), it can be 

noticed that the height of erbium peak has decreased from yield 40 to yield 18 upon 

annealing.   Another observation from the inserts is that the erbium peak width has increased 
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and sloped at a lower channel indicating that a metal-silicide layer has been formed when 

erbium diffused into silicon during the annealing process [14-15]. 

   

The same procedure followed to calculate the penetration depth and the thickness for as 

implanted samples was adopted for samples that were annealed at 800 oC and were found to 

be 128.19 and 40.73 nm, respectively.  These results further indicate that erbium has diffused 

slightly in silicon after the annealing process.   

 

Figure 6.3 (b) show RBS spectrum of erbium implanted silicon annealed at 1000 0C with the 

silicon surface damage peak for aligned spectrum lower than the one in figure 6.2 (a).  The 

yield of silicon random spectrum is similar to that of figure 6.3 (a) but still lower than that of 

figure 6.2 (a).  As explained before, the reduction of the damage peak indicates that annealing 

at 1000 0C for 30 minutes has reduced silicon crystal damage induced by erbium 

implantation. The spectrum still indicates the reduction of the yield for random spectrum 

showing that the crystallites have formed after the annealing process.    

 

The channelling minimum yield for the sample annealed at 1000 0C for 30 minutes was 

evaluated to be ~ 10.0 % indicating that the damage on silicon has been recovered upon 

vacuum annealing.  It was, however, expected that the channelling yield of the sample 

annealed at 1000 0C would be lower than the one annealed at 800 0C since the damage 

recovery was expected to increase with annealing temperature.  A possible reason of this 

discrepancy is explained later in the text. The spectrum still shows a slight shift of the surface 

damage peak to a lower channel indicating a thin region of crystalline silicon on the surface.   

Similar to the one in figure 6.3 (a), an inset of figure 6. 3 (b) shows that the height of erbium 

peak has decreased as the width increases.  It was noticed that at the lower edge the height 

start sloping indicating that a metal-silicide layer has been formed when erbium diffused into 
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silicon during the annealing process.  The channelling minimum yield for erbium was 

evaluated to be ~ 91.0 % indicating that erbium is mostly at interstitial position in crystalline 

silicon. 

  

The penetration depth and the thickness for this sample were evaluated to be 0.37 and 342.43 

nm, respectively.  Based on the evaluated penetration depth, it can be noticed that erbium has 

diffused back toward the surface of silicon.  It was expected to be deeper, at the depth higher 

than (128.19) the one for a sample annealed at 800 0C. In general, the solid solubility 

increases with temperature. An observed “back diffusion” indicates that this general 

definition of solubility does not apply in the case of this sample.  This discrepancy could be 

due to a solubility limit of erbium in silicon.  Erbium reaches its solubility limit of ~1018 cm-3 

at 900 0C [2; 16-17].  The limit occurs since at the temperature higher than 900 0C the 

hydrogen diffuses out of the material resulting in high number of free oxygen previously 

bonded to hydrogen [18].  As a result of this, the material will have Er-O cluster leading into 

a highly defective material [18]. This cluster of Er-O could be the reason of an increase in 

channelling minimum yield evaluated for sample annealed at 1000 0C, hence a decrease in 

crystallinity of silicon.   

 

It has also been observed that that at the temperature higher than 900 0C, at which erbium 

possesses solubility limit, platelets of ErSi begin to form resulting in an erbium segregation 

as temperature increases [16].  A back diffusion observed for sample annealed at 1000 0C 

could be a result of erbium segregation in silicon.  

 

Figure 6.4 shows a variation of channelling yields with annealing temperature. Though 

number of points is insufficient, the trends are clear enough to summarise a change in 

material crystallinity with defect induced in the material.  Figure 6.4 (a) shows that the 

channelling yield of as implanted is high indicating a low material crystallinity. Due to 
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thermal annealing, the damage in silicon is recovered resulting in a decrease in the 

channelling yield (increase in material crystallinity).  As the annealing temperature increases, 

the material becomes highly defective due to the high number of free oxygen initially 

bounded to hydrogen. This results in an increase in the channelling yield (decease in material 

crystallinity).  
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Figure 6.4: 𝜒𝑚𝑖𝑛 versus annealing temperature for both silicon (a) and erbium (b) peaks. The 

lines are drawn to guide the eye.  

  

Figure 6.6 (b), on the other hand, shows erbium channelling yield of 100 % for as implanted 

sample.  This high yield indicates that in silicon erbium occupies interstitial site.  This finding 

is in good agreement with the experimental [6] and theoretical data [7-9] presented before.  A 

decrease in χmin from 100 % to 86 % indicates that less than 20 % of erbium diffuses to 

substitutional site at annealing temperature of 800 0C.  The obtained diffusion mechanism 

may seem to contradict the one presented in ref [19] indicating that at 900 0C most erbium 

(80%) is at substitutional site.   A reason for this difference could be due to the annealing 

temperatures.  The work presented here reports on the annealing temperature of 800 0C while 

that presented in ref [18] reports on the annealing at 900 0C.  There are possibilities of having 

more that 20 % of erbium diffusing from interstitial to substitutional site at annealing 

temperature of 900 0C.      
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A trend in figure 6.4 (b) shows that χmin increases with further increase in temperature 

indicating that the amount of erbium atom occupying substitutional site has decreased.  This 

decrease is due to high concentration of oxygen forming Er-O cluster defects in silicon.  

Thus, the substitutional site occupied by erbium is unstable due to oxygen.  This instability of 

the substitutional due to oxygen was explained before and it was reported that oxygen 

changes the site occupied by erbium from substitutional to interstitial [20].  The results 

presented in this work would assist to address a long outstanding confusion about diffusion 

mechanisms of erbium in crystalline. 
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 Figure 6.5: RBS spectra for sample implanted to the fluence of  1 × 1016 ion/cm2. 

The RBS data presented here indicates that annealing the samples results in a surface damage 

recovery of silicon with a certain amount of erbium diffusing from interstitial to 

substitutional silicon sites.  However, as the annealing temperature further increases some of 

the erbium atom initially diffused through substitutional diffused back through silicon 

interstitial site.  It is therefore important that erbium is implanted at high energy to high 

fluence in order to study the effects of erbium solely on bulk electrical properties of the 
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material.  A high energy and fluence would result into the damage occurring deep with 

considerable amount of erbium in silicon crystal.  

Figure 6.5 shows that more damage occurs when implanting to the high fluence.  It can be 

seen from the figure that the surface damage peak shows a completely amorphous region for 

the full path of length of the implanted erbium.  The figure also shows that the erbium peak is 

more pronounced indicating a considerable amount of erbium has been introduced in silicon. 

The peak channel and random yields are identical in figure 6.5 confirming that in silicon 

erbium occupies interstitial site.      

 

6.1.2 XRD results 

It is evidently seen in figure 6.6 that all samples show a sharp XRD diffraction peak located at 

2θ =28.3° attributed to the plane (111) crystalline orientation of the Si wafer [21-22].   The 

broad peak observed between 0° to 15° for unimplanted silicon indicates that the samples 

were partially oxidized into SiO2 [23]. It is possible that the surface of silicon was oxidised 

since the samples were stored in the atmospheric pressure for two months before 

characterised by XRD technique. 

 

The XRD patterns of as implanted sample and then annealed at 800℃ show the broadening of  

SiO2 peak.  The broadening of this peak may indicate that samples were contaminated by 

either oxygen to form silicide Er2SiO5, Er2Si2O7 and amorphous  SiO2 [24]. The emergence 

of three sharp peaks other than the Si peak centred at   2θ of  25.6°, 2θ = 58.7° and 2θ = 

83.6° and two weak peaks at 2θ =39.6° (332), 2θ = 43.3° (431) could be attributed to (631), 

(332) and (431) cubic structure of  Er2O3  nanoparticles [25].  These peaks indicate that 

erbium has been incorporated with silicon.  

 

XRD pattern for sample annealed at 1000 0C reveals a broad weak diffraction peak hump 

between 2θ = 10° and 27° and only one diffractive peak at 2θ = 28.7°.   A broad weak 
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diffraction peak observed could be attributed to the amorphous region of SiO3 phase [24], 

indicating an increase in oxygen content on the surface of silicon. The results in figure 6.6 

also indicate that at this annealing temperature (1000 0C) there are defects and the greater part 

of the material surface is completely amorphous.   

 

The results presented in figure 6.6 seem to contradict those presented in figure 6.3, where the 

crystallinity of the material was found to improve at the annealing temperature of 1000 0C.  

The difference in these results is due to the fact, XRD measurements were carried out at 

atmospheric pressure two months after the annealing process while the RBS measurements 

were carried out immediately after the annealing process.  It is, therefore, possible that silicon 

was oxidised to form SiO2 layer on the surface prior to characterisation the samples with XRD 

technique. 

 

The results presented in figure 6.6 for the sample annealed at 1000 0C show the absence of 

any other peaks related to Er-Si crystals for this sample.  This absence of erbium related peak 

could be indicating that erbium has been diffused out from silicon bulk to the SiO2 region on 

the surface of silicon.  This erbium back diffusion to silicon surface is due to high 

concentration of oxygen initially bonded to hydrogen [18]. Erbium bonds to oxygen to form 

Er-O cluster defects.  These defects are mobile and they diffuse fast at amorphous site and 

reduce the crystallinity of SiO2 making the region more amorphous. Due to this diffusion of 

defects erbium gets segregated and will be found (just below) on the surface of silicon.  This 

XRD data is in agreement with RBS data presented above where penetration depth of erbium 

for the sample annealed at 1000 0C (0.37 nm) was found to be lower than the one annealed at 

800 0C (128.19 nm).  Both material characterisation techniques, RBS and XRD, indicate that 

at annealing temperature of 1000 0C erbium is found at the surface indicating that it diffuses 

out of silicon bulk.  The segregation of erbium occurs because of its solubility limit in silicon.  



82 
 

The solubility limit of erbium in silicon starts to occur at 900 0C [1].  It has to be noted that 

RBS measurements reveal that erbium is only found below the surface not on the surface 

since the surface was not oxidized.   

 

The segregation of erbium due to abundance of oxygen at high temperature annealing can be 

confirmed by a sharp silicon XRD peak at 28.30.  It can be seen from figure 6.6 that the 

silicon XRD peak is sharper for the sample annealed at 1000 0C showing that the crystallinity 

of the material has improved for these sample.  These results indicate that as erbium diffuses 

out (segregated due to oxygen) with oxygen it makes the bulk of the material less of oxygen 

impurities hence less of defects to improve the crystallinity of silicon.   
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Figure 6.6: XRD pattern for unimplanted, as-implanted, erbium implanted silicon to the 

fluence of 1015 ion/cm2 and annealed at 800 0C and 1000 0C.   

 

XRD pattern of sample implanted to the fluence of 1016 ion/cm2 is shown in figure 6.7. A 

broad peak in the region 10° to 24° as in figure 6.9 for as implanted sample and the sample 

annealed at 800 0C is observed. This peak is associated to amorphous SiO2 further confirming 
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that the surface of silicon was oxidised.   Other peaks associated to erbium are observed in 

the figure to show that erbium has fully incorporated into silicon.  Since the study is aimed at 

investigating the effects of erbium incorporation on electrical properties of silicon diode, it 

was therefore, decided that the diodes would only be fabricated on as-implanted material. The 

devices could not be fabricated on the thermally annealed material due to the observed back- 

diffusion (or segregation) of erbium to the surface.  In order to ensure that the erbium is 

incorporated deep in the material, the implantation energy for the material to fabricate 

devices should be high, hence 160 keV was adopted.  
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Figure 6.7:  XRD pattern of n-silicon implanted with erbium to 1016 ion/cm2. 

 

6.2 Device characterisation  

Devices in this study are Schottky diodes that were fabricated on undopded (unimplanted) 

and erbium- doped silicon. The doping was achieved by implantation of silicon with erbium 

ions of energy 160 keV to the fluence of 1 × 1016 ion/cm2.  The energy and fluence were 

chosen to create more damage and deep into silicon.   Current-voltage (I-V) and capacitance-

voltage (C-V) techniques were carried out at room temperature to study the effects of erbium 

doping on electrical properties of the devices.  
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6.2.1 I-V results 

 

This section starts by analysing the result obtained from p-silicon based diodes and follows 

with the analysis of the results obtained from n-silicon based diodes.  It also presents I-V 

characteristics of the i- (intrinsic)-silicon based diodes. In general, the results obtained on 

undoped silicon-based diodes are compared with those obtained on the erbium-doped based 

diodes.  A change in electrical parameters such as ideality factor, saturation current and 

Schottky barrier height, due to erbium dopant in silicon has been explained.   

6.2.1.1 p-type silicon  

 
Figure 6.8 shows current-voltage characteristics of the diodes fabricated on undoped and 

erbium-doped p-silicon. The current at negative voltage is independent of voltage undoped p-

silicon-based diodes.  This current is due to minority carriers, electrons. A low negative 

current observed at this voltage indicates that there are few charge carriers withdrawn to 

opposite electrodes to contribute to the measured current.  This current trend is expected 

since the diode is fabricated on p-silicon with electrons as minority carriers and holes as 

majority carriers. 
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Figure 6.8: Current-voltage characteristics of the diodes fabricated on undoped (a) and 

erbium-doped (b) p-silicon in linear-linear scale. The doping was achieved by implantation 

of p-silicon with erbium ions of energy 160 keV to the fluence of 1 × 1016 ion/cm2. 
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In the forward voltage of figure 6.8 (a), the current trend is still independent of voltage up to 

0.47 V.  At this voltage range the energy is insufficient to inject charge carriers into depletion 

region.  At the voltage higher than 0.47 V, the current increases exponentially indicating that 

there are high number of charge carriers into the depletion region contributing to the 

measured current.  This positive turn-on voltage is similar to the one observed before on the 

commercial silicon p-i-n diodes [26-27]. Since the trends (reverse and forward currents) are 

like the ones observed before and they show typical behaviour of silicon diode [28-29], it can 

then be concluded that the diodes were well fabricated using palladium for Schottky contacts. 

 

A plot shown in figure 6.8 (b) is completely different from that of figure 6.8 (a).  The plot 

shows a high reverse current of ~ -10𝜇𝐴 at -1V.  It can be seen from the figure that there are 

two linear regions, one at reverse voltage ranging from -1.0V to -0.5V and the last one at the 

region from -0.55 to 0V.  The slope of the first region is higher (5.0) than the one of the 

second region (4.8) indicating that the conductivity of the material is due to different charge 

distribution mechanisms.  The high reverse current observed in figure 6.8 (b) indicates that in 

silicon, erbium introduces either donor levels to compensate majority carries (holes) or hole 

traps to reduce mobile majority carriers.  In any case, both possibilities decrease number of 

majority carriers resulting in high reverse current.  As the reverse voltage decreases, the 

donor levels or hole traps are compensated as majority carriers are injected in the depletion.  

 

The forward current trend in figure 6.8 (b) is also different from that of figure 6.8 (a).  The 

current has changed from exponential to a linear increase with voltage indicating that the 

injection rate of majority carriers in depletion region has decreased.  As indicated before this 

decrease in injection rate could be either due to donor level or / and hole traps induced by 

erbium in silicon.  In comparison to that of figure 6.8 (a) the trend in figure 6.8 (b) shows the 

current in low forward voltage has increased, indicating that in silicon, erbium induces 
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acceptor levels.  This possibility of erbium introducing acceptor levels in silicon was also 

suggested based on the results obtained from diode fabricated on erbium-doped p-silicon 

[30].  The diodes then showed a very high conductivity after doping with erbium.   

 

It has to be noted that the data presented in figure 6.8 and that presented [30] before does not 

explain as to whether in silicon erbium introduces either donor levels or acceptor levels.  It is 

also possible that the metal introduces both donor and acceptor levels with one of the two 

dominating charge distribution in the material.  This confusion makes uneasy to explain a 

linear increase of current with forward bias observed in figure 6.8 (b). 
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Figure 6.9: Current-voltage characteristics of the diodes fabricated on undoped (a) and 

erbium-doped (b) p-silicon in the logarithmic scale. 

 

In trying to understand the effects of erbium on I-V characteristics of the diodes fabricated on 

p-silicon, the I-V plots of both diodes were plotted in logarithmic scale in figure 6.9 for 

undoped diodes. The trend for forward current is higher than that of reverse current for the 

whole voltage range indicating that charge recombination rate (r) is higher than charge 

generation rate (g).  The gap between these two trends (figure 6.9(a)) is more considerable at 

high voltage due to exponential increase of the forward current.  This exponential increase 

was explained in terms of high majority carriers injected in the depletion region resulting into 
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high measured current.  Since the diodes are fabricated on p-silicon, holes are majority 

carriers contributing to the measured current.  This data indicates a typical I-V characteristic 

of the diode fabricated on lifetime material [26-30]. 

 

Unlike in figure 6.9 (a) the gap between the trends in figure 6.9 (b) are close to each other 

indicating that reverse and forward currents are almost equal in magnitude.  Both trends in 

general, increase linearly with voltage for the whole voltage range.  It can be observed from 

figure 6.9 (b) that both trends have increased, particularly, at low voltages.  An increase in a 

forward current indicates that in silicon, erbium introduces acceptor levels (or electron trap). 

These induced acceptor-levels dominate charge distribution mechanism at low voltage where 

the forward current is found to be higher than the reverse current. In a voltage range of 0.01 - 

0.07 V the charge recombination rate is higher than charge generation rate. It can be seen 

from figure 6.9 (b) that at high voltage range of 0.6 - 1 V that reverse current is higher than 

forward current indicating that charge generating rate is higher than charge recombination 

rate at this range.  Due to this high increase in reverse current it is possible that erbium has 

introduced donor levels that dominate charge distribution mechanism in the material at high 

voltage range. 

 

In addition to donor and acceptor levels, in silicon erbium also introduces defect level that is 

responsible for ohmic behaviour of the device.  The ohmic behaviour is due to defects that 

are at the centre of the energy gap [26, 30-32].  At this position, these midgap defects interact 

with both bands such that the number of charge carrier generation rate is the same as the 

charge recombination rate. In this case number of electrons withdrawn to opposite electrodes 

will be the same as that of holes making diode I-V behaviour ohmic.  Thus, the material 

would be intrinsic-like since the charge distribution mechanism for this behaviour is due to 
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defects positioned at the centre of the energy gap. The charge distribution mechanism due to 

this mechanism is dominated at the intermediate voltage range of 0.07 - 0.6 V. 

 

The intrinsic-like material has been explained elsewhere, in terms of relaxation theory [33-

34]. Hence the material showing this behaviour is known as relaxation material.  This theory 

differs from lifetime theory. In lifetime theory  𝜏0 ≫ 𝜏𝐷 while relaxation theory  𝜏0 ≪ 𝜏𝐷  

[35-38]. In these relations  𝜏0 and 𝜏𝐷  are minority carrier recombination lifetime and 

dielectric relaxation time, respectively.  Due to this midgap defect, the Fermi energy of 

relaxation materials is pinned at intrinsic level and has been found to be independent of 

irradiation, making electrical properties of the diodes stable during irradiation [39].  This 

radiation-hardness property was also observed on the diodes that were fabricated on lithium -

platinum- and gold-doped silicon [40-42].  
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Figure 6.10: ln (I) versus voltage for the diodes fabricated on undoped (a) and erbium-doped 

(b) p-silicon.  An enlargement view of the linear regions is shown as insets for both plots. 

 

The stability of the device during irradiation was also observed on the oxygenated silicon 

[46] and on the devices that were heavily irradiated with 1MeV neutrons [26, 44].  It has to 

be noted that before they could be taken for radiation-hard, devices should show ohmic I-V 
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behaviour to indicate that they were fabricated on relaxation material.  Thus, the material 

should exhibit/ show relaxation behaviour before it can be used for fabrication of the device 

to be used for radiation sensing applications.  In other words, the material should either be 

doped with lithium [40], gold [41-42], platinum [41] and oxygen [43].  The results presented 

in this work suggest that erbium is also one of the possible dopants suitable for convention of 

silicon from lifetime to relaxation behaviour. 

 

In trying to further investigate the effects of erbium dopant on I-V characteristics of silicon 

diodes the current through the diodes were measured and the plot of ln(I) - V in forward bias 

was generated. The ln(I) - V plots for both undoped and erbium-doped based diodes are 

shown in figure 6.10. The effect of series resistance (RS) can be clearly observed at high 

voltages where the current through the diode is given in terms of series resistance [28-30] as:  

 
𝐼 = 𝐼s [exp (

𝑒(𝑉0 − 𝐼𝑅s)

𝜂𝑘b𝑇
) − 1] (6.2) 

where I is the forward diode current and 𝐼𝑠 is the saturation current and 𝜂 is the ideality 

factor. The ideality factor usually has a value greater than unity and is a measure of diode 

departure from ideal behaviour. A high ideality factor is due to number of reasons such as 

metal-interface oxide layer and other defects induced on the surface and in the bulk of the 

material. From equation 6.2, the 𝜂 is calculated from the slope of the linear region of the 

forward bias ln(I) - V plots [28-30] as:  

 
𝜂 =

𝑒

𝑘b𝑇
(

𝑑𝑉0

d(ln 𝐼)
) 

 

(6.3) 

The saturation current 𝐼𝑠 is derived from the Y-intercept of the plot and is represented [28-30] 

as:  

 

𝐼𝑠 = [𝐴r𝐴∗𝑇2exp (
−𝑞𝛷bh

𝐼−𝑉

𝜂𝑘b𝑇
)] 

 

(6.4) 
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where 𝐴r is the active area of the diode, 𝐴∗ is the effective Richardson constant and is equal 

to  32 A cm−2K−2 for p-type silicon and 112 A cm−2K−2 for n-type silicon. In equation (6.4) 

𝑞𝛷bh
𝐼−𝑉 is the apparent Schottky barrier height and it can be represented in terms of  𝐼𝑠 [28] as: 

 
𝑒𝛷bh

𝐼−𝑉 = 𝑘b𝑇 (ln (
𝐴r𝐴∗𝑇2

𝐼s
)) 

 

(6.5) 

 

The evaluated parameters, 𝜂, 𝐼s and 𝑞𝛷bh
𝐼−𝑉, of the diodes fabricated on undoped and erbium-

doped silicon are shown in Table 6.1. The ideality factor evaluated from undoped silicon-

based diode is found to be high 2.11.  This high value of ideality factor was not expected 

since the diodes were fabricated on relatively “defect free “material.  The value was expected 

to be much lower than 2.0 and very close to unity. The value indicates that the fabricated 

diode is far from ideal due to metal-silicites or / and a layer of SiO2 formed on the surface. 

These metal-silicon interfacial properties could have induced defects on the surface resulting 

into a high value of ideality factor. An ideality factor of 2.11 evaluated here is higher than 

1.78 reported based on the p-silicon diode fabricated using palladium for Schottky contact 

[45] and lower than 2.898 evaluated on Au /SiO2/ n-Si diodes [46].   Though the evaluated 

ideality factor in current work indicates that the diode is non-ideal, it falls within the range of 

those reported before and the results presented in figures 6.8 (a) and 6.9 (a) indicate the 

rectifying behaviour to show that the diodes were well fabricated.  The high value was 

evaluated on relatively defect free silicon samples and was explained in terms of the defects 

that were induced on the during the diode fabrication [47].      

 

Implantation of erbium in silicon is found to be responsible for an increase in ideality factor 

from 2.11 to 2.39.  The increase in ideality factor has been explained before in terms of the 

defects that are induced in the material.  The defects can either be induced by irradiation [27] 

or by doping the material with metals such gold, platinum and niobium [30]. The results 
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presented here indicate that in silicon, erbium is also responsible for an increase in the 

ideality factor of the material-based diodes.   

 

A good quality of the diode is confirmed by low saturation current of undoped silicon-based 

diode.  This value is found in the range 0.03 − 7.5 nA of the values evaluated from well 

fabricated diodes using gold for Schottky contacts [48] and lower than 2.34 evaluated from 

Sn/p-Si diodes [49].  This low saturation current indicates that there are few charge carriers 

withdrawn to opposite electrodes to contribute to the measured current.  As a result, there is a 

high barrier preventing them flow to the space charge region.  This barrier can be explained 

in terms of the Schottky barrier height evaluated from this diode. The evaluated Schottky 

barrier height indicates that the energy required to have a high density of charge carriers 

contributing to the measured current is high.     

 

Table 6.1: Device parameters evaluated from I-V plots for the diodes fabricated on undoped 

and erbium-doped p-silicon.  

Parameter Undoped diode Doped diode 

𝜂 2.11 2.39 

Is (nA) 0.040 67.86 

𝛷𝑏ℎ
𝐼−𝑉 (V) 0.88 0.69 

 

As the density of charge carrier increases, the saturation current increases resulting in an 

increase in the Schottky barrier height as observed in the table for the diodes fabricated on 

erbium implanted p-silicon. Since it has been found that in silicon erbium induce defects [16; 

50], an increase in the current could be due to these defects.  These defects are responsible for 

generation of charge carrier making the saturation current increase from 0.040 nA to 67.86 

nA.  It has to be noted that this increase in the current does not specify that is due to addition 

of either electrons or (and) holes.  As a result of these erbium induced defects, a high density 

of charge carriers can be withdrawn to the opposite electrodes resulting into a low energy 
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required for them surpass the barrier.  This low energy required can be explained in terms of 

the low Schottky barrier height evaluated for the erbium-doped p-silicon-based diode.  

 

6.2.1.2 n-type silicon  

 

The diodes were also fabricated on erbium-doped n-silicon in order to investigate the effects 

of erbium further.  Properties of these diodes were compared with those of the diodes 

fabricated on undoped n-silicon.  The trend in figure 6.11 (a) shows the inverse of that 

presented in figure 6.8 (a) where p-type was used, indicating that the diode has been 

fabricated on n-type material. This trend shows a negative turn-on voltage, a voltage where 

the current starts to increase exponentially. At the voltage range of -2.5 – 1.0V the current is 

independent of the voltage.  This trend indicates that the diode was well fabricated on n-type 

silicon. 
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Figure 6.11: Current-voltage characteristics of the diodes fabricated on undoped (a) and 

erbium-doped (b) n-silicon in linear-linear scale. The doping was achieved by implantation 

of n-silicon with erbium ions of energy 160 keV to the fluence of 1 × 1016 ion/cm2. 

 

Figure 6.11 (b) shows the current-voltage characteristics of the diode fabricated on erbium 

implanted n-type silicon.  The trend in negative voltages shows that the current increases 

linearly with voltages and there is no sign of saturation.  The linear increase is also observed 

up to 0.15V thereafter a sharp increase of current is observed.  The trend observed in figure 
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6.13 (b) is, however, similar to those in figure 6.8 for diodes fabricated on p-type silicon and 

completely different from that shown in figure 6.11 (a) for the diode fabricated on n-type 

silicon.  These results indicate that in silicon, erbium is responsible for acceptor levels. These 

levels make the conductivity of the material to be dominated by holes. 

 

The inverse of I-V trend for the diode fabricated on n-type silicon by erbium doping indicates 

that in silicon, erbium is responsible for type inversion of the material.  A conductivity-type 

inversion means that after erbium implantation a material that was initially n-type would be 

observed p-type. This conductivity-type inversion was observed on the diodes fabricated on 

gold- and platinum-doped n-silicon [51].  It was also observed on the diodes that were 

irradiated by 1 MeV neutrons to the fluence of 1.4 × 1013 n/cm2  [52-53]. The results 

presented in figure 6.11 only indicate that the material has undergone type-inversion and does 

not show at what fluence the inversion occurs. An onset of the inversion could have started at 

the fluence lower than1016 ion/cm2.  

 

Though a conductivity type-inversion has been a topic of research interest for so long, the 

result of it has not been fully explained nor understood.   It is unclear as to whether it is as a 

result of donor removal or / an introduction of acceptors in the material.  In this work we 

have shown that a conductivity type-inversion is a result of introduction of acceptor levels 

that are responsible for high density of holes to make n-type material to be p-type silicon. 

Based on the data presented in figures 6.8 and 6.11 it can be hypothesized that in silicon, 

erbium is responsible for a conductivity type-inversion of n-silicon. This conductivity-type 

inversion occurs only on n-type but not on p-type material. 

 

The plots of figure 6.11 were plotted in logarithmic scale in figure 6.12 in order to further 

study effects of erbium incorporation on I-V characteristics of silicon diode.  It can be seen 

from figure 6.12 (a) that the trends are close to each other at a low voltage up ~0.05 V. At the 
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voltages higher than 0.06 V the trends are separated with a considerable gap at high voltages.  

Both trends show that the current increases with voltage up 1V and there is no sign of 

saturation in logarithmic scale. 
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Figure 6.12: Current-voltage characteristics of the diodes fabricated on undoped (a) and 

erbium-doped (b) n-silicon in the logarithmic scale. 

 

Figure 6.12 (b) shows that the current has increased by a factor of ~10 at low voltages 

indicating that electrons have also been introduced in silicon due to erbium implantation.  A 

trend labeled “forward bias” has increased by a factor of ~102 while that labeled “reverse 

bias” reduced by a factor of ~10 due to erbium implantation at the highest voltage (1.0 V).  

A high increase in forward bias trend indicates that there are high number of minority carriers 

(holes) generated in the material.  The density of carriers is so high such that they compensate 

with electrons, already present as majority carriers and the ones that have been introduced by 

erbium.  Thus, the data presented in figure 6.12 confirms that in silicon erbium generate 

acceptor and donor levels with acceptor levels dominating charge distribution mechanism in 

the material.   

 

The comparison of charge distribution by levels can be explained in terms of a change in 

current at high voltages due to erbium implantation.  It has to be noted that at high voltage, 
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1.0 V, the current is due to electronic charges that are induced by electric field only unlike at 

low voltage where charges are also due to temperature. An increase in forward trend is ten 

times higher than a decrease in reverse trend indicating more holes have been generated in 

silicon. Thus, r > g in this case making forward current higher than reverse current. 

 

Figure 6.12 (b) also shows that due to erbium implantation the trends have come close to 

each other indicating that the diodes have changed from exponential to ohmic behaviour.  As 

explained before this ohmic behaviour indicates that the generation (g) and recombination (r) 

rates of charge carriers are equal. The rates can only be equal only when there are defects that 

are situated at the centre of the energy gap.  In this case, the material is pinned at the intrinsic 

level making the material semi-insulating.  This is a typical behaviour of the diode fabricated 

on relaxation material.  Thus, the data presented in figure 6.12 further confirms that in 

addition to donor and acceptor levels, erbium also generates midgap defect which is a defect 

level that is responsible for relaxation behaviour in silicon. It can be noticed in this case that a 

charge distribution mechanism is dominated by midgap defect at low voltage range, where g 

= r. 

 

Table 6.2 presents electrical parameters evaluated from undoped and erbium-doped n-silicon 

based diodes.  Parameters are related to each other similar to those presented in table 6.1 for 

diodes fabricated on p-silicon material.  Of most interesting is a decrease of ideality factor 

from 2.707 to 2.218 due to erbium doping. This decrease in the ideality factor indicates that 

the quality of the diode has improved after doping.  This decrease in the ideality factor for 

this diode could be indicating that for an ideal diode, the forward current is higher than the 

reverse current.  It can be noticed that the diode with reverse current higher than forward 

current has results into a high value of ideality factor.  The ideality factors evaluated from 
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both diodes are, however, still high indicating that properties of the diodes are also affected 

by metal-silicon interface factors.    

Table 6.2: Device parameters evaluated from I-V plots for the diodes fabricated on undoped 

and erbium-doped n-silicon.  

Parameter Undoped diode Doped diode 

𝜂 2.707 2.218 

Is (nA) 0.755 62.2 

𝛷𝑏ℎ
𝐼−𝑉 (V) 0.808 0.694 

 

6.2.1.3 i-type silicon  

 

I-V measurements were also carried out on intrinsic-silicon-based diodes.  A trend of 

unimplanted intrinsic silicon-based diode shown in figure 6.13 (a) is similar to the one 

presented in figure 6.11 (a). These results show the material is “n-type” -like though it was 

labelled “intrinsic”.   The data presented in figure 6.13 (a) also show that it is practically 

impossible to achieve silicon wafer that is pure without impurities. Thus, the wafer was not 

pure but has electrons as majority carriers. The reverse current trend of figure 6.13 (a) is 

lower than that of figure 6.11 (a) indicating that the majority carrier density for this material 

is low. 
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Figure 6.13: Current-voltage characteristics of the diodes fabricated on undoped (a) and 

erbium-doped (b) i-silicon in linear-linear scale. The doping was achieved by implantation of 

i-silicon with erbium ions of energy 160 keV to the fluence of 1 × 1016 ion/cm2.  
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Figure 6.13 (b) shows the current-voltage characteristics of the diode fabricated on erbium 

implanted i-silicon. The trend is similar to that observed for figure 6.8 indicating that the 

diode is fabricated on p-type silicon. These results further confirm that, in silicon erbium is 

responsible for acceptor levels making the material p-type where the majority carrier would 

be holes. 

 

Figure 6.14 shows the current-voltage characteristics of i-silicon based diodes in logarithmic 

scale. The gap between the two trends can be clearly seen indicating that the device is well 

fabricated, and it exhibits typical diode behaviour. The trend labelled “reverse bias” increases 

linearly with voltage for the whole range. The trend labelled “forward bias” shows two linear 

regions. The effects of erbium implantation on I-V characteristics of silicon diodes can be 

seen in figure 6.14 (b). The figure shows that the diode behaviour has become ohmic and the 

forward bias trend has increased after erbium implantation. An increase in forward bias 

indicates that the acceptor levels are dominating charge distribution mechanism in the 

material. The ohmic behaviour, as explained before, indicates that there are midgap defects 

responsible for relaxation behaviour after the implantation. 
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Figure 6.14: Current-voltage characteristics of the diodes fabricated on undoped (a) and 

erbium-doped (b) i-silicon in the logarithmic scale. 
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The electric parameters evaluated from i-silicon-based diodes are given in table 6.3. A 

change in ideality factor due to doping is similar to that of the diodes fabricated on n-type 

silicon.  The ideality factor found to decreases after erbium implantation. This reduction in 

ideality factor indicates that the diode quality improves as the forward current becomes 

higher than reverse current.  The Schottky barrier height of the diode fabricated from i-silicon 

is lower indicated that there are very few charge carriers withdrawn to the opposite electrodes 

to contribute to the measured current. This high barrier makes a flow of charge carrier to 

space charge region uneasy hence a low saturation current.     

 

Table 6.3: Device parameters evaluated from I-V plots for the diodes fabricated on undoped 

and erbium-doped i-silicon.  

Parameter Undoped diode Doped diode 

Is (nA) 0.022 9.403 

𝜂 3.11 2.231 

𝛷𝑏ℎ
𝐼−𝑉 (V) 0.90 0.743 

 
 

6.2.2 C-V results  

Capacitance-voltage measurements were carried out on the fabricated diodes to study a 

change in doping density and doping profile of the material due to erbium implantation.  The 

measurements were carried out at room temperature and at 100 kHz.  This is the highest 

frequency that can be attained by our experimental set up.  A high frequency was adopted for 

the measurements to minimize the effects of surface conductivity of the samples [49].  As a 

result, the capacitance measured at this frequency is mainly due to the formed depletion 

region resulting in studying the bulk material conductivity solely from the surface 

conductivity.  
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6.2.2.1 p-type silicon 

 

Figure 6.15(a) shows C-V characteristics of undoped p-silicon-based diode.  It can be seen 

from the figure that the capacitance decreases gently with voltage from 1 V to -0.5, then a 

slight dependence of capacitance is observed up -1 V.  This decrease, in general, indicates 

that the density of charge carriers reduced in the depletion region as they are being ejected 

out by the electric field.   The rate in which these charges are ejected is high at the first 

voltage region and it decreases as the space charge slowly attains its full space charge width. 

A trend observed in figure 6.15 (a) is comparable to the ones observed before on the 

commercial silicon diodes and diodes fabricated on silicon using different metals for 

Schottky contacts [27-29].  

 

The results presented in figure 6.15 (a), however, indicate the full space charge width has not 

been attained since there is no indication of capacitance saturating within this voltage range (-

1 to 1 V).  Thus, a high reverse voltage is needed to fully deplete the space width of the 

diode. A device that requires a high voltage to attain full depletion region is not suitable for 

radiation detection.  A high voltage results into strong electric field in the depletion region 

making the particles to be swept out quickly out of the region before recorded, hence poor 

detection sensitivity.  

 

 A trend shown figure 6.15 (b) for erbium-doped p-silicon-based diode is similar to that 

presented in figure 6.15 (a).  The trend in figure 6.15 (b), however, shows that the 

capacitance has increased for the same voltage indicating that holes have also been generated 

in silicon. The capacitance is observed to decrease drastically at the voltage ranging from +1 

to +0.75 V with the gentle decrease at +0.8 to -0.3 V.  At the voltages higher than -0.3 V, the 

capacitance is completely independent of voltage indicating that the diode space charge 

region is fully depleted. At full depletion voltage, (a voltage where the capacitance is 
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independent of capacitance) there are no more charge carriers withdrawn from the space 

charge region to contribute to the measured capacitance.    

 

A low diode full depletion voltage is one of the requirements for fabrication of efficient 

radiation detectors to be used in variety of applications, mainly in high energy physics 

experiment to detect particles.  The voltage can easily be achieved using relatively less 

expensive voltage suppliers. The sensitivity of the detector fabricated on a low full deletion 

voltage would be high since the electric filed in the region will be reasonable low and 

controlled depending on the amount and the type of expected charge to be detected.  
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Figure 6.15: Capacitance-voltage characteristics of diodes fabricated on undoped (a) and 

erbium-doped (b) p-silicon measured at 292 K and at 100 kHz. 

 

A full depletion region that starts at -0.35 V could be indicating that erbium in silicon is 

responsible for defects that limit the ejection of carriers.  This limit could be as a result of 

either majority carrier trapping or compensation.  Both cases, however, result into the charge 

carriers immobile making the material resistivity to increase.  The latter case is most probable 

since the I-V results presented above in this chapter indicate that there were possibilities of 

electrons be generated due to erbium implantation. As electrons are being generated, they are 
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compensated with majority carriers resulting into the low charge carrier density. For I-V data 

presented above, activity of these defects was observed at 0.07-06 V voltage range. C-V 

measurements, on the other hand, show that the activity starts at -0.35 V.  Both techniques 

reveal very similar information about the devices that there is a state of charge neutrality in 

the erbium-doped p- silicon diode.  The discrepancy may be explained in terms of the nature 

of these techniques.  The total current measured in I-V technique is a combination of metal-

interface and the space charge (silicon) carriers while the influence of interface states on 

capacitance measurement at 100 kHz is infinitesimal.      
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Figure 6.16: The C-2-V characteristics of diodes fabricated on undoped (a) and erbium-

doped (b) p-type silicon.  The plots were generated from the data of figure 6.15. 

 

𝐶−2 versus V plot was generated from those of figure 6.15 for p-silicon based diodes.  These 

plots are shown in figure 6.16.  Capacitance of silicon diode is related to the reverse voltage 

(Vd) as:   

 
𝐶−2 =

2

𝐴r
2 (

𝑉d + 𝑉0

𝑒𝜀s𝜀0𝑁D
) (6.6) 

Equation 6.6 can be manipulated as:  

 
𝑁D =

2𝐶2

𝐴𝑟
2

(𝑉d + 𝑉0)

𝑒𝜀s𝜀0
 (6.7) 
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to show that for a constant donor density in the space charge a plot  𝐶−2 versus 𝑉d  would 

yield a straight line.  The plots shown in figure 6.16 are not linear for the whole voltage to 

show that the doping density is not uniform in the depletion region of the diodes.   

 

The plots in figure 6.16 were generated in both forward and reverse voltages.  To determine 

the doping density and the Schottky barrier heights the plots are generated in reverse bias as 

shown in figure 6.17.   
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Figure 6.17: The C-2-V characteristics of diodes fabricated on undoped (a) and erbium-

doped (b) p-type silicon in reverse bias. 

 

Two linear regions are observed from figure 6.17 for each trend. The voltage region from -0.4 

to -1 for undoped p-silicon -based diode is higher than 0.0 to -0.25 V region.  For the trend 

acquired from erbium-doped p-silicon diode, the linear regions are observed at 0 to -0.4 and -

0.8 to -1 V.   These high linear regions were used to estimate the doping density and the 

Schottky barrier heights of the diodes [54].  The slope of the linear region was used to 

determine the doping density while the x-intercept was used to calculate built-in voltage of 

the diodes.  For p-type the built-in voltage is related to the Schottky barrier height as: 

 
𝜙bh

𝑐−𝑣 = 𝑉0 +
𝑘b𝑇

𝑞
ln (

𝑁V

𝑁𝐴
) (6.8) 
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while it is related with Schottky barrier height as: 

 
𝜙bh

𝑐−𝑣 = 𝑉0 −
𝑘𝑏𝑇

𝑞
ln (

𝑁c

𝑁D
) (6.9) 

   

for n-type material. 

The evaluated parameters for p-silicon-based diodes are presented in Table 6.4.  The doping 

density of the diode increases after erbium implantation.  This increase in the doping agrees 

with the I-V results presented earlier where the current was found to increase after erbium 

implantation. This increases in doping density indicates that defects that are induced by 

erbium in silicon are responsible for the generation of charge carrier density to increase the 

measured capacitance.  Though it was expected to decrease, the Schottky barrier height is 

found to increase after implantation.  

  

The Schottky barrier height shown in Table 6.4 is lower than the one presented Table 6.1 for 

diode fabricated on undoped p-silicon the opposite case holds for the diode fabricated on 

erbium-doped p-silicon.  This discrepancy indicates that the Schottky barrier height is the 

surface properties, unlike the doping density which is the bulk property.   

 

Table 6.4: Diode parameters evaluated from C-2-V plots for diodes fabricated on undoped 

and erbium-doped p-type silicon. 

Parameter Undoped diode Doped diode 

Neff (× 1014cm-3) 0.15 2.80 

𝜙bh
𝑐−𝑣 (eV) 0.52 0.94 

 

6.2.2.2 n-type silicon  

 

Figure 6.18 shows capacitance-voltage characteristics of diodes fabricated on undoped (a) 

and erbium-doped (b) n-silicon measured at 100 kHz.  It can be seen from the figure that the 

trends are opposite to each other indicating different charge carrier distribution mechanisms 

for both diodes. Prior implantation, the C-V trend increases from +1V to -1V while the 
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opposite case holds after erbium implantation.  This trend for erbium-doped n-silicon-based 

diode is exactly as those of p-type silicon-diodes presented in figure 6.15.  For plots in figure 

6.18 to be opposite each other clearly indicates that the material has undergone conductivity 

type inversion from n- to p-type. In comparison with that presented in figure 6.15 (a), the plot 

in figure 6.18 (a) indicate a tendency of saturation starting at 0.5 V while the one in figure 

6.18 (b) an onset of complete saturation is observed at -0.3 V.  A decrease in full depletion 

voltage is discussed in the result for p-silicon diodes above.  

 

-1.0 -0.5 0.0 0.5 1.0

0

20

40

60

80

100

120

140

-1.0 -0.5 0.0 0.5 1.0

0

20

40

60

80

100

120

140

Doped n-Silicon diode

Frequency = 100 kHz

Temperature = 292 K

C
a
p

a
c
it

a
n

c
e
 (

p
F

)

Voltage (v)

(b)

Undoped n-Silicon diode

Frequency = 100 kHz

Temperature = 292 K

 

C
a
p

a
c
it

a
n

c
e
 (

p
F

)

Votlage (V)

(a)

Figure 6.18: Capacitance-voltage characteristics of diodes fabricated on undoped (a) and 

erbium-doped (b) n-silicon measured at 292 K and at 100 kHz. 

 

C-2-V plots for diodes fabricated on undoped and erbium-doped n-type silicon were generated 

for the whole voltage ranging from +1 to -1 V. The plots are shown in figure 6.17.   It can be 

seen from the figure that the plots are not linear for the whole voltage range indicating that 

the doping density is not uniform in the depletion region.  The plots similar to those in figure 

6.19 for n-silicon-based diodes in negative voltage range were generated (not shown) with an 

attempt to evaluate parameters of these diodes.  A linear region for a plot of undoped n-

silicon-based diode in reverse bias could not be established hence parameters were not 
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evaluated for this diode.  The doping density and Schottky barrier height for erbium doped n-

silicon was evaluated to be 5.07 × 1013 cm−13 and 0.99 eV, respectively.  
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Figure 6.19: The C-2-V characteristics of diodes fabricated on undoped (a) and erbium-

doped (b) n-type silicon.  The plots were generated from the data of figure 6.18. 

 

 

6.2.2.3 i-type silicon 

 

Figure 6.20 shows capacitance-voltage characteristics of diodes fabricated on undoped (a) 

and erbium-doped (b) i-silicon measured at 100 kHz.  The trends are exactly the same as 

those in figure 6.18 and are opposite to each other indicating different charge carrier 

distribution mechanisms for both diodes. The plot in figure 6.20 (a) indicates that the wafer 

was not completely pure (intrinsic) and it shows that it is n-type conductivity material with 

lower electron concentration. The results presented in figure 6.20 further confirm that in 

silicon erbium is responsible for a change in conductivity-type from n- to p-type conductivity. 

This change in conductivity-type indicates that more holes have been generated in the space 

charge region.  It can also be seen from the figure that there is no sign of capacitance 

saturating for both trends and the capacitance has increased drastically for the same voltage 

after erbium doping.  The capacitance has increased such that a high voltage is needed to 

fully deplete the space charge making both not suitable for diode fabrication. 
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C-2-V plots for diodes fabricated on undoped and erbium-doped i-type silicon were generated 

for the whole voltage ranging from +1 to -1 V. The plots are shown in figure 6.23.  A high 

linear region is observed in figure 6.20 (b) to show that doping density is uniform in the 

depletion region.  A tendency of the plot to saturate starting at -0.7 to 1 V is due to charges 

that are produced on the edges of the depletion region.  

Figure 6.20: Capacitance-voltage characteristics of diodes fabricated on undoped (a) 

and erbium-doped (b) i-silicon measured at 292 K and at 100 kHz. 

 

The plots in the negative voltage range were generated (not shown) for both trends. A linear 

region for a plot of undoped i-silicon-based diode in reverse bias could not be established 

hence parameters were not evaluated for this diode.  The doping density and Schottky barrier 

height for erbium doped n-silicon was evaluated to be 1.52 × 1013 cm−13 and 1.90.  A 

Schottky barrier height higher than the energy gap (1.12 eV) scientifically makes no sense.  

This high value confirms that Schottky barrier height is not a bulk property but a surface 

property.     
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Figure 6.21: The C-2-V characteristics of diodes fabricated on undoped (a) and erbium-

doped (b) i-type silicon.  The plots were generated from the data of figure 6.20. 

 

Summary 

In general, the results presented in this chapter indicate that in silicon the majority of erbium 

atoms occupies interstitial sites. As incident in silicon, erbium damages the surface of silicon 

and change the material structure from crystalline to amorphous on its implanted path in 

silicon.  The amorphous region is found to increase at high fluence. The damage is due to the 

displacement of host atoms from their lattice sites by energetic erbium ions.   The high 

damage (amorphous region) indicates that high number of silicon atoms are displaced at high 

erbium fluence. 

 

At the annealing temperature (800 0C) lower than erbium solubility limit in silicon the erbium 

induced surface damage is recovered resulting into a silicon surface structure recrystallized.  

At this temperature some of erbium atoms diffuse into the silicon crystalline region deep in 

silicon through substitutional sites.  As the annealing temperature is increased to 1000 0C, 

higher than the solubility limit, erbium gets segregated back to the surface of silicon.  This 

erbium segregation is due to high oxygen content in silicon at this temperature.  The oxygen 

content is due to evaporation of hydrogen initially bonded to oxygen.  As a result, a cluster of 
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Er-O defects is formed and diffuses back to the surface.  As it diffuses back to the surface due 

to oxygen bonding, erbium is found to diffuse through interstitial sites making its minimum 

channelling yield to increase.  The crystallinity of the region just below the surface is reduced 

due to this defect cluster.  This reduction of crystalline is observed by slight increase of 

silicon minimum channelling yield at the annealing temperature of 1000 0C.  The results 

presented here also show that the defect cluster makes the formed surface SiO2 more 

amorphous. 

 

The XRD measurements show that structural crystallinity of silicon bulk improves as the 

surface SiO2 and the region below the surface become amorphous due to back diffusion of 

these Er-O defects at the annealing temperature of 1000 0C.  The structure of the sample 

annealed at this temperature is found to be more crystalline than unimplanted sample.  An 

improved crystalline structure is due to a reduction of impurities, hydrogen and oxygen, in 

silicon bulk.  The reduction of the impurities is as a result of diffusion of hydrogen due the 

temperature and diffusion of oxygen as Er-O defects out of the bulk to the surface of silicon.   

 

It has to be noted that, the segregation of erbium to the surface is due to high content of 

oxygen.  The content of free oxygen in silicon is low for as implanted sample and that 

annealed at 800 0C resulting into a region consisting of erbium and silicon atoms ( Er-Si) 

structure in silicon [18].  As the temperature increases the cluster of Er-O defects is formed 

and diffuse to the surface of silicon. The Er-O defect cluster has been found to increases with 

increasing annealing temperature [18].  Thus, at the temperature higher that 1000 0C, a silicon 

substrate would be well crystallized in the bulk and highly amorphized on the surface.   

Electrical measurement results presented in this chapter show that as it occupies interstitial 

sites in silicon, erbium induce defects that are responsible for acceptor levels in the energy 

gap making holes majority carriers of the material.  As a result, the conductivity-type of the 
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material becomes p-type after doping with erbium.  These acceptor levels associated with 

erbium in silicon have been presented elsewhere [2;10;18].  In general, the charge density of 

the material increases resulting in an increase in the current and capacitance of the diodes 

after incorporating erbium into silicon.  Thus, erbium increases the conductivity of silicon.  

This increases in material conductivity was also observed on the diodes fabricated on erbium 

-doped p-silicon -based diode [26].  Erbium doping in that case was achieved by deposition 

of erbium on the surface followed by annealing the samples at 900 0C for 18 hours.  

 

The sites in which other erbium atoms occupy in silicon are currently not known.  In these 

sites, erbium is also responsible for donor level and midgap defects with relatively low 

density in the energy gap.  Possibilities of donor level generation is realized by an increase in 

reverse current and forward current trends of p- and n-silicon based diodes, respectively after 

erbium doping.   

 

The existence of midgap defects after erbium doping is confirmed by a low ohmic behaviour 

regions on the erbium-doped silicon-based diodes.  This ohmic behaviour of the diodes was 

also reported before using different doping method [26] and it has been explained by 

relaxation theory and the device fabricated from the material with this behaviour have been 

found resistant to radiation damage. This relaxation behaviour was observed on the diodes 

fabricated on silicon doped with relatively expensive metals, gold and platinum [26; 55].  

Possibilities of erbium to be used for improving the sensitivity of radiation detector has been 

confirmed by low full depletion voltage observed on the erbium-doped silicon-based diodes.     
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Chapter 7 
 

Conclusions and possible future work  
 
Conclusions in this work are based on the data acquired from the samples that are described 

in Chapter 5 using different characterisation techniques.  The main objectives are to establish 

the presence of erbium and to investigate diffusion mechanisms of erbium in silicon and to 

study a change in electrical properties of diodes due erbium implantation.  SRIM calculations 

were carried out to predict the penetration depth of erbium in silicon.  The results presented 

in this work would contribute to the world of knowledge and towards improving efficiency of 

radiation detectors to be used in various applications, especially, for high energy physics 

experiments.  This work also refutes and confirms the presented results before on studies 

about metal-doped and irradiated silicon material.   

 

7.1 Material characterisation  
 

Material characterization techniques used to establish the presence of erbium in silicon are 

RBS and XRD.  These techniques revealed information about diffusion mechanisms of erbium 

and a change in silicon crystal structure due to erbium implantation.   

  

7.1.1 RBS measurements  

RBS measurements show that erbium occupies interstitial sites and some of the atoms diffuse 

through substitutional sites at the annealing temperature (800 0C) lower than erbium 

solubility limit temperature (900 0C) in silicon.    Some erbium atoms diffuse back towards 

silicon through interstitial sites at the temperature higher (900 0C) than the solubility limit.  A 

silicon surface damage due to erbium implantation is recovered and the crystal structure 

recrystallized due to thermal annealing.  The level of the damage is found to increase when 

erbium fluence is increased from 1015 to 1016 ion /cm2.   
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7.1.2 XRD measurements 

Erbium implanted into silicon at 60 keV to the fluence of 1015 ion /cm2 is found to be 

incorporated to form Er-Si complex in the bulk of silicon.  At the annealing temperature of 

800 0C XRD pattern is found unchanged indicating an infinitesimal diffusion of erbium in 

silicon could not be identified using the technique.  At the annealing temperature of 1000 0C 

XRD peaks associated with erbium are not observed indicating that erbium has been 

segregated out of the bulk to the surface of silicon.  This segregation is due to the existence of 

oxygen initially bonded to hydrogen that diffuses out of the sample at this temperature.  

Erbium bonds with oxygen to form a cluster of Er-O defects and diffuse/segregate to the 

surface to make the surface SiO2 layer more amorphous.  Due to this segregation the bulk 

structure of silicon becomes more crystallized.      

 

7.2 Device characterisation  

Device characterisations techniques used in this work are I-V and C-V.  These are very 

important techniques since they reveal information about the conductivity of devices, hence 

the material fabricated on it.  Using these techniques, possibilities of using devices for 

radiation detection could be established and suggestions can also be provided to improve 

efficiency of radiation detectors during operation.  Devices in this work are Schottky diodes 

that were fabricated on silicon using palladium for Schottky contacts.  

 

These two techniques complement each other showing that in silicon erbium is responsible 

for a change in electrical properties of the diode fabricated from the material.  Both 

techniques show that n-type silicon becomes p-type indicating a generation of high density of 

holes in the material.  The density of holes is so high resulting in an increase in the 

conductivity of the material   
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For detector implications, erbium has been found to be responsible for ohmic behaviour of 

the diode.  This ohmic behaviour is an important factor for radiation detection since the 

effects of radiation damage would be minimised or suppressed.  The metal is also responsible 

for a decreases in full depletion voltage indicating that the space charge width can be fully 

depleted with small voltage using readily available power supply.  In addition, a low full 

depletion voltage is an important parameter for fabrication of high sensitive radiation 

detectors.   The results presented here, in general, indicate that erbium is a suitable dopant to 

improve the efficiency of radiation detectors for the current and future high energy physics 

experiment. In comparison to other dopants suggested before, erbium can be used to replace 

the relatively expensive dopants, gold and platinum, that were suggested before in a study to 

improve efficiency of radiation detectors.    

 

In silicon erbium is also responsible for high conductivity of devices fabricated from the 

material.  It has to be noted that the devices with high conductivity is not suitable since it will 

results in an instability of the detector properties hence the acquired data, when operating at 

different temperatures.    

 

7.3 Possible future work   

Based on the findings presented in this work, there are number of gaps to be closed and 

hypothesis to have relaxation theory established in the year 1961 [1-10] welcome in material 

science research society.  This can be achieved by conducting more studies on diffusion 

mechanisms of erbium using other spectroscopy techniques such as Scanning ion mass 

spectroscopy (SIMS) and X-ray photoelectron spectroscopy (XPS) techniques.  The study 

would reveal other sites that are occupied by erbium in silicon hence assist to increase the 

density of the sites associated with midgap defect while reducing those that are associated 

with levels responsible for the charge carrier generation (increase in conductivity) in the 
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energy gap of the material.   This theory would assist to provide accurate information about 

defects that are induced in the material leading to a suitability of silicon for fabrication of 

efficient radiation detectors to be used for the current and future high energy physics 

experiments achieved.   

 

Possible future projects emanated from this work involve characterizing the diodes using 

deep level transient spectroscopy (DLTS) technique to catalogue defects induced by erbium in 

the energy gap of silicon.   It is also important to characterise the devices with charge 

collection efficiency (cce) technique to establish a high efficiency of the detector in collecting 

charge.  The diodes will also be irradiated to confirm their improved radiation-hardness due 

to erbium doping.          
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