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Mess_aQe from the SAICSIT President 

The South African Institute of Computer Scientists and Information Technologists 
(SAICSIT) was formed in 1982 and focuses on research and development in all fields of 
computing and information technology in South Africa. Now in the 20th year of its 
existence, SAICSIT has come of age, and through its flagship series of annual 
conferences provides a showcase of not only the best research from the 
Southern-African region, but also of international research, attracting contributions from 
far afield. SAICSIT does, however, not exist or operate in isolation. 

More than 50 years have passed since the first electronic computer appeared in our 
society. In the intervening years technological development has been exponential. Over 
the last 20 years there has been a vast growth and pervasiveness of computing and 
information technology throughout the world. This has led into the expansion and 
consolidation of research into a diversity of new technologies and applications in 
diverse cultural environments. During this period huge strides have also been made in 
the development of computing devices. The processing speed of computers has 
increased thousand-fold and memory capacity from megabytes to gigabytes in the last 
decade alone. The Southern African region did not miss out on these developments. 

It is hardly possible for such quantitative expansion not to bring a change in ql!Wity. 
Initially computers had been developed mainly for purposes such as automation for the 
improvement of processing, labour-reduction in productio,n and automation control of 
machinery, with artificial intelligence, which made great strides in the 1980s, seen as 
the ultimate field to which computers could be applied. As we moved into the 1990s it 
was recognized that such an automation route was not ' the only direction in the 
improvement of computers. The expansion of processing power has enabled image data 
to be incorporated into computer systems, mainly for the purpose of improving human 
utilisation. For most computer technologies of the 1990s, including the Internet and 
virtual reality, automation was not the ultimate purpose. Humans were increasingly 
actively involved in the information-processing loop. This involvement has gradually 
increased as we move into the 21st_ century. Development of computer technology based 
not on automation, but on interaction, is now fully established. 

The method of interaction has significantly changed as well. The expansion of computer 
ability means that the same function can be performed far more cheaply and on smaller 
computers than ever before. The advent of portable and mobile computers and pervasive 
computing devices is ample evidence of this. The need for users . to be at the same 
location as a computer in order to reap the benefits of software installed on that 
computer is becoming an obsolete notion. Time and space are no longer constraints. 
One of the most discussed impacts of computing and information technology is 
communication and the easy accessibility of information. This changes the emphasis for 
research and development - issues such as cultural, political, and economic differences 
must, for example, be accommodated in ways that researchers have not previously 
considered. Our goal should be to enable users to benefit from technological advances, 
hence matching the skills, needs, and expectations of users of available technologies to 
their immense possibilities. 
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The conference theme for the SAICSIT 2001 Conference - Hardware, Software and 
Peopleware: The Reality in the Real Millennium - aims to reflect technological 
developments in all aspects related to computerised systems or computing devices, and 
especially reflect the fact that each influences the others. 

Not only has SAICSIT come of age in the 2151 century, but so has the research and 
development community in Southern Africa. The outstanding quality of papers 
submitted to SAIC SIT 200 I, of which only a small selection is published in this 
collection, illustrates both the exciting and developing nature of the field in our region. I 
hope that you will enjoy SAICSIT 2001 and that it will provide opportunities to 
cultivate and grow the seeds of discussion on innovative and new developments in 
computing and information technology. 

Paula Kotze 
SAICSIT President 
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Messaee from the Chairs 

Running this conference has been rewarding, exciting and exhausting. The response to the call for 
papers we sent out in March was overwhelming. We received 64 paper submissions for our main 
conference and twelve for the postgraduate symposium. We had a panel of internationally 
recognized reviewers, both local and international. The response from the reviewers was impressive 
- accepting a variety of papers and mostly returning the reviews long before the due date. We were 
struck, once again, by the sheer magnanimity of academia - as busy as we all are, we still manage 
to contribute fully to a conference such as SAICSIT. 

After an exhaustive review process, where each paper was reviewed by at least three reviewers, the 
program committee accepted 26 full research papers and 14 electronic papers. Five papers were 
referred to the postgraduate symposium, since they represented work in progress - not yet ready for 
presentation to a full conference but which nevertheless represented sound and relevant research. 
The papers published in this volume therefore represent research of an internationally high standard 
and we are proud to publish it. Full electronic papers will be available on the conference web site 
(http://www.cs.unisa.ac.za/saicsit2001 /). 

Computer Science and Information Systems academics in South Africa labour under difficult 
circumstances. The popularity of IT courses stems from the fact that IT qualifications are in high 
demand in industry, which leads in turn to a shortage of IT academic staff to teach the courses, 
even when posts are available. The net result is that fewer people teach more courses to more 
stude1J,ts. IT departments thus rake in ever-increasing amounts of state subsidy for their universities. 
These profits, euphemistically labelled "contribution to overhead costs", are deployed in various 
ways: cross-subsidization of non-profitable departments; maintenance of general facilities; salaries 
for administrative personnel, etc. Sweeteners of generous physical resources for the IT departments 
may be provided We have yet to hear of a University in South Africa where significant concessions 
have been made in terms of industry-related remuneration. At best, small subventions are provided 
As a result, shortages of quality staff remain acute in most IT

1

departments - especially at senior 
teaching levels. What is even worse is that academics in these departments have to motivate the 
value of their conference contributions and other IT outputs to selection committees, often 
dominated by sceptical academic power-brokers from the more traditional departments whose 
continued survival is underwritten by /T's contribution to overhead costs. 1 

The papers published in this volume are conclusive evidence of the indefatigability and pertinacity 
of Computer Science and Information Systems academics and technologists in South Africa. We ·are 
proud to be part of such a prestigious and innovative group of people. 

In conclusion, we would like to thank the .conference chair, Prof Paula Kotze, for her support. We 
also specially thank Prof Derrick Kourie for his substantial contribution. Finally, to all of you, 
contributors, presenters, reviewers and organisers - a big thank you - without you this conference 
could not be successful. 

Enjoy the Conference! 
Karen Renaud & Andries Barnard 

1 
This taken almost verbatim from Professor Derrick Kourie' s SACLA 2001 paper titled: "The 

Benefits of Bad Teaching". 
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Combining c�ntext provisions with graph grammar rewriting rules -
the three-dimensional case 

A Barnard a E M Ehlers b 
• University of South Africa, South Africa barnaa@unisa.ac. za 

b Rand Afrikaans University, South Africa, eme@na. rau. ac. za 

Abstract: In this paper we consider the representation and generation of three-dimensional structures by means 
of formal descriptive methods. Graph and graph grammar theory present us with a powerful two-dimensional 
representational method, and we propose to use these concepts as basis for the three-dimensional case. Three­
dimensional structures however, often appear in other structures and within a certain context. This context may be 
defined or influenced by the overall structure, or other related structures. We therefore need to be cognisant of the 
role that these contexts play when we introduce the concepts of three-dimensional graph and graph grammar systems, 
with particular reference to contextual rewriting rules. It is the combination of context provisions with graph 
grammar rewriting rules that results in a formal descriptive method which represents three-dimensional structures. 
The generative abilities of the concepts we introduce and discuss, are illustrated by considering the generation of 
various chemical structural formulae. 
Keywords: Formal language, grammar theory, graph grammars, context sensitive rewriting rules 
Computing Review Categories: F.4.2, F.4.3 

1. Introduction 

In this paper we consider the representation and 
generation of three-dimensional structures by 
means of formal descriptive methods. Graph and 
graph grammar theory present us with a powerful 
two-dimensional representational method [ 1, 6, 11, 
12, 14), and we propose to use these concepts as 
basis for the three-dimensional case. In section 2 
we therefore review some of the basic notions 
regarding graph and graph grammar theory. Three­
dimensional structures often appear in other 
structures and within a certain context. It is often 
difficult to describe these contextual relations 
succinctly and in sections 3 and 4 we show how 
these contexts can be combined with graphs and, in 
particular, graph grammar rewriting rules. These 
contextualised graph grammar rewriting rules will 
enable us to describe and generate three­
dimensional structures, and we illustrate this 
statement by considering the generation of various 
chemical structural formulae. We conclude by 
stating the obvious: namely that the descriptive 
abilities of these new grammars are clearly useful. 

2. Graphs and graph grammars 

2.1 Definition of a graph: 

We give the defmition of a graph as in [ 6): 
Let X be a finite alphabet. A graph 
G = (V, E, m) is a simple, undirected node 
labelled graph and consists of a fmite set of 
vertices or nodes V, a set of undirected edges 
E without self-loops and multiple edges, and 
a vertex labelling function m: V - X G is 
then indicated by (V(G), E(G), m(G)). D 

The theory of graphs also allows for a directed 
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analogue, i.e. where every edge of the graph is 
assigned a specific direction. Such a directed 
graph is referred to as a digraph for short. For 
more information on graph theory and related 
topics, the reader is referred to [7] that contains an 
exhaustive and recent bibliography. 

2.2 Graph g�mmars 

Picture recognition and picture processing are 
areas of researbh receiving much attention. 
Different strategies have been followed to address 
this problem, see for example [2, 9, 10, 13, and 
17). One of the problem areas identified is to 
transfer the basic properties of string grammars to 
general structures. Pfaltz and Rosenfeld defmed 
graph grammars in 1969, see [15), where 
replacement of a symbol can occur in any 
direction. The restriction of string grammars where 
replacement of a symbol can occur only left or 
right of the symbol in a string, was thus something 
of the past. We now review graph grammars from 
the family of vertex replacement systems as in [6]: 

54 

A Graph Grammar 1s a four-tuple 
GG = (N,T,S,P): 

N is the alphabet of nonterminal vertex 
labels, 

T is the alphabet of terminal vertex labels, 
S is the start axiom where S E N - T, and 
P is a fmite set of production_s. 

Every production from P is of the form 
p=(A,R,C): 

A is the vertex label of the left-hand side of 
the production and indicates the vertex to 
be replaced, where A EN, 

R is a nonempty graph to replace A and 
C is the connection relation consisting of 



pairs (a, w) with a E (Nu T) and w E V(R). 
D 

Notational conventions: 
• According to the vertices' labels, we refer to 

vertices as being terminal and nonterminal. 
• For a vertex w E V(R), let c·

1(w) = {ala E (N 
u T), (a, w) EC} denote the set of labels in the 
connection relation ofw. 

• We will throughout the rest of this section 
make use of the following graphic notation for 
the production rules P of GG: 
For p = (A, R, C) of P, draw the right-hand 
side graph R with the nonterminal vertices as 
unit size squares, terminal vertices as points 
and (whenever possible) straight line edges. 
For the left-hand side, draw a big rectangle 
with label A around R. Finally, for every 
connection (a, w) E C, draw a line from the 
vertex w ofR to.an a-labelled point outside the 
big rectangle. 

• A derivation step of GG where (A, R, C) is a 
production of P, means replacing a vertex v 
with label A by the right-hand side R and 
establishing connections between the 
neighbours of v and the vertices of R as 
specified by C. 

• The language �(GG) generated by GG, 
consists of all graphs with only terminal 
vertices that can be derived from the axiom S. 

For more information on this, see [6]. 

An example: 
In this subsection, we give an example of a graph 
grammar that generates chains of the form a0b0c0 

where n � 1. 
Let GG = (N, T, S, P) where: 

N = {S, A}, 
T = { a, b, c} and 
P = {Pl, P2, P3, P4} where the productions are 
shown graphically in Figures I through 4: 

ao 

C 4t 

Pl 

Figure 1 - The first production of GG 

P2 

Figure 2 - The second production of GG 

a 

b 

C 

P3 

Figure 3 - The third production of GG 

! 
A 

! 
- -

b b 
- • 

-
-

C C 
P4 

Figure 4 - The fourth production of GG 

A possible derivation of the above grammar is 
illustrated graphically below, Figures 5 through 8: 
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a 

b 

C 

A 

I 

b • 

_J 



P3 
-

C 

Figure 5 -Application of P2 

P3 
==> 

a a 

b b 

C C 

Figure 6 - Application of P3 

a a a 

b b 

C C C 

Figure 7 - Application of P3 
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a a a a 

P4 b b b b 
-

C C C C 

Figure 8 - Application of P4 

The language generated by this graph grammar GG 
is all chains of the form anbncn where n :1: 1. 

There are many classes of graph grammars to be 
found in the literature. Pratt considered the 
generation of digraphs in [ 16], whereas Montanari 
introduced so-called web grammars in [14], also 
see [l]. Janssens and Rozenberg suggested in [11, 
12], that it is not yet clear which concepts in graph 
grammar theory are of importance, and which 
concepts are of lesser importance. For example, 
mathematical manipulations to succinctly describe 
graph grammar productions as well as graph 
languages, are as yet unsatisfactory. In order to 
establish a concise description of graph grammar 
languages, they defined NLC-grammars (Node­
Label-Controlled Graph Grammars) and introduced 
a mathematical manipulation rule in order to 
describe these NLC�graph languages, [l l, 12]. 

3. The three-dimensional case: 

Structure Graphs 

In the introduction we mentioned that the contexts 
within which a three-dimensional structure appear, 
is often influenced by other structures. In order to 
make provision for the accurate description of 
these contexts, we need to be able to describe them 
formally. Few three-dimensional generative 
devices allow the succinct description of these 
contexts. As graph grammars present a powerful 
two-dimensional generative device, we propose to 
combine graph rewriting rules with context 
provisions in the following section to accomplish 
this. 

3.1 Structure graphs 

In order to generate three-dimensional structures 
with the use of graph grammars, we first of all 
need to be able to describe three-dimensional 
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structures in a graph theoretic manner with 
particular reference to accurate description of 
contextual constraints that we are interested in. In 
[3, 4] we gave the following definition of a 
structure parameter: 

A structure parameter p is a real-valued nwnber 
that either gives a geometrical property of an 
edge of a graph ( e.g. length of the edge) or 
describes the relationships of two edges in a 
graph ( e.g. angle between two edges in the 
graph). D 

We now give the definition of a structure graph, 
[3]: 

A structure graph (SG) G is a 2-tuple (V, E) 
where V is the vertex set and E the structured 
edge set of G. An element of E has general 
form: 
((v;vi,P ii ,Pii ,···,Pii ), (vk V1,Pk1 ,Pk1 , ... ,Pk1 ), 

l
) 

2 m I 2 m 
P1,P2,···,Pr 
where V;, vi, vk, v1 EV (i, j, k, l E {l, 2, 3, ... , 
IV I }) and pij , ... , Pij , Pkl , ... , Pkl , P1,···, Pr are 
structure paralneters tm,r � N). m D 

The value and meaning of a structure parameter 
will be assigned by convention as needed with 
consideration of the specific structure graph in 
question. We remark that if for a structure 
parameter Pi, ij 1 s i s ijm, kl1 s i s k� or l s i s r, 
we have Pi

= 0, Pi is removed from the definition of 
a structure graph. We further say that the 
underlying graph of a structure graph is merely the 
graph for which all structure parameters' values are 
negated (thus the graph without geometrical 
properties). The underlying graph of a structure 
graph S will be written as und (SJ. 

If x is a graph theoretical property, we say the 
structure graph S has graph property x iff 
und (SJ has graph property x. D 

.In the rest of this paper we limit our attention to the 
following instance of a structure graph, namely an 
angle-length structure graph: 

An angle-length structure graph (AL-SG) is a 
structure graph G where Pi = 0 for all i E { ij2, ••• , 
ijm, kl2,·· ., klm, 2, ... ,r}. The structure parameters 
Pii , Pk! , and p 1 are then assigned the following 
gehmetrical properties: 

Pii gives the length of the edge v;vi, 
I 

Pkl gives the length of the edge vkv1, and 
p 1 

1 gives the angle constituted by the 
edges vivi and vkv1 in G. D 

V = 

Figure 9 - Graphical interpretation of AL-SG 
(v;=vJ 

3.2 Examples of AL-SG: 

Below we give some examples of how this 
definition can be used to describe three­
dimensional objects, with particular reference to 
the contexts that we wish to represent. First of all, 
consider the example of a unit cube: 

C: 

a d 

Figure 10 - a cube C 

The formal description of C in terms of an angle­
length structure graph is as follows: 
C = (V, E) where: 
V = { a, b, c, d, e, f, g, h} and 
E = {((ab,1), (bc,1), 90°); ((bc,1), (cd,l), 90°); 

((cd,1), (da,l), 90°); ((da,1), (ab,l), 90 °); 
((bc,1), (ad,l}, 0 °); ((ab,l), (dc,l), 0 °); 
((bc,1), ((bf,l), 90 °); ((ab,1), (bf,1), 90° ); 
((bf,l), (ef,l), 90 °); ((bf,l), (fg,l), 90 °); 
((fg,1), (cg, l), 90 °); ((bf,l), (cg,I), 0 °); 
((cd,l), (cg,l) 90 °); ((bc,l), (cg,l), 90 °); 
((cg,l), (gh,l), 90 °); ((gh,l), (hd,l), 90 °); 
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((cd,l ), (dh,l), 90°); ((ae,l), (dh,l), 0°); 
((ae, 1), (eh,l), 90 °); ((ad;l), (ae,l), 90 °); 
((ad,l), (eh,l), 0 °)}. 

We now tum our attention to the representation of 
chemical structural formulae by structure graphs. 
In all cases information pertaining to structural 
formulae of chemical compounds referenced here, 
as well as scan images, are from [5]. As point of 
departure, we consider the first member of the 
homologous chain of alcanes and the basis of a vast 
amount of organic compounds, namely methane 
with chemical formula CH4, i.e. one carbon atom 
bonded to four hydrogen atoms to form a 
tetrahedron in space. The planar representation of 
the structural formula of a methane molecule is 
given in figure 1 1  below: 

H 

H H 

H 

Figure 11 - Methane (CH4) 

In the structural formulae of chemical molecules, 
bond lengths as well as bond angles constitute the 
contexts within which the atoms appear, and are of 
importance. In this respect the Carbon - Hydrogen 
bond length is 1, 1 OA while all C-H-C bond angles 
are 109,5 °. Figure 12 is a scan image of the three­
dimensional conformation of a methane molecule. 

The following definition of an angle-length 
structure graph gives a complete and formal 
description of a methane molecule: 
M = (V, E) where: 
V = {C, H 1 , H2, H3, H4} and 
E = {((C - H 1 , l,IOA),(C - H2, l,IOA), 109,5 °); 

((C - H2, l,IOA),(C - H3, l,IOA), 109,5 °); 
((C - H 1 , l,IO A),(C - H3 , l,IOA), 109,5 °); 
((C - H1 , l,IOA),(C - H4, 1,IOA), 109,5 °); 
((C - H3, l,IOA),(C - H4, l ,lOA), 109,5 °); 
((C - H2, l,IOA),(C - H4, l,IOA), 109,5 °)}. 

The following example is that of an angle-length 
structure graph describing a propane molecule. 
Propane is the third member in the homologous 
chain of alcanes and the planar representation of 
propane is given in figure 13, whereas figure 14 
gives a scan image of a propane molecule. The 
carbon to carbon bond lengths are all l,53A while 
the carbon to hydrogen bond lengths are all 1, 1 OA. 
The C-C-C, H-C-H, C-H-H, H-H-C and 
C-C-H bond angles are all 109,5 ° . 

Figure 14 - scan image of a propane molecule 

The following definition of an angle-length 
Figure 12 - scan image of a methane molecule structure graph gives a complete and formal 
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description ·of a propane molecule: 
P = (V, E) where: 
V = {C1 , C2, �. H1 , H2, H3, Hi, H5, "6, H7, H8} ;  
E = {((C1 - H 1 , l , l OA),(C1 - H2, l , I OA), 109,5 °); 

((C1 - H2, l,lOA),(C1 - H3, 1,10A), 109,5 °); 
((C1 - H 1 , 1,10A),(C 1 - H3, 1 ,10A), 109,5 °); 
((C 1 -H,, l,lOA),(C 1 - C2, 1,53A), 109,5 °); 
((C , - H2, 1,10A),(C 1 - C2, 1 ,53A), 109,5 °); 
((C 1 - H3, 1,lOA),(C, - C2, 1,53A), 109,5 °); 
((� - H.i, 1,IOA),(� - H5, 1,10A), 109,5 °); 
((C2 - H4, l,IOA),(C, - C2, 1,53A), 109,5 °); 
((C2 - Hs, l,lOA),(C, - C2, 1,53A), 109,5 °); 
((C2 - 84, l,10A),(C2 - C3, 1,53A), 109,5 °); 
((C2 - I-ls, l,IOA),(C2 - C3 , 1,53A), 109,5 °); 
((C1 - C2, l,53A),(C2 - C3, 1,53A), 109,5 °); 
({C3 - H6, l,10A),(C3 - H7, 1,IOA), 109,5 °); 
((C1 - H1, l,10A),(C3 - H8, l, l OA), 109,5 °); 
((C1 - "6, l ,IOA),(C3 - Ha, 1,10A), 109,5 °); 
({C3 - "6, l,lOA),(C2 - C3, 1,53A), 109,5 °); 
((C1 - H1, l,10A),(C2 - C3, 1 ,53A), 109,5 °); 
({C3 - Ha, l,IOA),(C2 - C3, 1,53A), 109,5 °)}. 

If we omit the subscripts we obtain a shorter and 
more elegant structured edge set that still descnbes 
the same molecule (non-deterministically in this 
case as the number of carbon atoms can be decided 
on randomly): 
E' = {((C - C, 1,53A), C - C, 1,53A), 109,5 °); 

((C - C, 1,53A), C - H, l,IOA), 109,5 °); 
((C - H, 1,10A), C - H, l,IOA), 109,5 °). 

' 

4. The generation of structure graphs 

We now turn our attention, to a class of graph 
grammars that can generate these structure graphs. 
As we have seen above, inclusion of the contexts in 
the defmition of a structure graph, enables us to 
describe the three-dimensional attributes of 
structures succinctly. We therefore need to include 
such contexts in the defmition of the class of 
grammars that must generate structure graphs. 

4.1 Structure Graph Grammars (SGG): 

In order to defme a structure graph grammar, we 
need to formalise what we understand under the 
term conflict: 

By the term conflict we will mean the 
competition of two vertices ( either with the 
same or with different labels) to occupy the 
same physical space, e.g. spatial position, 
during the application of a production rule to a 
structure graph. D 

The defmition of a structure graph in this paper, is 
similar to that of SGG-4 as in [3] with the 
exception that we will only consider the definition 
relative to angle-length structure graphs (AL-SG) 

in this paper: 
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A structure graph grammar (SGG) is defined 
as a 4-tuple G = (N, T, S, R) where: 

N is a set of nonterminal symbols, 
T is a set of terminal symbols, 
S is the start symbol (a single vertex), and 
R is the set of production rules. 

A production rule r E R is defined as a 3-tuple 
r = (F, L, C) where: 

F is a vertex or an edge in the structure 
graph to be replaced, 

L is a vertex or an edge to replace F, and 
C is the context. 

For the case of an AL-SG and F an  edge, F has 
general form F = (F, /) where: 

F is the edge in the AL-SG and 
/ is the length of edge F. 

The same will apply if L is an edge. 

The context C is defined as a 3-tuple C=(Ch I 
U, T1) where: 

Ch is the angle context, 
U is the global permitting context, and 
T 1 is the global forbidding context (U, T 1 

s:; N u T). 

An element of the angle context has general 
form (L 1 , a) where L1 is an edge in the AL-SG 
under consideration and a is the angle between 
edge L (in the production rule r) and the edge 
L 1 (in the AL-SG). Note that if both F and L 
are vertices or F is an edge and L a vertex, the 
angle context is superfluous and will be 
omitted. 

_Consider the rule r = (F, L, C) to be applied to 
an AL-SG, says. The production rule r can be 
applied to S if and only if F is present in S and 
context C holds. Context C holds if and only if: 
(1) All the elements of U are vertices or 

edges in S. 
(2) None of the elements of T 1 are vertices 

nor edges in S. 
(3) All edges as specified in the angle-context 

Ch, must be present in S. 
(4) F must be replaced with L such that the 

angle(s) as specified in Ch, will hold. 

In order to define the replacement operation of 
F with L, we consider the following four 
instances: 
( 1) Both F and L are vertices. This entails a 

label-replacement off with L. 
(2) F a vertex and L an edge, say L = n 1 - n2 • 

Note that F can be replaced with L if and 
only if one of the vertices of L, is F, thus 
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either n1 = F or n2 = F. Then: 
(2. 1) Only one ofn; (i = l,2) is present in S (it 

has to be 11; = F, i = 1 , 2). We replace 
vertex F with edge L such that all 
contexts hold. Because we assume that 
only one of the vertices of the edge 
(whatever the vertex labels may be) is 
present in the structure graph, no 
conflict can arise in this case. 

(2.2) Both vertices n 1 and n2 are present in S 
where say F = n 1 • To replace F with L, 
we distinguish the following two 
instances: 
(i) Context C specifies that vertex n2 
of edge L has to be placed in S such that 
the spatial position of this vertex n2 and 
the spatial position of vertex n2 already 
present in S, are different. Vertex 
F (= n 1) is then replaced with edge 
L = (n 1 - n2) such that all contexts hold. 
No conflict can arise in this case. 
(ii) Context C specifies that vertex n2 
of edge L has to be placed in S such that 
the spatial position of this vertex n2 and 
the spatial position of vertex n2 already 
present in S, are the same. We then say 
that the two vertices n2 are to be 
identified and proceed as follow in 
order to replace vertex F(= n 1} with edge 
L (= n 1 - nJ: 

Add a new vertex to S, specifically 
an invisible vertex, denoted by tg and 
such that contexts where n2 is replaced 
with tg in the applicative angle-context­
set, will hold. Connect tg with all 
vertices in S that are adjacent to vertex 
n2 in S. Remove n2 and all incident 
edges from the structure graph. Vertex 
F (= n 1) can be replaced with edge 
L (= n 1 - nJ as in case 2.2.(i) such that 
all contexts hold where vertex n2 is 
identified with vertex tg. Note that n2 is 
now present in the structure graph with 
spatial position of n2 the same as the 
spatial position of tg because of the 
context-specifications. Connect vertex 
n2 with a vertex x in the structure graph 
if and only if tg and x are adjacent. 
Remove tg and all incident edges from 
the structure graph in order to obtain the 
resulting structure graph. This case 
makes provision for conflict between 
two vertices with the same labels. 

Case 2.2 is the same if F = n2• We then 
replace n 1 with n2 and vice versa 
throughout case 2.2. 

(3) F is an edge, say F = n 1 - n2, and L is a 
vertex. Note that F can be replaced with L 

SAICSIT 2001 

if and only if L is one of the end-vertices 
of F, thus L = n

1 or L = n2 • Assume 
L = n2• We replace F with L as follows: 

Remove n1 as well as all incident 
edges from the structure graph (note 
that for n 1 ,;, L, we have n2 = L still 
present in the structure graph). No 
conflict can arise in this case. 

( 4) Both F and L are edges. Note that edge F 
may be replaced with edge L if and only if 
the edges F and L have a vertex in 
common, referred to as the grip-vertex of 
the edges F and L. Say F = n - m 1 and L = 

n - m2, thus n is the grip-vertex of F and 
L. In order to replace F with L, we 
proceed as follow: 

Remove the vertex off that is not 
the grip-vertex off and L as well as all 
incident edges from the structure graph. 
Note that the grip-vertex is still present 
in the structure graph. Replace the 
grip-vertex with edge L as in case 2 
such that all contexts hold. 

If the application of any of the production rules 
to a structure graph results in the occurrence of 
conflict, the generative process is aborted and 
no structur,e graph generated. D 

4.2 Examples of SGG application: 

For illustrative purposes of production rule 
application to a structure graph according to the 
above definition, consider the following scenario 
where S is the structure graph in the plane given in 
figure 1 5 : 

s 

Figure 15 - The structure graph S 

Let the production rule r to be applied to S be: 
r = (b, b - c, {(a - b, 90 ° ); (a - c, 45 °)} / {a}, 
{ } ). 

This means that vertex b is to be replaced by edge 
b - c. Note however that both vertices b and c are 
already present in the structure graph and the 
context specifications, specifically the angle-
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contexts, furthermore specify that vertex c of edge 
b - c must occupy the same spatial position than 
that of vertex c already present in S. This is due to 
the fact that the angle formed between edges a - b 
and b - c must be 90 ° and the angle formed 
between edges a - c and b - c must be 45 °. We thus 
follow case 2.2(ii) of the above definition and 
make use of the concept of an invisible vertex. The 
reason for this is perhaps not entirely intuitive at 
first glace as it seems straightforward that one 
should simply connect the vertices b and c. We 
have to bear in mind however that grammar 
systems only rely on the rewriting rules and the 
way in which these rewriting rules are defined. 
There are no outside influence to suggest that the 
vertices b and c should be connected. According to 
the graph rewriting rule principles we have to 
replace a subgraph (which in this case is the vertex 
b) with another subgraph (in this case the edge b­
e ). However the contexts now specify that the 
vertex c of this subgraph ( of the edge b-c to replace 
vertex b) and the vertex c that is already present in 
the subgraph, must occupy the same spatial 
position. This is akin to specifying that 2 different 
entities must occupy the same physical position. 
This is thus where the concept of an invisible 
vertex proves to be useful. We therefore apply case 
2.2(ii) of the defmition to this example. First of an 
vertex c is replaced by an invisible vertex: 

a 

s 

b C = lg 

Figure 16 - Vertex c replaced by tg 

We can now replace vertex b with edge b-c where 
vertex c and the invisible vertex are identified in 
the context set. 

6 1  

Figure 17  - Replacement o f  vertex b by edge 

Vertex c and vertex tg are now occupying the same 
spatial position. We thus proceed by removing 
vertex tg from S .  

Figure 18  - The final cyclic structure graph 

The following example of a SGG can generate the 
homologous chain of alcanes (see [5] for more 
information concerning the family of alcanes, as 
well as general chemistry), G = (N,T,S,R) where: 

N = {Sc, SH} ,  
T = {C, H}, 
S = {sc } , and 
R = { 

( 1 ) (Sc, (Sc - 5", l , I OA), { } / { Sc} ;  {sH }); 
(2) (Sc, (Sc - sH, l , lOA}, { ((sc - sH, l , I OA), 

109,5 °)} I { sc, sH}, {C, H}); 
(3) (Sc, (sc - sH, l , I OA), {((sc - sH, l , I OA), 

109,5 °), ((sc - Sc, 1 ,53A}, 109,5 °)} I {sc, sH } , 
{C, H}); 

(4) ((sc - sH, l , I OA}, (sc - Sc, 1 ,53A), { ((sc - sH, 
l , l OA} ,  109,5 °), ((sc - Sc, 1 ,53A), 109,5 °)} I 
{ Sc, SH} ' { C, H}); 

(5) (Sc, C, { } / { sc, sH} ,  {H}); 
(6) (sH, H, { }  / { sH, C}, { sc })} . 
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Figure 19 - An alcane (Butane C4H 10) 

It is the ability of SGG to replace an edge with 
another (of possibly different length) as illustrated 
in production rule no. (4) in the above grammar, 
that enables SGG to generate the chain of alcanes 
as an edge Sc - Stt of length I , I OA can be replaced 
with the edge Sc - Sc of length 1 ,53A and 
eventually the functional group Sc sHJ ( equivalently 
CH3 , a methyl group). 

The following SGG will yield a benzene molecule, 
G = (N, T, S, R) where: 

N = { s1 , s2, s3, S4, s5, s6} , 
T = {C 1 , C2, C3, C4, C5, C6, H}, 
S = {s i }, and 
R = { 

( 1 )  (s1 , (s 1 - H, I , I OA), ( /  )); 
(2) (s 1 , (s1 - s2, 1 ,39A), ( { ((s1 :_ H, l , l OA), 1 20 °)} 

/ { }; {s2})); 
(3) (s;, (s; - S;+1 , 1 ,39A), ( { ((s; - H, l ,lOA), 1 20 °), 

((s; - s;_ 1 , 1 ,39A), 1 20 °)} / { }, { })) 2 s i s 5 ;  
(4) (s6, (s6 - s1 , 1 ,39A), ( { ((s6 - H, l , lOA), 1 20 °); 

((s1 - S2, 1 ,39A), 1 20 °), ((s5 - S6, 1 ,39A), 
1 20 °)} / { }, { })); 

(5) (s;, (s; - H, l , l OA), ({((s; - s;_ 1 , 1 ,39A), 1 20°); 
((si - sj+ 1 , 1 ,39A), 1 20 °)} / {s 1 , s2, s3, S4, s5, s6}, 
{C 1 , C2, C3, C4, C5, C6 })) 2 s i s  6, I s j s 5; 

(6) (s;, Ci ( / {sJ,  { })) 1 s i s 6}. 

H 

Figure 20 - Benzene 

From the examples above it is clear that SGG can 
generate cyclic (figure 20) as well as acyclic 
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( figure 1 9) structures. It is also clear that SGG can 
generate connected structures. Furthermore, if we 
apply rewriting rule 3 ( edge with vertex 
replacement) to a bridge in a connected SG (a 
bridge is an edge uv of a graph G such that G-uv is 
disconnected), the resultant structure will be 
disconnected. We thus have the following 
corollary: 

SGG can generate cyclic, acyclic, connected as 
well as disconnected structures. D 

5. Conclusion 

In this paper we considered the representation of 
three-dimensional structures by means of graphs, 
and we presented a way in which these structures 
can be described as graphs such that the context 
provisions of the structures, are present in the 
definition. We then considered the combination of 
these context provisions with graph grammar 
rewriting rules and showed how these rules could 
be used to generate three-dimensional structures, in 
particular the structural conformation of 
compounds found in organic chemistry. In [ 1 8] 
Van der Walt and Ewert considered the influence 
of random use of different types of contexts in 
grammar rewriting rules, particularly forbidding 
and permitting context sets. They furthermore refer 
to its possible application in syntactic picture 
generation. 

We thus conclude with the contention that our 
contribution to .the study of three-dimensional 
generative devices, and in particular the 
combination of context provisions with general 
graph rewriting rules, may yield positive results 
compared to more primitive devices that generate 
digital structures [8, 1 9, 20] .  
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