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FOREWORD 

The 6th Computer Symposium, organised under the auspices of SAICS, carries on the 
tradition of providing an opportunity for the South African scientific computing 
community to present research material to their peers. 

It was heartening that 31 papers were offered for consideration. As before all these papers 
were refereed. Thereafter a selection committee chose 21 for presentation at the 
Symposium. 

Several new dimensions are present in the 1991 symposium: 

* The Symposium has been arranged for the day immediately after the SACLA 
conference. 

* It is being run over only 1 day in contrast to the 2-3 days of previous symposia. 

* I believe that it is first time that a Symposium has been held outside of the 
Transvaal. 

* Over 85 people will be attending. Nearly all will have attended both events. 

* A Sponsorship package for both SACLA and the Research Symposium was 
obtained. (This led to reduced hotel costs compared to previous symposia) 

A major expense is the production of the Proceedings of the Symposium. To ensure 
financial soundness authors have had to pay the page charge of R20 per page. 

A thought for the future would be consideration of a poster session at the Symposium. 
This could provide an alternative approach to presenting ideas or work. 

I would sincerely hope that the twinning of SACLA and the Research Symposium is 
considered successful enough for this combination survive. As to whether a Research 
Symposium should be run each year after SACLA, or only every second year, is a matter 
of need and taste. 

A challenge for the future is to encourage an even greater number of MSc & PhD 
students to attei:id the Symposium. Unlike this year, I would recommend that they be 
accommodated at the same cost as everyone else. Only if it is financially necessary 
should the sponsored number of students be limited. 

I would like to thank the other members of the organising committee and my colleagues 
at UCT for all the help that they have given me. A special word of thanks goes to Prof. 
Pieter Kritzinger who has provided me with invaluable help and ideas throughout the 
organisation of this 6th Research Symposium. 

MHLinck 
Symposium Chairman 
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An lmplementatlon of Llnda1 Tuple Space 

under the Hellos2 Operating System. 

P.G. Clayton", E.P. Wentworth, G.C. Wells and F.K. de-Heer-Menlah 
Department of Computer Science, Rhodes University, Grahamstown, 6140 RSA 

·internet: cspc@alpha.ru.ac.za 

Abstract 
We discuss the implementation of Rhoda, our Linda-like Tuple Space server which 
,uns under the Helios operating system. The approach analyses and partitions tuple 
space at compile time in order to reduce the run time- overhead of tuple matching. 
The interaction between the concurrent processes and the tuple partitions is used as 
the basis for distributing the partitions and processes in the network. The paper 
presents some empirical results and discusses the suitability of the Helios nucleus 
for supporting the approach. 

Keywords: distributed systems, parallel processing, transputer, Linda, Helios. 

1 .  I ntroduction 
The Linda programming paradigm is a simple and elegant approach to parallel processing, based 
on the concept of generative communication [GEL 85). This is a form of communication in which 
an active message ( or tuple) may be converted through process creation and evaluation into a 
passive value. Linda is not a language per se, it is a small set of control and coordination 
operations which can be imbedded into a programming language (typically one of the well known 
imperative programming languages) to introduce or enhance parallel capabilities. 

At the center of the Linda programming model is a shared, associative memory called tuple space 
(TS). Objects called tuples are output to · and input from · TS by components of the application 
program. At the abstract programming leve� TS is global to all components of a parallel program, 
even though they might be executing on individual processors which have no physical memory in 
common. Parallel components of an application program (processes or tasks) never communicate 
directly with each other, only with TS. Consequently, TS acts as a decoupling agent. This reduces 
program complexity by allowing parallel programs to be decoupled both spatially and temporally. 

A tuple is a sequence of typed ( actual or formal) fields, rather similar in concept to a parameter 
list. In addition to passive data values, the contents of a tuple may be a reference to active 
executing or executable code. Tuples are selected from TS by associative matching. 

To communicate with tuple space, Linda provides a set of six primitive o:;,erations: 
out(t) output tuple t to the TS 

1
Linda is a trademark of Scientific Computing Associates, Inc., New Haven. 

2Helios is a trademark of Perihelion Software Ltd., Somerset, England. 
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eval(t) evaluate tuple t (This operation is similar to out in that it outputs tuple t to TS, 
but t may be an active tuple whose result is yet to be evaluated.) 

in(s) input a tuple t from TS which matches the template s (If no matching tuple is 
available, the requesting process is suspended until one becomes available. If 
more than one matching tuple exists in TS, an arbitrary matching tuple is 
returned. The tuple is removed from TS.) 

rd(s) read a tuple t from TS which matches the template s (rd is conceptually very 
similar to in . It returns a copy of a tuple without removing it from TS.) 

inp(s) 
and 

rdp( s) similar in function to in and rd, these operations are predicates which attempt to 
match a tuple t to the template s, and return a failure value immediately if no 
match is found. If the operation succeeds, both a tuple and a success value arc 
returned. 

These operators communicate only with TS, and none of the high-level system services which 
distributed operating systems usually superimpose upon their transport layers are provided. A 
Linda system may make use of the existing low-level transport layer provided by a distn'buted 
operating system, or may require a specialized transport layer to--be written. In the former case, 
application programs should be unconcerned about the particular target architecture, and about 
whether they will run under an operating system or as standalone programs. 

A number of informative articles on the use of the Linda approach to parallelism have already 
appeared in print, some of which are listed among this paper's references [CAR 89a] [CAR 89b) 
[GEL 88] [AHU 86]. We do not concern ourselves in this paper with presenting a suite of tutorial 
examples, or with persuading readers of the merits of this programming approach; we concentrate 
on implementation issues, assuming a rudimentary knowledge of the abstract programming 
environment presented by the Linda primitives, and a conviction of its value to parallel processing. 

This paper represents a status report on an implementation effort underway at Rhodes University 
to build an efficient, distributed TS-manager for transputer-based parallel processing systems in 
the Helios operating environment. To distinguish the experimental effort at Rhodes University 
from existing commercially available implementations of Linda, our system is known as Rhoda. 
For the purpose of this paper, the terms Linda and Rhoda are used interchangeably, although 
Rhoda is generally used to refer specifically to the Rhodes implementation. 

2. An overview of the Rhoda Implementation 
A side effect of the high level of decoupling between parallel components of a Linda program is 
that efficiency becomes more of a concern of the implementation and less of a concern of the 
application programmer. This places pressure on the developers of a Linda implementation to 
provide an efficient transport layer which will allow TS to be simultaneously visible to all 
components of the application program. A range of strategies can be usec.' to implement a global 
TS in a parallel processing environment in which processors do not have a shared physical 
memory. At one extreme, TS could be stored at a dedicated central node which is accessed via 
a transparent message routing system. Even if run-time hashing is used to improve search 
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performance in this approach, delays caused by message routing can degrade the performance of 
the system, and a single centrali7.ed TS-manager can become a bottleneck which impedes massive 
parallelism. At the opposite end of the implementation spectrum, TS could be replicated in each 
processing node, and local TS-managers could transparently propagate changes through the 
network. A major encumbrance to this approach is the provision of a locking mechanism which 
ensures that program components wishing to remove tuples from TS are given exclusive delete 
access. 

The Rhoda implementation under Helios uses a centralized TS model, but partitions TS with the 
view to reducing the run time matching overheads of Linda operations, �d so that distributed TS
managers can be used to control a small (possibly localized) group of related tuples. A partitioned 
TS is in contrast to · the Linda programming assumption of a single shared TS. This section 
provides a brief overview of the Rhoda compilation path, which adds additional housekeeping 
information to source programs to enable them to work with the partitioned model described in 
the remainder of the paper. 

Rhoda 

I 
C 1-1 Rhoda . � C re-L-.._ execut abl e 

p,og,..- :,.. • ..,. ....... 
: :-i;-: prog,q( • ) - � plq(s )  

t uple 
analysi s 

.. execut1an in the 
.Rhoda run time 

euvi rouae.11t 

Figure 1 - Structure of  the Rhoda compilation path . 

Figure 1 depicts the compilation phases present in the Rhoda compiler. C is currently used as the 
host language for Rhoda. Apart from the normal C pre-processor, Rhoda makes use of a second 

pre-processor to compile and pass a list of all tuple operations, and the program components 

which issue them, to a tuple analysis module. This module analyzes TS interaction with 
components of the application program, to divide tuples into groups based on their structure, and 
to suggest an appropriate placement strategy for tuple groups and application program 
components in the processor network. The grouping of tuples is an integral feature of the Rhoda 
implementation, and is described in more detail below. By grouping tuples at compile time, a 
substantial matching overhead is avoided at run time. Distinct tuple groups also facilitate the 
distribution of TS in the distributed memory environment. The initial placement strategy of the 
Rhoda system divides a task force (application program components and TS-managers) into 

appropriate process clusters for placement on the processor network, in positions which will incur 
a relatively low inter-cluster communication cost. This aspect of TS analysis is described in more 
detail by de-Heer-Menlah [DHM 90). 

The tuple groupings determined by the analysis module are used by the Rhoda pre-processor to 
translate ideal Linda syntax into concrete C syntax which opens, closes, and addresses tile-like 
tuple partitions. A Rhoda program usually contains a number of components (for example, a 
master process and a worker process), which must all be present during tuple analysis. The output 
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of the pre.processor stage is a series of C programs, one for each unique parallel component of 
the original source. 

3. Partitioning tuple space 
The syntax for tuple fields makes provision for actual fields in the form of constant values or run
time expressions, and for formal fields denoted by program variables which are preceded by the 
"?" character. The Linda input primitives provide tuple templates against which tuples placed in 
TS by output primitives are compared. It is common practice for Linda programmers to use a 
constant valued field to ensure a correct tuple matching. For example, the initial field of a tuple 
is frequently a string literal. The matching process is potentially a computationally expensive 
operation, and is an area in which efficient implementation is a crucial issue. 

The tuple templates of Linda operations are matched by associatively searching tuples within TS 
which have the same structure. Examples of syntactically correct, matching Linda primitive 
operations might be: 

out("element", 3, 4, value) in("element", i + 1, j, '!result) 

If the variables value, i, j, and result were all declared to be of the same type (integers for 
example) , then the two tuples manipulated by the above in and out operatbns would be regarded 
as having the same structure, viz. a string constant followed by three integer fields. The actual 
expressions (value, i + I, and result) would contribute their current run-time values to the out 
operation's tuple and the in operation's template. The formal field (result in the template used 
for the in operation in this example) would return the value of a tuple whose first three fields 
match those of the template. For example, if the values of i and j were 2 and 4 respectively, and 
the tuple ("element'� 3, 4, 12) were present in TS, then result would have the value 12 after 
execution of the in operation. 

It is possible to detect at compile time that a Linda input in("row", ?i) could be matched to any 
of the following tuples 

("row", 4) ("row", 10) ("row", 500) 

with the consequent actual to formal a�ignment for the variable i. 

It is likewise clear at compile time that the template ("result", ?i) will not match any of the 
following tuples, no matter what the run time values of variables are, because the type, order, or 
number of fields differ. 

("row", 6.42) G, "row") ("matrix size", 50, 20) 

Nor will it match a tuple such as ("cor, 4) whose type, order, and number of fields agree, because 
the value of the compile time string literal field of the tuple and template differ. 

Since operations on one tuple group can never match tuples in another gr JUP, the partitioning of 
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tuples into disjoint groups at compile time can be done safely. Tuple operations can first be 
coarsely classified into mutually exclusive groups based on their field structure (type, order, and 
number of fields). A subsequent finer partitioning can be done based on field information; tuples 
having the same field structure, but different compile time constant values in a particular field, 
cannot be matched. 

Once compile time constants have been examined and tuple groups have been formed, the 
constant values are no longer of any use since all tuples (and tuple templates) within a particular 
group will have identical constant values in their common constant fields. Discarding such 
constant fields is a further compile time optimization. For example, Lintfa operations which refer 
to the tuples 

("row", i, j) ("row", i + 1, j + 1) ("row", ?m, ?n) 

will be modified to calls to the same "row" tuple group using the tuples 

(i, j) (i + l, j + l) (?m, ?n) 

Efficient searching and matching strategies can now be devised for particular tuple groups. Taken 
together, the dramatic reduction in the scope of a tuple search and the reduction in the number 
of (mostly string) fields provide a major improvement in the run time overhead of tuple matching. 
Analysis of the actual to formal relationships of the corresponding fields of a tuple template and 
its TS group can lead to further efficiencies in run-time matching. Zenith [ZEN 90] suggests a 
number of instances in which a' general tuple matching algorithm can be reduced to a far simpler 
operation. 

It is possible to take the TS analysis 
further by considering which 
components of the application 
program make use of each tuple 
group. This provides information for 
the placement of TS groups relative 
to the program components which 
they serve in the processor network, 
and allows an hierarchical TS 
dependency structure to be built, 
thereby facilitating an hierarchical 
naming scheme for the distributed 
TS. For example, a Linda application 
program comprising three parallel 
component processes, P, , P 2 , and P 8 

coordinates its parallel activity using 
three different tuple structures which 
can be grouped at compile time into 
three independent tuple groups. All 
three processes make use of tuple 

� 

Figure 2 Three parallel 
application processes referencing 
three tuple groups . 
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groups 1 and 2, while only P 2 and P 3 make use of tuple group 3. Figure 2 demonstrates the 
interaction of component processes and TS groups for this example, and figure 3 shows the 
hierarchical relationship which results 
from the partitioning of TS. 

4. T h e  H e l i o s  

environment 

Helios [PER 89] is a UNIX3-like4
, 

distributed, parallel operating system. 
The Helios nucleus, which must be 
present on all Helios processors, 
provides a small kernel (for managing 
message passing, hardware resources, 
and list handling) and a number of 
basic servers which integrate the 
p roce s so r  i n t o  the  g loba l  
environment. Helios servers are 
based on the conventional client/server 
model, in which a server task 
manages a resource on behalf of its 
clients. The minimum set of servers 

TS-manager 
which serves 

P1 , P2 and P3 

TS 

TS-manager 
...-;bich serves 

pl and pl 

rn 
�

rnl
e 

group 
3 

Figure 3 The 
relationship of TS . 

hierarchical 

required by a Helios processor includes a loader, a processor mana·�cr for managing the 
computing resources of the processor and for responding to requests to access executing tasks, and 
a number of 1/0 controller (IOC) processes. Additional operating system servers might be loaded 
on particular processors of the network to support specific facilities. These include the window 
server, the disk server, the RS232 server, the console server, the network server responsible for 
distributing and controlling the nucleus, and so on. Most importantly, Helios provides a server 
library facility which can be used to implement additional servers for the system using a 
standardized general server protocol. 

To facilitate communication between distributed tasks, the process manager of the Helios nucleus 
spawns an IOC process for each new task, which acts as the task's interm�Jiary with the rest of 
the system. The IOCs on one processor route requests to named objects on behalf of their tasks 
by referencing a central name table. If a name is present in the table, the toe passes the request 
directly to the server whose port is represented in the entry, if not, a distrib �ted search is initiated. 
Provided the name exists elsewhere, an entry is installed in the name table so that subsequent uses 
need not cause a search. Each physical link of the processor also has an IOC, responsible for 
handling distributed searches and requests from remote tasks to local servers. 

Helios supports an hierarchical naming scheme for all objects in the network. Each sub-network 
(or cluster) is given a unique name, and the names of objects within sub-networks (processors, 
files, file systems, servers, tasks, and so on) must not conflict when they a1:e identified by their 

3uNIX is a trademark of AT&T. 

4rhe Helios operating system includes a UNIX-compatible libnuy, which is based on the POSIX standard (IEE 88). 
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position in the network hierarchy. 
All objects in Helios present a 
directory interface through which any 
information specific to the object may 
be examined and manipulated. This 
form of network addressing is a 
logical extension of the conventional 
hierarchical file system adopted by 
many operating systems. Most Helios 
commands which access the 
hierarchical directory structure are 
generic utilities which do not 
differentiate between different types 
of object in the hierarchy. Figure 4 is 
an example of the hierarchical 
naming scheme presented for a sub
network. In this example, the cluster 
comprises three processors ( 00, 0 l, 
and 02) and an I/0 server. The 
Helios nucleus on each processor 

· comprises a tasks directory, a number 

Cluster 

00  01 02 :co 

tasks link: . O link: . 1 

ProcMan Loader 

Figure 4 
represented 
directory . 

as 
Helios objects 

a hierarchical 

of link IOCs, and so  on. Objects within the tasks directory are the currently active tasks on that 
processor. 

Network naming is a totally distributed service in Helios, and a distributed name server is at the 
heart of the naming scheme. It provides an hierarchy of names for an otherwise arbitrary topology 

.... 
structure. 

Helios servers may be localized or distributed. All servers adhere to the same general server 
protocol (GSP). They are written as a set of calls to a distributed server library, plus a set of 
application specific functions [GAR 89]. The server library provides support for a message 
decoder and despatcher, which waits for messages on a specified port, validates them as GSP 
messages, and forks a worker process to execute a service procedure. The forking of a service 
procedure is an important aspect of Helios's support for distributed servers. The server essentially 
consists of the despatcher process until such time as a request arrives from the server's request 
port (looked up in the name table by the name server on behalf of a client process). To handle 
the request, the despatcher process spawns a separate process to execute the required function. 
This happens for each request. Normally, this process returns a reply at the end of the desired 
service and terminates. However, if the function performed by the spawned service process is an 
open operation (as in "open a file"), the service process remains active after a reply bas been sent, 
and acts as a proxy server for any stream messages which are directed to it, until it is closed. 

5. The tuple space server under Hellos 
The hierarchical naming structure of Helios provides an ideal support environment for a TS which 
can be grouped in such a way as to expose hierarchical relationships. TS in the Helios-Rhoda 
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system has been implemented along similar lines to a directory based fik server, in which each 
"file" corresponds to a tuple group capable of manipulating streams of tuples with the same type 
signature (as grouped by the tuple analysis module in the Rhoda pre-processor). By adopting the 
Helios environment, we gain directory and sub-directory structures, and their concomitant 
protection mechanisms, at no additional cost to the implementation; they are already part of the 
existing Helios server protocol and libraries. TS is implemented as a Helios server, using the 
standard GSP. The Rhoda TS server integrates very smoothly with rest of the Helios system 
because it honours this protocol, and the generic utilities which operate on other Helios objects 
are able to operate on TS structures as well. Each tuple group falls under the control of a TS
manager, but different tuple groups might be placed under the control of different TS-managers 
distributed across the network. 

The Helios strategy of routing all GSP requests to a single port, and then spawning (by way of the 
despatcher) independent processes to service each of them, enables several clients to access the 
same server concurrently. In the TS server, such GSP protocols are occasional events, which open 
a tuple group and create a proxy process within the server to manage access to the tuple group 
on behalf of a particular client. Thereafter, Linda operations are reduced to direct 
communications between the client and the proxy process. 

'· 
All client processes which produce or consume tuples with a particular type signature will open 
the same tuple group. To gain access to a tuple group, a client process must declare a tuple group 
descriptor, specifying a name for the group and a type signature for tuples which conform to the 
group. Thereafter, it is able to open the tuple group, use it, and close it again, simply by making 
appropriate TS server calls and supplying the appropriate name of the tuple group along with each 
such operation. The pre-processor prefixes each TS operation in the source code with a tuple 
group descriptor for this purpose. The first reference to a TS server iniili�tes a dynamic network 
search and establishes a connection path between the client and its proxy service process, enabling 
the two to exchange messages without regard to the system topology. Thereafter the client process 
has a point-to-point virtual link to a dedicated proxy process, which manipulates the tuple group 
on its behalf, until it requests a close operation, at which time the proxy process terminates. Since 
several clients are able to access the same tuple group simultaneously, the TS proxy processes 
assume the responsibility for locking the tuple group and coordinating requests during operations 
which update the group. 

Each tuple group within the TS server is a data structure which contains control information such 
as its name, size, number of clients, protection attributes, mode information, parent directory, a 
locking semaphore to ensure exclusive update access, and so on. It also keeps track of current 
tuple values, and keeps a queue of blocked clients together with their transaction templates. 

To handle the blocking semantics of the Linda primitives rd and in, proxy server processes are 
suspended until a suitable tuple arrives. This has the effect of suspending the client as well, while 
it awaits a reply from the server. A TS proxy server handles an unmatched request by queueing 
it, along with a semaphore, in the waiting queue for the tuple group it supports. The proxy then 
suspends itself by waiting on the semaphore. Each time a new tuple arrives for a particular tuple 
group as a result of an output operation, the waiting queue for that group is searched, comparing 
the new tuple to pending requests. To satisfy the different semantics of the Linda in and rd 
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operations, a pass is made through the queue, locating each matching rd transaction which can be 
completed, up to the first matching in transaction. The in transaction must also be completed, and 
will consume the new tuple. If there is no pending in operation, the tuple is added to TS in the 
normal way. Completion of a pending transaction is achieved by allowing the output primitive to 
complete its transaction, and then waking those proxy processes whose outstanding transactions 
can be satisfied. 

Figure 5 illustrates the integration of 
the TS server into the hierarchical 
Helios naming structure. In this 
example, a TS server has been 
initiated on processor 00, and one or 
more client processes have opened 
two tuple groups, named rows and 
results. Client processes residing 
· anywhere within the network are able 
to open either of these tuple groups, 
and a proxy service process will be 
spawned on processor 00 (within this 
TS server) for each such request. So, 
process A, executing on processor 02, 
which uses both of these tuple 
groups, will cause two independent 
proxy processes to be spawned within 
this TS server. Process B, executing 
on processor 00, which uses tuple 
group results, will cause yet anot!ier 

0 0  

tsserver 

rows results 

Figure 5 A TS server in the 
Heiios hierarchical structure. 

proxy process to be spawned. There might well be additional TS servers residing on other 
processors in the network and managing access to other tuple groups, provided their names do 
not conflict with the name of this server in the naming hierarchy. Processes A and B could well 
be making use of these additional servers as well. 

The Rhoda system makes use of the Helios processor manager to implement the eval primitive 
operation. The processor manager is a server which is present as part of the essential nucleus on 
all Helios processors. It sees to the creation and management of tasks on that processor, and is 
able to load and execute programs on behalf of clients executing on remote processors. 

During the Rhoda pre-processing phase, each source function that is invoked by eval is 
transformed into a free-standing executable program by encapsulating it in a suitable code 
skeleton. Since an in or rd template can never match an active tuple, tuples generated by eval 
operations will be placed into their own active tuple groups. When a TS server is invoked, it must 
be supplied with the names of the processors on which it may execute active tuples. The TS server 
spawns a manager task for each such target processor, and establishes a link to that processor's 
processor manager. These manager tasks are responsible for monitoring the TS server's active 
tuple group, and remotely invoking processes to evaluate tuples when necessary. 
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Remote program invokation is a relatively expensive operation, particularly if the executable code 
has to be fetched from a central filing system5• The Rhoda implementation alleviates this 
overhead by modifying the skeleton that encapsulates evai-ed functions so that, once invoked, they 
repeatedly fetch and execute active tuples until a request for an active tuple matching their 
particular type fails. This has the same effect as reinvoking the function for every tuple of that 
type, but is considerably more efficient. 

For monitoring purposes, each Rhoda TS server also provides statistical information, which 
appears to a client process wishing to monitor TS as just another set of tuples, which can always 
be read (i.e. they are created "on the fly" when they are requested). 

6. Observations and conclusions 
A number of desirable qualities are present in the Helios-Rhoda implementation: 

The system is able to execute on any transputer network with an arbitrary topology. 

With TS implemented as a distributed server ( essentially present as part of the system 

nucleus on all processing nodes) no processors are dedicated to supporting TS, or are excluded 
by the presence of a TS-manager from supporting part of the application task force. 

The division of TS into individually addressable tuple -groups 1 educes the potentially 
expensive operation of associative matching to a far simpler operation, and provides a natural 
mechanism for partitioning TS space into distributable sub-spaces. 

The hierarchical structure of TS partitions and the inheritance of the normal filing system 
security ·mechanisms allow concepts such as private tuple spaces and tuple spaces within tuple 
spaces [LEL 90) to be exploited. 

Our approach differs from the Yale precompiler in that we view a parallt-! job as a single program 
comprising a number of sections. Our system requires that all the components are compiled and 
analysed together. Once the tuples have been partitioned and common fields have been factored 
out, the discarded information can no longer be retrieved unless the whole job is recompiled. By 
contrast, the Yale effort [CAR 90) supports separate compilation, and provides a pre-linking stage 
which analyses and specializes the tuple space access procedures. Their goal is to optimize the 
accesses, but to carry enough run-time information so that the original unoptimized data can be 
reconstructed. This will allow new participants to join the computation dynamically. 

Some aspects of the system are still under development, notably the distributed TS-managers, and 
the system has only been tested with relatively small numbers of processing nodes (up to 16). The 
performance we have observed is encouraging. We have used the Rhoda implementation to 
support a number of parallel algorithms, including a state-space search and a 2-D FFT 
transformation. The Rhoda system is also being used as a platform for implementing a parallel 
version of a popular scientific and engineering matrix manipulation package[WEN 91), and as a 
means of parallelizing existing animation and graphics rendering applications. Figure 6 shows the 
almost linear improvement in speed obtained for an existing ray tracing application moved onto 
the Rhoda system, and for a queens placement algorithm, as the number of worker processes is 

5rhis can be improved by program caching. 
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increased. 

We have been happy with the 
performance of our TS transport 
layer to date, and our experience also 
confirms the claims in the literature 
[CAR 89a] [CAR 89b] [GEL 88] 
[AHU 86] that it is easier to write 
parallel programs using the Linda 
model than it is with traditional tools. 
The high level abstract programming 
environment of the Linda operators 
has enabled us to think about 
parallelism in ways which were not 
always obvious when we were 
constrained by the concepts of 
semaphores and point-to-point 
messages. 
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Figure 6 Performance of  ray 
tracing and queen placement 
algorithms running on the Rhoda 
system , as the number of worker 
processes is  increased . 

From an implementor's point of view, Helios encourages a client/server programming model, and 
this has had a definite influence on our design. Without the presence of simple operating system 
mechanisms for creating and controlling tasks, topology independent message routing, and support 

· for hierarchies of structures, we would not have envisaged the system as it is currently structured. 
This conviction is strengthened by our experience of designing a previous TS prototype on a 
network of PC's running DOS, an environment which constrained our thinking severely. Moreover, 
Helios's Unix-like development environment...and the ANSI-C language support have isolated us 
from the awkwardness of the transputer's underlying RISC-like architecture, and this has improved 
our productivity. It is unlikely that we would have made similar progress using TDS and Occam, 
the customary systems programming tools used with transputers. 
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