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PREFACE

Computer science is an emerging discipline which is having difficulty in being
recognised as a worthy member of the sciences. I will paraphrase John Hopcroft, co-
winner of the 1986 Turing Award, when, during a recent interview, he said that the
primary reason for the lack of recognition, is the age of our researchers. Probably
not one of the researchers who presented their work at this symposium is older
than 45. I know of no computer scientist in South Africa who is in a position where
(s)he can affect funding priorities. As far as I know we have no representation
on any of the committees of the Foundation for Research Development and for our
Afrikaans speaking fraternity, none who is a member of the Akademie vir Wetenskap
en Kuns. It will take time and conscious effort to establish our presence. The same
is true of course for our universities. Again, with one exception, I know of no
dean of a science faculty, vice-principal or principal who is a computer scientist.
We consequently spend an enormous amount of time trying to explain the needs
of computer science and its difficulties. I believe this symposium is a further step
towards accreditation by our peers and superiors from the other sciences.

The total number of papers submitted to the Programme Committee for con-
sideration was 34. Each paper was reviewed by three persons knowledgeable in the
field it represents. Of those submitted, 23 were finally selected for inclusion in the
symposium. As a result the overall quality of the papers is high and as a computer
science community in Africa we can be justly proud of the final programme.

This is the fourth in the series of South African computer symposia. This year
~ the symposium is sponsored by the Computer Society of South Africa (CSSA), the
South African Institute for Computer Scientists and the local IFIP Committee. The
executive director of the CSSA and his staff deserve warm thanks for handling the
organisation as well as they have, while the Organising Committee provided Derrick
and I with very valuable advice.

Finally I would like to express my sincere appreciation to the authors, to the
‘members of the Programme Committee and particularly the reviewers. Without
the kind cooperation of everyone, this symposium would not have taken place.

Pieter Kritsinger
July 1987,
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ON SYNTAX AND SEMANTICS RELATED TO
INCOMPLETE INFORMATION DATABASES

M.E. ORLOWSKA
Department of Computer Science
and Information Systems,

University of South Africa

ABSTRACT

We propose a mathematical model of a database with incomplete
information, which we call the N-system. Basically speaking, such
a system stores information concerning properties of some objects.
The information may be incomplete in that it may be known that the
object has a property, from the interval <&,f3> C <0,1>. In the
particular case where <x,ft1>=<0,1>, means that it may be not known
whether an object has a property, the N-system is equivalent to
Lipski’s system [31. In another particular case, when
<oy 3>=<1,1>, the N-system presented corresponds to Codd’s

relational model of databases.

The first level, the 1level of terms of a query language to
communicate with the N-system, is described and its semantics and
syntax are defined. A system of axioms, which serves as a basis
for equivalent transformations of queries is presented (6n1y for
terms). Syntactical and semantic equivalences for terms are

defined and completeness properties are shown.
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Introduction

The problem of information incompleteness seems to be very
complex, and, at the same time, inherent in most human activities

and particularly in the domain Data Bases.

There are many sides to the topic, of which only a few will be
treated in this paper. First of all, let us notice that there are
many kinds of information incompleteness or, at least, situations

which superficially look like information incompleteness.

To mehtion some of them:

1) "We don’t know but we shall know in a 5pec1f1ed time."
2) "We don’t know and we shall never know.
3) "We don’t know and it is not known whether orlnot we shall

ever know.
4) Jwe_do not even know whether the question makes any sense."
S) "It is very probable (almost sure) that ....."
6) “With probability p......"
7) "w1th probability peda,f>C<0,1>"
8) "To some extent (to some degree) ......"

et cetera.

Roughly speaking, our study concerns cases (1),(2),(3),(6) and
(7). vNe do not draw any distinction between cases (1) (2) and (3)
because, for a fact F, we shall consider only three cases:
(i) We know F is true,
(ii) We know F is false

(iii) We don’t know whether or not F is true.
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Our considerations have a certain common ground with the
Dempster—-Shafer theory of evidence. See £171. The
Dempster-Shafer theory of evidence has attracted considerable
attention as a promising method of dealing with some of the basic
problems arising in the combination of evidence, data fusion, and

uncertainty in expert systems.

To develop a better understanding of these problems and methods of
dealing with the management of uncertainty (partial information),
a gobd background in probability theory, Boolean algebraic theory
and 1logic is required. [6 W. Marek and 2. Pawlak contains a
description of a mathematical model (introduced previously by
Pawlak [13], and independently by E Wong and T.C. Chiang [16]) of
an information stbrage and retrieval system, abbreviated to ISR
system (see also W. Lipski and W. Marek [S5]). An ISR system is a
mathematical model of a relational database with complete.

information.

The theory of ISR systems 1is based on the formalized language
which is intermediate between propositional and predicate calculi.
However, the theory corresponds to Codd’s theory of relational

databases [11].

In [3]] and [4] W. Lipski has extended the model of an ISR system
proposed by Harek and Pawlak [6]1] to cover the case of some
incodplete information called ¢the L-system for short. 1In the
theory df L-systems only cases (1),(2) and (3) of incompleteness
are considered. Another important study of the problems related
to incoablete information has been undertaken by Jaegermann [2].
In [15] T. Traczyk and W. Marek and in [14]] T. Traczyk have shown
that Pawlak’s model is a particular instance of a much more

general case - a stochastic information system (case (6)).



In [81] the present author has presented a common approach to all
the above-mentioned systems, and has shown that it is possible to
express  the ISR system, the L-system and the stochastic
informational system as a quadruple S=<X,A,RI(V> where X is a set
of objects, A is a nonempty "set of descriptors, RI is an
equivalence relation on A and V is a map defined on the product
AxX with the values in the set of all subcontinua of the interval

<051>.

A very natural consequence of these considerations was a
generalization of the above-mentioned informational systems. The

generalized system is called an N-system.

An N-system is a relational model of a database with incomplete

information.

The following cases of noncompleteness of information are

admissible:

- It is not known whether or not an object xeX has a property

a‘A,

- We know that the probability that the object xeX has a

- property aeA is a number from the interval <&, f>C<0,1>.

The process of changing (inereasing) the information plays a vital
role in our theory. The "dynamic" approach allows our study to be
considered not only from én information retrieval point of view,
but also {n the broader context of modelling the process of

collecting and representing knowledge.

Some important algebraic properties of N-systems representing
"dynamic" changes of information have been studied in [B8] and also
in [91. In this paper the first level - the level of terms of a

qQuery language to N-systems - is presented.
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Basic notions®

A mathematical model of an N-system is given below. Let C(<0,1>)
be the set of all subcontinua (subsets which are closed and

connected) of the interval <0,1>.

Let V:2 —» C(<0,1>) be a function, such that for each ze2, V(z)
is an interval <&, B>C<0,1>. We will call ‘the numbers « and B the

lower and upper values of the function V, denoted by the symbols

*
a=V*(z) sy B=V (2).

Definition 1 (N-system)_

By N-system we mean a quadruple

S=<X)A)RI’V>
where
X - finite, nonempty set of objects
- finite set of describtors
RI - an equivalence relation on A; the equivalence

classes

of RI are intended to be attributes and are denoted
by €A% 1

V:Dv — C(£0,1>), where DV is a subset of the product AxX

and the following conditions are satisfied:

1) > Vetarx) <1 for iel
aEen,
i
2) if for some xeX and ielj;
(aeAi; (a,x) € DV} = Ai then

*
aZeAi v¥ia,x) > 1.
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Fact: So the notion of the N-system which has been defjned~ is

common generalization of the notions of the ISR system,
the L-system and the stochastic informational system.
See (81, [111]. ’ |

In the case where the set of attributes contains only one set,'

i.e. the relation RI has only one equivalent class, instead of

’ S¥<X}A,R1,V> we will write S=<{XA,V> as an abbreviated form.

The first level of language to the N—szsteq

The main task of an information system 1is to answer queries

submitted by the user(s). To communicate with the system - more
specifically to formulate queries - the user has a query language
at his disposal. In the special case when the information is
complete, semantics 1is intuitively evident,. and 1is "the only
natural one". This is no longer true when tﬁe information is
incomplete. The need for a precise formal semantics is essential
here. It is also clearvthat a query can be interpreted in many
different ways, of which none 1is distinguished as "the only
natural one". This fact raises the problem of making sure that
"the ‘user’s intention; as expressed in a query,'and the system’s

understanding of that query coincide.

We will describe the semantics of a query language to N—systems—zN

N
- the level of terms. The second level - the level of formulas -

below. We will concentrate on the first level of the language &
will be presented in a separate paper.

Let S=<X,A,V> be a single attribute N-system where A=(al,ae,...,
a Y.

n ,

"Roughly speaking, the foundamental queries to an N-system are of

thé form:
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"LList all objects xeX such that the probability that x is
described by the property a¢A belongs to the interval
<&y 3>CLO0; 15",

It is easy to see that in the case when the N-system is a maximal
exténsion of some N-system [9] then an arbitrary object xeX is
either described by a¢A with probability, from thé interval
<oy >C<0,1> or is not described.

Using only the information contained in the N-system we may state

that:

(1) The object x has the property a, with the probability from
the interval <«,f>:

[ <V, (a,%),V"(a,%)>Clas B> 1

(2) The object x may have the property a with the probability

from the interval <« >

[ <V, (a:0),V (a,x)> N <> # 8 3

(3) The object x has no property a with probability from the

interval <«,@>

o
C (V*(a,x),v (a,x)> N <Kax,3> =8 1

We postulate the following form of a term of the language ZN: A
term is the pair (a,P), such that aeA and PC[/ where [/ is the
characterization of the set C(<0,1>). (For details of the

geometric construction and some algebraic properties of the set [/,
see [101)

115



116

Definition 2 (Alphabet of the language zN>

The alphabet of 2N consists of:

(i) All pairs (b s...sb_, P), where b.eA, P c 7",
i =1,25...3m taken as constants of the language ZN,

where

~
A:{b=ai1v...vaik; aije A, 1g11g...51kgn >

is the set of algebraic expressions on A. (3 is an
atomic Boolean algebra, with atoms al,...,an and
operations '

(A3 Vvy—30,1)
(ii) Constants 0,1,
(iii}, Symbols of Boolean operations +,¢,",,
Note that our language does not contain variables.
D?finiyign 3 (Terms of the language 2N)

The set 7' of terms 2N is the least set 7 satisfying the following

conditions:

(1) 0,1 € 7

(ii)  (bys...»b ,P)e T where PCE7m,bie A i=1,...,m.

(1iii) if t,5€7 then t+s € T, tes € T, ~“t € Ty tos € T

It is obvious that each term of the form (a,P) is a particular

case of the general form of the term (b ,...,bm,P) in

1
Definitiun 3.




Parentheses are used, if necessary, in the obvious way.

As will become apparent later on, the order of a sum or product is
immaterial, so we shall abbreviate finite sums and products as

.Z:t and ]j't respectively.
ied ied

Intuitively, terms are the names of certain features of objects

more '"complex" than those expressed by descriptors and intervals.
Semantics — interpretation of terms
We shall now define the semantics of our query language zN. For

any query @ we shall define its +value denoted by ||@], which

intentionally 1is the response of the N-system to the query Q. It

is intuitively clear what the value of query is if we think of

O,1,-5+,¢,» as corresponding to @,X, and the set theoretical
operations of complementation, union, intersection and the
operation "(XNA)UB" respectively.

More formally we have the following definition.

Definition 4 (Value of term)

The value of the term te¥ in an N-system S=<X,A,V> denoted by “t"s

is defined inductively as the following subset of X;

1 jolg=e, | 1fg=x>
2) | tbys..asb P S=(xex; (U(bl,x),..., U(bm,x))em where U is

an extension of the function V on the set of algebraic

expressions A; V:AxX—C(<0,1>) defined as follows:
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1f b=a, v...va, then V(b,x)=<V (b,x), V¥ (b,x)>

M k
where
- " )
V. (byx)=max( ¥ V_(a. ,x), 1- > Vita, yx))
* —. * 1. . R . 1
J=1 J ie{i_y..c.09i, 2
1 k
~y K« V (a, yx))
V¥ibyo=mine ¥ Via,  Lx0,1- 0 2 *350
j=i J i*(i ,-o-)i )
1 K
X “t+5us = “t“s v “?“9
4) Ht'sug = “tﬂs n “S"s

]

5),ut»ﬂs (xwtus)uusus

&y | ~tlg = X N Il g

In practice it may also be useful to consider atomic formulas of
the type t4¢s. However, since td¢s can always be expressed by
te™¥s=0, we will not explicitly introduce £ into the language.

We shall prove the following theorem:

Theorem S

For each N-system S=<X,A,V> we have:

(1) fbr0|g = @
@ e[ llg =X

(3) | ta;vagve..va s g = X

2
(a) |l bsP +(bP )| g = [|[(bsP, U P g
(5) [ bsP )etbyP| g = "(b,Pl_n Pl g
(6) (b, sP ) etbosP) | g = || (b sbosP xP)| g

(7> ¢ bsPlg = || ¢bs [V NPl g



where b=(a; v...va, Je A, pcl/™
1 m

Proof:

(1) and (2) are obvious from the definition of the value of the

term,

(3); — it follows from the simple fact that for each xeX we have

V(alvaav....vam,x)=(1}

(4); | (b,P

1P o= (bsP O g v "(b,Pa)“S=

{xeXs V(b,x)ePl} U {xeX3 V(b;x)éPa}

{xeXs V(b,x)ePl v V(b,x)ePa} =

{xeX; V(b,x) € P1 U Pa}=“(b,P P

1 Y Palg

The proof of (S), (&) and (7) is similar to the proof of (4).
Definition &

Two terms t and s are semantically equivalent, denoted t=s, if for

every N-system S

helg = Islg-

A query entering an N-system can be replaced by any other
semantically equivalent query. In practice, it is reasonable to
transfo;m the query into some semantically equivalent query which
minimizes the cost of retrieval. We want the transformation to be
carried out by purely syntactical means without accessing the file
which stores the information about the objects. To this end we
can use the set of axioms (rules of transformation) during the

transformation process.
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Prior to a presentation of axioms for terms in ZN, we introduce

and consider some special auxiliary sets.

Let p=(axsPBle [/ and let 1its corresponding interval in

characterization of the set C(<K0,1>) (see [(10]1) be

p=<a; 8> C <0,1>.

Let
f. . : R" — R
ll)o-u,lk
be a‘function defined as follows:

k

f . (z)= Y z, -

11’---’1k j=1 j

where z= (21’22""’zn)'

With pe [/ we associate a set

X . = {(axsBreH' 3 f. =p
1seneriy ' B AP (<o, 3> N H)=p 3

n
where H=((zl,za,...,zn)eln ;-Z: zi=1},
i=1
n n
H'=Cla, B eH" 5 ¥ i=1,...5n « +_§: B. 21 and Bi+,2: &,
i=1 =1
j#1 j#i
' 2n n 2 W
"=((axyfB3) e R 3 &xsf3 e I, a<p z:aiﬁlﬁ Z:ﬁi},
i=1 i=1

1=<0,1>.
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For a more intuitive interpretation of the sets H,H;Ht see [121].



The set p. can be wunderstood as a set of all possible

11’.--’ik

proper representations (see [12]) of the object xeX such that

V(bsx)=p where bza. v...va. .
ST i

Let PCC7m y where m is a natural number, then every point of the

set P is an ordered sequence (pl,pe,..:,pm) where plc E7 ’

i=1’e,-nl’m-

Now we shall define the following three auxiliary sets:

(6) P} o= ceh, pEy i pMe ek 7 T
11,...,1'( )

1 1
h‘e(p‘)i i (p ,pa,...,pm)ep}
1 | BN c,. k

-1

- -1
1,1 ((pl,pe,...,pm 1y e D’m ; (pl,pl,pa,...,pm ) e P>

i

(72) P

jek
8y pPI’T = (pl,pa,.,.,pm)e [/ m,
k- j k+ ) j—1 k j+1
(pl,-.-’p 1, p"’ p 1)---’ pJ ’ p ’ pJ ,n--’pm)e P)

In the figure below we demonstfate a simple example of two

intervals <a,f3> and <a'y,3'> such that (a,B),(a'sB')e Py,3°
. - ’

The intersections of these two intervals with H are shown. The

sums of the first and the third co-ordinates of points belonging

to these intersections constitute the whole interval 5.
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Figure 1

Axioms for queries to N-system

Definition 7‘ (Axioms for terms)

The set B of axioms consists of:

Bl: Substitutions of terms into the axioms of Boolean algebra.
Ba: (bl,...,bm, Pl) + (bl,...,bm,Pe)=

=(b1,...,bm,P1 V) Pa)



Def

Two
and
can

the

(blac..’ bm’Pl) e (bl""’bm’P2)= (bl,'..’bm’Pl ﬂ PE)

”(bl,...,bm,P)=(b1,...,bm,C7m\p)
(bl""’bm’ 2)=0 , (a vaav..;van,CI))=ﬂ

1
= | 1
(bl’bE’""bm’P)—(al’""an’bE""’bm’ Pil’---’ik
where b1=ai V.a;, Ve..voag and P; i is defined by (6)
1 2 k 17°°°7 7k
1,1
(b sb 3By anasb  5PI=(b sbgs..usb 5P 7T
where P1’! ic defined by (7)

(bl’ LI I ,bm,P)=

=(b )---,b, ’b
J

1 j—1" "k k k+1
where Pk"l is defined by (8), 1<{j<k<m.

?b ,7..)b —l,bj,b ’---’bm’Pk,J)

i+l

inition 8_ (Syntactical equivalence of terms)

terms t and s are syntactically equivalent, denoted t=s, if
only if there exists a term ue¥ such that the terms t and s
be transformed into the term u using the set of axioms B and

inference rule Modus Ponens.

Theorem 9_

Syntactical equivalence of two terms t,s€¥ implies their semantic

equivalence;

(t=s) = “t“s = "s“s for each N-system S.

Proof: We should show that the values of terms, from two sides of

equalitiés in the set of axioms B, are equal in any fixed N-system

S.
Bl - BS; they are a direct consequence of Theorem 5.
B6; let xeX

1
Xeu(bl,...,bm,P)"S — V(p ;.--,pmé p)
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~ ~ 1
(Vb sx)sunns V(B 5x))=(p seeesp™) o=

1
(V(a ,x),...,V(an,x))ep i

~ e
1 » V(be)X)=p ' EEEER]

1,..-’ik

~ m
V(bm,X)=p <~ V(a ,x),...,V(an,x),

1

G(b sX)y.ea3V(b ,X)CP} . [ —
2 m l,9%9e060e031
1 k
1

4 Xdl(ala-.-;an,ba’-.-;bmypil’..-,ik)ns.

Let us explain equivalence - Let r_(x)=<x, B>

S
where
(x)=C( yeR™ 3 V.« y<z, <V« )

rs x)=( 21925500052 )€ 3 Vetagsxdgz, a;»x

i=1,8,...,n}.
Then

~ 1 1

V(b,sx) = p~ T, . (Kaxy B> N H)= p7 =

1 11""’1k
— (a,ﬁ)ep? . = (V(a,syx)sy...yVla _yx))=
1, 900091 1 n
_ 1 k
1 ‘
(O(,ﬁ) 6 pi ,--o’i L]
1 k

B7; Xe|| (b sb sbosr.ausb P g =

—_— (V(bl,x),V(bl,x),V(ba,x),...,V(bm,x))eP —

¢=tV(bl,x),V(ba,x),...,V(bm,x)epl’l —

1,1
= xe| (b,sbgs...sb P 7 .

B8; this 1is a direct consequence of the definition of the set

Normal form theorems play an important role in the theory of
N-systems. On the one hand they are the main tool for proving
completeness results and, on the other hand, they have

far-reaching implementational consequences.



In this paper we shall present only one normal form, but a far
more intensive discussion of the normalization of N-systems will

be presented in a separate paper.

Definition 10 (Canonical form)

A term te? is in canonical form if t=(a1,aa,...,an,P) where PCH'.
Theofem 11,

For each term t there is a term s in canonical form such that
} t=s.

Proof: It is rather obvious that the terms O and 1 can be
represented in the form:
-
]

’(al,..i,aan')

(al,...,an,Q)

Let t=(b1,...,bm,P) be an arbitrary term. Using the axiom B6 in

definition 9 we have

1
t=(b1,...,bm,P)=(a1,...,an,ba,...,bm,Pi ,---,i )

Now applying n-times the axiom B8 we may write
t=(ba’31,..-,an)basn..,bm’
1 n+1l,n

CCCCPS )
i

. n,n—l)....)a,l
1’--.’ k

) )

Repeated application of B6 and B8 gives us the following form

t=(al....,an,alg...,an,...,al,...,an,Q‘)

where Q'C(H')m
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Nows using B7 and B8 repeatedly, we have:
t=(a 5...5a @), QCH’

but this is the cononica} form of the term (b ,...,bm,P).

1

Therefore our proof is complete.

To complete our consideration of the completeness property, we
have to prove that semantic equivalence for terms implies their

syntactical equivalence.
Theorem 12

Leﬁvt and s be two terms. If for every N-system S

Itlg = Islg then t = s.
Proof: Firstly we shall show that for each term te7? ;, t#0, there
exists an N-system S such that

helg = o

Using Theorem 11 we may transform t into canonical form
(al,aa,...,an,P)
where PC H' and P#@. There is then some <&, > such that <«,f3>eP.

Let x be an object in an N-system S=<{x2},A,V>
such that
V(ai,x)=<ai,ﬁi> i=ls..eny
so farmnthis N-system S
xe"t"s then ut“S#G.

Let us suppose that t#s, t,seT.
~We have

(te™s)+(~tes) # O



From the first part of this proof it follows that for some
N—system'S the value of the term

| (tevsr+tesd| g = @
=Ye]

el gnexy suS{U(x\ntnS)nu s|g# @

but this means that

belg = Il
and this is the end of the proof.

The conjunction of Theorems 11 and 12 is known as the Completeness

Théorem.

'The completeness property for ‘terms for a multi-attribute N-system
S=<X,A,RI

operation called the direct product (see [9]), to single-attrisjute

yV> can easily be obtained by applying an algebraic

N-systems Si’ i=1,25...51. This procedure is rather technical and

is not presented in this paper.
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