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SPECIAL ISSUE - 7th SA COMPUTER SYMPOSIUM 

PREFACE 

When the first SA Computer Symposium was held at the 
CSIR in the early eighties, it was unique. There was no 
other forum at the time for the presentation of research in 
computer science. In the intervening decade, 
conferences, symposia and workshops have sprung up in 
response to demand, and now there are several successful 
ventures, some into their third or fourth iteration. Each 
of ~ these addresses a specific topic - for example, 
hypermedia, expert systems, parallel processing or formal 
aspects of computing - and attracts a specialised audience, 
well versed in the subject and eager to learn more. For 
the main part, the proceedings are informal, and certainly 
not archival. 

SACRS, though, is still unique, in that it deliberately 
covers a broad spectrum of research in computing, and in 
addition, seeks to provide a lasting record of the 
proceedings. To achieve the second aim, we negotiated 
with the SA Institute of Computer Scientists for the 
proceedings to form a special issue of the SA Computer 
Journal, and the copy you have in front of you is the 
result. The collaboration between the symposium 
committee and the journal's editorial board placed high 
standards on the refereeing and final presentation of the 
papers, to the symposium's benefit, while we were still 
able to maintain a fresh, audience-oriented approach to 
the selection of papers. 

This is SACJ's· first such special issue, and the 
largest issue (at 145 pages) to date. We hope that it is 
only the beginning of future such collaborations. 

In all 29 papers were received, all were refereed 
twice, and 19 were chosen for presentation by the 
programme committee. All the papers were thoroughly 
revised by the authors on the basis of the referee's 
comments, and the committee's suggestions aimed at 
making the material more accessible to a broadly-based 
audience. Papers had to be new, and not to have been 
presented elsewhere, a requirement that is still unusual 
within the SA conference round. 

A third goal of SACRS has been to invite keynote 
speakers, usually from overseas. This year, we are 
fortunate to present Dr Vinton Cerf, the father of the 
Internet and a world-renown expert on computer 
networks. Although his paper is not available for this 
special issue, it will appear later in SACJ. Through the 

good offices of Professor Chris Brink of UCT, we also 
have three other speakers from Germany, Canada and the 
US adding interest to the event, and two of their papers 
appear in this issue. 

The programme committee originally devised a theme 
for the symposium - "Computing in the New South 
Africa". We received several queries as to the meaning 
of this theme, but unfortunately few papers that addressed 
it directly. One prospective author went as far as to 
enquire whether computer research would survive in the 
new South Africa. Another felt that his work was 
definitely not in the theme, as it was genuine, old world, 
basic, theoretical science! Neverthless, there are two 
papers that consider one of South Africa's key issues, that 
of language. Others look at the success we have achieved 
in applying technology to mining, and the future of 
low-cost operating systems. In all, the mix of papers 
represents a balance between the theoretical and the 
practical, the past and the future, all firmly based in the 
computing of the present. 

Organising the symposium has involved the hard 
work of several people, and I would like to thank in 
particular 
• Derrick Kourie, my co-organiser, and the editor of 
SACJ for his invaluable advice and hard work throughout 
the planning and implementation stages; 
• Riel Smit, the production editor, for attaining such a 
high standard in such a short time for so many papers; 
• Gerrit Prinsloo and the staff at the CSSA for their 
efficeint and quite delightfully unfussy organisation; 
• Persetel for their very generous sponsorship of 
R25000, and Tim Schumann for taking a genuine interest 
in our events; 
• the Foundation for Research Development for 
sponsoring Vint Cerf's visit; 
• and finally the Department of Computer Science of 
the University of Pretoria for providing the ideal working 
conditions for undertaking ventures of this kind, and. 
especially Roelf van den Reever for his unfailing 
encouragement and support. 

Judy M Bishop 
Organising Chairman, SACRS 1992 
Guest Editor, SACJ Special Issue 
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Animating Neural Network Training 
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Abstract 

In Artificial Neural Network (ANN) simulation it is usually necessary to examine the behaviour of the ANN and detect 
problems if they occur. However, due to the large volume and high dimensionality of data generated during ANN simulation, 
interpretation of results is difficult. By using visualisation techniques, such as simple animated/aces, problems that occur 
during the training of a backpropagation neural network can be detected and analyzed. The dynamic behaviour of the 
network is also better understood when using animation as part of the visualization process. 
Keywords: neural networks, backpropagation, visualization 
Computing Review Categories: 1.3.4, 15.2 
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1 Introduction 

Artificial neural networks (ANN) are based on the most 
powerful problem solving device known - the human brain 
- and provides an alternative form of computing from the 
well-known von Neumann based computing. 

An ANN consists of a network of interconnected pro­
cessing elements, or neurons. Each neuron has one or more 
weighted inputs from other neurons or from sources exter­
nal to the ANN. These weighted inputs are added together, 
and then passed through a non-linear function to produce 
the output of the neuron. A fully connected feedforward 
neural network consists of one or more layers of neurons, 
where the output of a neuron serves as input to all the neu­
rons in the layer above it. To use the ANN, an input is 
presented to the first layer. The outputs of each layer of 
neurons are then calculated before those of the layer above 
it, starting with the lowest layer. Finally, the top layer 
produces the ANN's output[6]. 

An ANN is trained by adjusting the weights on the 
neuron inputs. It can be trained to produce a vector mapping 
where the exact mapping is not known, but embedded in a 
set of examples that represents the function. In fact, it has 
been proven that a feedforward neural network can exactly 
implement any continuous function f: [a, b]n ~ Rm [3]. 

Artificial neural networks have been used in applica­
tions ranging from optimization and classification through 
to signal processing and speech analysis. 

Due to the large volume an<J high dimensionality of 
data generated during an artificial neural network simula­
tion, we are investigating visualization as an alternative 
mechanism to understand and analyze the behaviour of an 
ANN. This paper presents the results of visualization exper­
iments conducted using a batch-update Backpropagation 
(BP) neural network. We show that by representing the 
neuron data with simple faces· [1] understanding of neural 
network behaviour is greatly enhanced because it enables 
the simultaneous display of all BP variables of a particular 
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neuron, while animation of the faces clearly show signifi­
cant stages of the optimization process. Furthermore, the 
faces can also serve as an educational tool to teach the 
principles of ANN training and operation. 

The organisation of the p~r is as follows: Firstly 
a brief overview of the BP algorithm and the use of the 
faces is given. Then the test domain and mapping of BP 
variables onto facial features are presented, followed by an 
exposition of significant patterns observed. 

2 The Backpropagation Algorithm 

The BP algorithm trains a multilayer feedforward neural 
network, using supervised training. The training set con­
sists of P pairs of input and output vectors, ( z 1 , z2 , ••• x N) 
and (t1, t2, ... tM ), where Xi is the input to input.neuron i, 
and t; is the desired output of output neuron j. There are 
N input neurons and M output neurons. 

Each neuron i, in the network has Ji input connections 
i;i, each of which has an associated weight w;i· Each 
neuron also has an internal bias (Ji, a net input value neti, 
an output or activation value oi, and an activation function 
!a(neti)· The following relationships are defined between 
these variables: 

J, 

neti = L Wjiiji + (Ji (1) 
j 

Oi = !a(neti) (2) 

!a(neti) 
1 

(3) = 1 + e-ne1i 

The algorithm has a feedforward phase, during which 
the network outputs are calculated for the current train­
ing pattern, followed by an error backpropagation phase, 
during which the error in the network's output is propa­
gated backwards, layer by layer, to adapt the weights in the 
network connections, and in so doing minimizing the total 
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summed squared error E, of the network output. If tpm and 
Opm are, respectively, the desired output and actual output 
of output neuron m when training pattern p is presented to 
the network, then E is defined as: 

1 p M 

E = 2 L L)tpm - Opm)
2 (4) 

p m 

Each neuron also has several variables which are used 
to keep track of the neuron's state during the error back­
propagation phase of the algorithm. Each neuron has an 
error value ei, which is a measure of a particular neuron's 
contribution to the total error. The neuron delta value 6i, a 
measure of the changes in the neuron weights, is calculated 
from ei and the neti value, which in turn is used to calcu­
late the weight error derivatives, wed;;. A gain constant TJ, 
is used to determine the rate at which the neuron weights 
change (i.e. the learning rate), while a momentum constant 
o, is used to smooth the weight changes. The Aw;;, which 
is the value with which weight w; i should change, is cal­
culated by summing wed;; over all the training patterns, 
multiplying this with TJ, and adding o times the previous 
Aw;;. The Aw;; is then added to w;i to form the new w;;. 
The bias error derivative bed; and Ml; are used in a similar 
manner to update the O; value [6]. 

Once all the training patterns have been presented to the 
network a single epoch is said to have been completed. The 
algorithm has to cycle through several epochs to complete 
the training of the network [4, 6]. 

3 Visualizing Neural Network Data 

In recent literature visualization of data has received much 
attention [2, 5]. The problem is to present data in such 
a way that the human creative and analytic processes can 
be utilized effectively. This requires a method of commu­
nication with a high bandwidth and an effective interface. 
Scientific visualization uses the human vision system and 
computer-generated images. With colour, form, intensity, 
transparency, and many other techniques, properly pre­
pared images can present a massive amount of information 
in a short time. Not only does a static display present a 
lot of information, but the dynamic behaviour of an ANN 
can also be inspected using animation techniques. Hu­
man perception mechanisms are quite sensitive to changes 
in images, usually resulting in a firmer understanding of 
problems. 

The faces-method is a visualization technique not yet 
utilized for neural networks. It was designed to detect clus­
tering in multidimensional vectors by mapping the same 
variables in each vector onto the same facial feature. If 
one or more faces then appear similar, their corresponding 
vectors would also be "similar". 

In order to visualize BP training, we chose to represent 
each neuron in the network with a single face, and to map 
the neuron data values onto the facial features by scaling 
each variable to a range suitable for the feature. The fa­
cial expression then gives a representation of the state of 
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the neuron and its internal variables. Furthermore, by an­
imating faces the changes in facial expressions make the 
observation of the dynamic nature of the network possible. 

In order to successfully analyze the behaviour of the 
network, we need to be able to: 

• Recognize a significant pattern in a static display at a 
particular point during the simulation process. 

• Observe significant patterns in the dynamic behaviour 
of the neural network using animation of the faces. 

Due to the way in which the BP algorithm operates, it 
makes sense to perform a static analysis at the end of a 
simulation run, at the end of a particular epoch, or after 
processing a particular example. Similarly, animation of 
changing values at the end of each epoch over a range 
of epochs is suitable for observing significant changes in 
the optimization process, because at that point variables are 
updated and some are subsequently reset for the next epoch. 
In the same way animation of changes over all examples 
shows observable trends during an epoch before variables 
are reset for the next epoch. 

4 The Features of the Face 

The facial features each have a certain range within which 
they operate. These ranges are either [O, +], zero to a 
maximum positive, or [-,+],a maximum negative to a 
maximum positive. This means that certain features can 
only display positive values, while others can display both 
positive and negative values. For the weight changes llw;i 
and the weight error derivatives wed;i (mapped onto the 
eyes and ears, respectively), a single number was computed 
to obtain an average- absolute mea.1ure, indicative of the 
magnitude of change in these variables. Tobie 1 shows 
the features, the aspect of a feature that is adjustable, its 
range, as well as the data values mapped onto the feature. 
The weights are mapped onto the hair, with the first weight 

Table 1. The facial feature mapping 

Feature Change Range Data mapped 
mouth smile [-,+] net input neti 
mouth width [O, +] output oi 
hair length [-,+] weights w;i 
eyebrows slant [-,+] error ei 
nose width [-,+] delta 6i 
eyes radius [-,+] (E: I Aw;i 1)/k 
ears size [O, +] (E: lwed;i 1)/ k 

being the first hair, and so on. The eyes may also change 
colour, from white to black, or vice versa, when any of 
the Aw;; changes its sign from the previous iteration. This 
change of colour is optional and may ,be switched off. 

The mapping of variables onto features is done by 
linearly scaling the variables to the operable range of the 
feature. The scaling transformation assures that a zero data 
value maps onto a zero feature value, that the same scale is 
used for both the positive and negative values of a feature, 
and that the same scale is also used for the same feature 
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on all the faces, thereby maintaining relative proportions 
between the negative and positive sides of a feature as well 
as between faces. Figure 1 displays three faces, showing 
the minimum, zero, and maximum feature values. 

In subsequent figures, the first hidden layer neurons are 
represented by the top row of faces, and the output neurons 
are represented by the bottom row of faces, as in Figure 2. 

0
-

-
• 

I 

Figure 1. Minimum, zero, and maximum/aces 

S The Decision Borders 

The purpose of a first hidden layer neuron is to form a deci­
sion border [ 4] in the example space, which is a hyperplane 
separating the two classes. The decision border is defined as 
those points in the example space where la(net;i) ~ 0.5, 
i.e. midway between the minimum and maximum output 
for the neuron. This occurs when neti ~ 0. In two­
dimensional space a decision border occurs where: 

(5) 

A set of decision borders that are close to ideal for our 
training set are those shown in Figure 3, where the three 
lines form regions in such a way that there are examples of 
no more than one class inside each of these regions. 

The decision border display shows only the hidden 
layer decision borders. The decision border equations are 
arranged top to bottom, with the topmost equation being 
that of the first hidden neuron, which corresponds with 
the top left face, the second equation is the second hidden 
neuron, and corresponds with the top middle face, and so 
on. 

6 The Test Domain 

A small, fully connected feedforward network consisting 
of a hidden layer of three neurons and an output layer of two 
neurons, was trained using an artificial training set. The 
training set consists of 85 two-dimensional vectors divided 
into two classes. There are 55 vectors of one class, and 
30 of the other. For class 0, the first output neuron should 
have a value of 1, while the other neuron has a value of 
0. For class 1, these values should be reversed. The 
vectors have been chosen in such a way that at least three 
hidden layer neurons are required to separate them into two 
distinct regions, i.e. class 1 inside an enclosed region, and 
class O outside the enclosed region. Some vectors have 
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been chosen to be very close to the ideal decision borders, 
making the problem more difficult. 

Two-dimensional input vectors were chosen so as to 
be able to display the training set graphically and to relate 
the faces to corresponding decision borders. 

For the experiments different initial weights and biases, 
as well as different momentum and gain tenns were used 
with the same training set. Five training runs are presented, 
one successful, and four unsuccessful; they all use the same 
training set. 

Exa~pl• 85 
Epocn 2000 

• • 

• • 

Figure 2. Faces/or training run 1. 
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Figure 3. Decision borders/or training run 1. 
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Exa~pl• 85 
Epocn : 2~068 

---
Figure 4. Faces/or training run 2. 

Exa~pl• 85 
Epocn : 2~069 

• • --

Figure 5. Faces/or training run 2. 

7 Significant Patterns Observed 

By using faces we wanted to answer several questions 
about network performance and evaluate how well the tech­
nique shows recognii.able patterns•. These questions are 
discussed and a brief explanation given. 

The most important question to answer is probably 
whether the network was successfully trained. Successful 
training occurs when E is close to zero. From the ex­
periments this question is easily resolved by observing the 
slant (or changes in slant) of the eyebrows of the output 
neurons when animating all examples in an epoch. Be­
cause the error value for a particular neuron is mapped to 
the eyebrows in a face, horizontal eyebrows for all out­
put neurons and all examples indicate successful training. 
Due to the human eye's sensitivity to movement, eyebrows 
indicative of ongoing error activity are easily noticed. Fig-

1 It should be noted that the human eye i1 very 1en1itive to movement, 
and for that reason animated displays arc effective for showing dynamic 
changes. This also means that the single frames shown in this article 
unfortunately do not convey the complete effect of animation. 
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Figure 6. Decision borders for training run 2. 

ure 2 shows the faces for successful training, while Figure 3 
shows decision borders created by the hidden neurons. In 
the same way it is also easily observed when the network 
is approaching a stable solution - the ears, eyebrows, eyes, 
and nose approach their i.ero positions and little change in 
those features occur. 

Conversely, unsuccessful training due to instability in 
the optimii.ation process is also recognii.able. The ques­
tion is whether the criterion function is converging to an 
acceptably low error value for all training examples. Two 
parameters of a BP network, the momentum and gain, play 
an important role in this question. Incorrectly chosen val­
ues could cause instability of the optimii.ation process, and 
is therefore important to detect. The continually changing 
sign of the Aw;i after every epoch indicates an oscillation 
in the iteration. Figures 4 and 5 show snapshots of this 
phenomenon. Note the eyes, which change between black 
and white. The decision borders of the hiddens, as shown 
in Figure 6, move to an fro with every epoch without im­
proving the classification accuracy. 

Instability is not the only cause for unsuccessful train­
ing. Figures 7 to 16 show the faces and decision borders of 
hidden neurons found for two other unsuccessful-training 
runs. Animation over the last few epochs of these runs (Fig­
ures 7 and 15) shows a pattern occurring in both, namely 
that the optimii.ation process cannot escape from a local 
minimum. This phenomenon is characterized by non-zero 
error values (slanted eyebrows) at the output neurons, but 
no changes in the sii.e of the eyes and ears. The reason is 
that weight changes have ceased ("i.ero sii.e eyes") while 
the derivative of the criterion function with respect to the 
weights approach zero ("zero sii.e ears"). 

Other interesting patterns are also observed. In the first 
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Figure 7. Faces/or training run 3. 

run two of the hidden neurons show identical faces for all 
examples, as seen in Figure 7. The decision borders of 
these two neurons discriminate for identical sets of exam­
ples ( duplicate function [71) and resulted in an inadequate 
classifier. Two decision borders of the hidden neurons are 
identical, as in Figure 8. 

In the second simulation run (Figures 9 to 16) anima­
tion of the three hiddens shows much activity (e.g. llw;i's 
as shown in the eyes) while the decision border traverses 

· the example area. The activity decrea.,es markedly after 
epoch 3 when the decision borders have moved away from 
the training set. After that point the absolute values of 
the weights start to increase markedly, forcing the hidden 
neurons' activation values closer to zero. The derivative of 
the activation function approaches zero because the activa­
tion vaJues become smaller and smaller, forcing the delta 
of each hidden neuron to zero, thus eventually no further 
weight changes for the hiddens are possible. This means 
that the examples are classified incorrectly. Note that, at 
epoch 100 (Figure 15), the mouths of the hidden neurons 
all show that the activation level is almost zero and the net 
input is large for all examples. This pattern thus shows that 
none of the hiddens participate in the discrimination task 
for any example (hiddens are both inactive and stray [71) 
and have effectively turned off. 

Figures 17 to 20 for the third simulation run show a 
result where one hidden neuron does not discriminate be­
tween any two examples - the left face has a small down­
ward smile for all examples as above (inactive hidden neu­
ron [71). The dynamic network behaviour further shows 
clearly during the run (as for the second run above) whether 
each hidden neuron participates in the discrimination task. 
Figures 17 to 20 show the onset of discrimination for the 
middle face (larger eyes). At epoch 2726 (Figure 19) the 
corresponding decision border has moved into the exam­
ple area. The same pattern was observed for the rightmost 
face at epoch 2763 when its corresponding decision border 
reaches the example region. In both cases the left face 
remains non-discriminating. 
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Figure 8. Decision borders for training run 3. 

8 Conclusion 

The faces-method as a visualization technique displays the 
characteristics of individual BP neurons concisely, because 
it allows the display of all BP variables per neuron simulta­
neously. The faces-method also enables the identification 
of significant dynamic behaviour patterns during BP train­
ing. 

The faces are capable of showing characteristic states 
of the network and individual neurons by means of cer­
tain identifiable facial expressions, and in the positions and 
sizes of the individual features. Non-discriminating neu­
rons show clearly in an animated display, because features 
of neurons participating in the discrimination task change, 
but the faces of the inactive neurons do not. Identical faces 
clearly show that neurons are duplicating their function. 
Oscillations without improving network performance have 
also been detected in the changing colour of the eyes, while 
the eye size remains the same. 

The effectiveness of the faces-method as a visualiza­
tion technique is, admittedly, a subjective matter. Because 
the number of neurons for which the technique can be used 
simultaneously is currently limited by the size of the display 
and human ability to keep track of varying complex pat­
terns, we are . investigating other visualization techniques, 
as well as alternative ways to select interesting patterns for 
more detailed observation. 

In conclusion, the faces-method provides a novel, yet 
natural way of visualizing multi-dimensional neural net­
work data which allows significant static and dynamic be­
haviour patterns to be recognized. As an educational tool, 
the faces would be a useful way to teach students the prin­
ciples of neural network operation and training. 
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Figure 9. Faces/or training run 4. 
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Figure JO. Decision borders/or training run 4. 
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Figure 11. Faces/or training run 4. 
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Notes for Contributors 

The prime purpose of the journal is to publish original 
research papers in the fields of Computer Scien~e and In­
formation Systems, as well as shorter technical research 
papers. However, non-refereed review and exploratory ar­
ticles of interest to the journal's readers will be considered 
for publication under sections marked as Communications 
or Viewpoints. While English is the preferred language 
of the journal, papers in Afrikaans will also be accepted. 
Typed manuscripts for review should be submitted in trip­
licate to the editor. 

form of Manuscript 
. Manuscripts for review should be prepared according to the 
following guidelines. 

• Use wide margins and 1 ! or double spacing. 
• The first page should include: 

- title (as brief as possible); 

- author's initials and surname; 
- author's affiliation and address; 

- an abstract of less than 200 words; 

- an appropriate keyword list; 

- a list of relevant Computing Review Categories. 

• Tables and figures should be numbered and titled. 
Figures should be submitted as original line draw­
ings/printouts, and not photocopies. 

• References should be listed at the end of the text in 
alphabetic order of the (first) author's surname, and 
should be cited in the text in square brackets (1, 2, 3]. 
References should take the form shown at. the end of 
these notes. 

Manuscripts accepted for publication should comply with 
the above guidelines (except for the spacing requirements), 
and may be provided in one of the following formats (listed 
in order of preference): 

1. As (a) ~TE'{ file(s), either on a diskette, or via e­
maiVftp - a It.TEX style file is available from the pro­
duction editor; 

2. In camera-ready format - a detailed page specification 
is available from the production editor; 

3. As an ASCII file accompanied by a hard-copy showing 
formatting intentions: 

• Tables and figures should be on separate sheets of 
paper, clearly numbered on the back and ready for 
cutting and pasting. Figure titles should appear 
in the text where the figures are to be placed. 

• Mathematical and other symbols may be either 
handwritten or typed. Greek letters and unusual 
symbols should be identified in the margin, if 
they are not clear in the text. 

Further instructions on how to reduce page charges can 
be obtained from the production editor. 

4. In a typed form, suitable for scanning. 

Charges 
Charges per final page will be levied on papers accepted 
for publication. They will be scaled to reflect scanning, 
typesetting, reproduction and other costs. Currently, the 
minimum rate is R20-00 per final page for It.TEX or camera­
ready contributions and the maximum is Rl00-00 per page 
for contributions in typed format. 

These charges may be waived upon request of the au­
thor and at the discretion of the editor. 

Proofs 
Proofs of accepted papers in categories 3 and 4 above will 
be sent to the a .. ,.thor to ensure that typesetting is correct, 
and not for addition of new material or major amendments 
to the text. Corrected proofs should be returned to the 
production editor within three days. 

Note that, in the case of camera-ready submissions, it 
is the author's responsibility to ensure that such submis­
sions are error-free. However, the editor may recommend 
minor typesetting changes to be made before publication. 

Letters and Communications 
, Letters to the editor are welcomed. They should be signed, 

and should be limited to less than about 500 words. 
Announcements and communications of interest to the 

readership will be considered for publication in a separate 
section of the journal. Communications may also reflect 
minor research contributions. However, such communi­
cations will not be refereed and will not be deemed as 
fully-fledged publications for state subsidy purposes. 

Book reviews 
Contributions in this regard will be welcomed. Views and 
opinions expressed in such reviews should, however, be 
regarded as those of the reviewer alone. 

Advertisement 
Placement of advertisements at R 1000-00 per full page per 
issue and R500-00 per half page per issue will be consid­
ered. These charges exclude specialized production costs 
which will be borne by the advertiser. Enquiries should be 
directed to the editor. 
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