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Editor's Notes 

It is with sincere gratitude that SACJ takes leave of Dr 
Peter Lay who, until recently, was the assistant editor 
dealing with Information Systems. He has left academia 
for what sounds like a more gentle lifestyle. (He has gone 
farming!) Under Peter's stewardship the number ofhigh
quality IS papers in SACJ grew steadily. In general, IS 
papers tend to be accessible and relevant to a wide 
spectrum of computer professionals, and the quality of IS 
papers that have been appearing in SACJ has significantly 
contributed to the increased interest being shown in the 
journal by the local computer industry. If this growth in 
interest is to be sustained, it is urgent and important to 
find a suitable replacement assistant editor. The ideal 
candidate should not only be respected as an academic by 
his peers, but should also be disposed to enthusiastically 
promote SACJ in the private sector. Since a shortlist of 
candidates is currently being compiled, I would like issue 
a general appeal for names that might be included on it. 
Please contact me urgently if you would like to be 
considered for the job, or if you would like to nominate 
someone that you consider to be particularly suitable. 

My three year term of office as editor expires in October. 
I have always considered it a great privilege to hold this 
position, and as a result, I felt honoured when the SAICS 
executive committee requested that I stay on for a further 
term. Nevertheless, I initially declined the request on the 
grounds that the time-demands of the job were 
significantly eroding my ability to fulfil other duties. 
Particularly demanding has been the task of seeing to the 
typesetting of the various contributions - either by doing 
it myself, or by ensuring that it is adequately done by 
someone else. Recently, however, Prof G de V Smit 
(Riel Smit) at UCT has offered to assume the role of 
production editor. This generous offer so much changes 
the complexion of what is being asked of me that I am 

now both willing and honoured to continue as editor for 
another term. I am very grateful to Riel for his offer and 
I look forward to working with him. In future, authors 
whose papers have been accepted for publication will be 
asked to liaise directly with him regarding the precise 
form in which the final contribution should be submitted. 

The next issue of SACJ will consist largely of a selection 
of papers that were presented at the 6th South African 
Computer symposium. The selection will be based on 
comments from the referees who, at the time, were asked 
to adjudicate the papers in terms of their appropriateness 
for both the conference as well as for SACJ publication. 
Papers which, in the opinion of one or more referees, 
required major revision will have to be resubmitted to 
SACJ for refereeing purposes. Authors will soon be 
contact in this regard. 

At the time of writing, the updated list of "approved" 
publications for the first half of 1991 had not yet been 
released by the relevant authorities. For the sake of past, 
present and future contributors I sincerely hope that SACJ 
will be on the list when it eventually comes out. 
However, I have become increasingly aware that there is 
a real danger of laying too much store on papers 
published in so-called approved journals as a basis for 
evaluating and rewarding research. I hope to expand 
more fully on this theme in a future edition of SACJ. 
Keep watching this space! 

Derrick Kourie 
Editor 
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Abstract 

The training of neural-net classifiers is often hampered by the occurrence of local minima, which results in the 
attainment of inferior classification performance. We study the problem of local minima in order to devise means 
of alleviating it. In order to establish a better understanding of the problem, the nature of the physical states of 
neural nets stuck in local minima, is investigated. We show that the occurrence of a local minimum in the crite
rion function can often be related to specific patterns of defects in the classifier. In particular, three main causes 
for local minima are identified. Such an understanding of the physical correlates of local minima is important, 
since it suggests sensible ways of choosing the weigh.ts from which the training process is initiated. 
Keywords: neural networks, classifier, backpropagation, training, criterion function, decision boundaries, local 
minima. 
Computing Review Categories: I.5.2 
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1 Introduction 

The backpropagation (BP) classifier [1] has during re
cent years established itself as a very efficient and ro
bust neural net classifier[2] [3] [4]. A typical architec
ture of this network, when utilized as a classifier, is 
depicted in Figure 1. 

As shown in this figure, the classifier consists of 
thret. layers of neurons: the 'input' layer (i.e. the first 
layer), the 'hidden' (second) layer and the 'output' or 
third layer. This is a feedforward network, in which 
only connections between adjacent layers are allowed. 
No recurrent connections are allowed, which deter
mines that all neurons can only be influenced by neu
rons occupying an earlier layer. In this network, the 
activities of the input neurons represent the features, 
Xi, of the input sample, x, which has to be classified. 
(Provision is usually made for an additional 'thresh
old' node[5].) These input values are then multiplied 
by Wij, the weights connecting the input nodes to the 
hidden nodes. The products leading to a particular 
hidden neuron are then added together. The activa
tion of the the j'h hidden node, Y;, is a non-linear 
function of these sums: 

(1) 

The non-linear activation function ( also referred to as 
the 'sigmoidal' function) is given by: 

1 
f(x) = 2{1 + tanh(x)} (2) 

The procedure to obtain the activities of the third 
layer neurons is exactly the same, this time involv
ing the second layer activities (Y;) and the hidden-to
output weights, v; k. The output nodes indicate the 
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class into which a certain input sample is classified. 
When the kth output node is turned on, and all the 
other turned off, class k is indicated. 

The construction of a . BP classifier involves a 
training set and a criterion function. Consider a net
work consisting of I input nodes, J hidden nodes and 
I< output nodes. The training set consists of P sam
ples, Xp, with their associated target vectors, i;,. The 
target vectors specify the class to which each sam
ple belongs, e.g.: if the pth sample belongs to the kth 

class, the pth target vector consists of zeros in all the 
positions except the kth,which contains a '1'. The dif
ferent features comprising a training sample, are usu
ally scaled to lie in the interval (0, 1]. The samples 
are presented at the input layer of the network upon 
which the network produces its own output by feed
ing the input forward through the different layers of 
weights and nodes, until it reaches the output layer. 
The square of the difference between the output, Fp, 
generated by the network on the presentation of the 
pth pattern, and the pth target vector, constitutes the 
contribution of the pth pattern to the criterion func
tion: 

1 K 
Ep = 2 ~)tpk - Zpk) 2 (3) 

k=l 

This process is repeated for every sample in the train
ing set. The total measure of error ( value of criterion 
function) is then given by 

p 

E=LEP (4) 
p=l 

It is well known that the training of the BP - clas
sifier can be viewed as the optimization of the cri
terion function (given in 4) with respect to a set of 

SACJ /SART, No 5, 1991 



parameters - the weights. For efficiency, a local opti
mization technique is almost always employed for this 
purpose.(6] (We used the conjugate-gradient optimiza
tion technique.) Consequently only local minima can 
be converged upon - due to the non-hill climbing na
ture of the minimizers, they cannot escape from these 
local minima. (This is the definition of a local opti
mizer (7].) If the minimum happens to be the global 
minimum of the criterion function, the result is a prop
erly trained classifier, but under other circumstances 
an inferior classifier results. 

In realistic cases, the BP criterion function is char
acterized by a large number of local minima with val
ues in the vicinity of the best or global minimum [8]. 
(Just how many such minima exist is an interesting, 
but unsolved, question. That this number must be 
large, is suggested by experiment [9] on a speech - de
rived data set, where 100 separate trials all converged 
to distinct minima.) Although these minima are not 
the best possible solutions to the problem, the result
ing classifier is close to optimal, deeming the search 
for a better minimum unjustified. Whenever the op
timization process converges upon one of these local 
minima, the training process will thus be regarded as 
successful. There are, however, local minima which re
sult in poorly trained classifiers, incapable of close-to
optimal classification performance. Such local minima 
will be referred to as false local minima. 

In what follows, the occurrence of false local min
ima in the criterion function will be related to the 
configuration and behaviour of the network as such. 
Special attention will be devoted to explaining the rea
sons for such occurrences. This will lead to a better 
understanding of the causes for local minima. 

In order to investigate local minima, a two
dimensional test problem was constructed. It consists 
of 104 training samples comprising two classes. Each 
sample is represented by two features, which consti
tute the two-dimensional vector denoting that specific 
sample. Figure 2 provides a graphic representation of 
the test set. When constructing a classifier for this 
problem, the objective is to produce a classifier which 

Figure 1: BP classifier. 
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Figure 2: Artificially generated test problem. 

separates the two classes optimally. The test prob
lem is regarded sufficient for the purposes of this work 
since it provides a great variety of examples of false 
local minima, and since the effects of these local min
ima can be visually inspected in the two-dimensional 
feature space. A two-dimensional problem also has 
the tendency to be less easily separable than higher 
dimensional problems which makes it even more suit
able as a test in classification - consider the following 
example: suppose a problem consists of two classes 
to be separated. If these two classes consist of two 
clusters which are overlapping when presented in two
dimensional space, no complete separation is possible. 
However, if another dimension is introduced, the pos
sibility exists, that, although the clusters might not be 
completely separable in the first·two dimensions, easy 
separation is possible due to the third dimension. As 
the number of dimensions increase, the possibility of 
separation also increases. 

Good solutions to the test problem (i.e. reason
able separation of the various classes, corresponding 
to approximately 90% or better classification perfor
mance on the training set) are attainable with three 
or more hidden nodes. An example of the decision 
boundaries1 constructed in the case of a network em
ploying three hidden nodes is depicted in Figure 3. 
The linear decision boundaries constructed by the 
hidden nodes are shown in Figure 4.(The interested 
reader is referred to (10] for more information on the 
construction of decision regions.) 

Clearly, the net is able to separate the two classes 
reasonably well. The decision boundaries created by 
the net with four hidden nodes and optimal perfor
mance are virtually the same as in Figures 3 and 4. 
The fourth hidden node's decision boundary was, how
ever, moved away from the sample region, enabling the 

1 Decision boundaries are defined as those curves in feature 
space where the outputs of the output(hidden) neurons are 
equal to 0.5 (or 0.5 ± margin, in which case the boundary will 
have a width approximately proportional to the size of the mar
gin.) From (1) and (2) the decision boundary for hidden neuron 
i is given by L.jWijXj, i.e. it is linear in feature space. 
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net to employ it as a threshold to the output nodes. 
This resulted in a in better positioning of the decision 
boundaries, and consequently better classification per
formance. 

2 Classes of false local mm1ma 

Neural nets employing first three and then four hid
den nodes were repeatedly trained on the test prob
lem, starting the optimization routine from various 
sets of randomly generated small 2 weights. When
ever the optimizer reached a point in weight space 
from where no direction along which the value of the 
criterion function decreases could be found, the train
ing process stopped, indicating that a local minimum 
had been reached. The classification performance of 
the classifier with the set of weights indicated by that 
point, was then compared to the performance of a 
successfully trained classifier. Whenever it was close 
to optimal, in this case 90% correct classification or 
better, the particular local minimum was regarded an 
appropriate solution. (Such a minimum is therefore 
close enough to the global minimum). Whenever the 
classifier performed poorly ( worse than 90%), the local 
minima converged upon were classified as false local 
minima. Once the occurrence of a false local minimum 
was established, the resulting network was analyzed. 

A classification of the class of false local minimum 
was made according to the behaviour of the hidden 
nodes. The kinds of false local minima encountered, 
will be discussed in detail in the following sections. 

2.1 Type 1 : 'Stray' hidden nodes 

Figure 5 depicts the linear decision boundaries con
structed by the hidden nodes of a neural net which 
ended up in a typical false local minimum of type 1. 
Only two of the three hidden nodes' decision bound
aries are in the area where the training samples are 
present, therefore being the only nodes able to per
form4iscriminating tasks. The other hidden node has 
been pushed out of the sample region, and is turned 
off for all the training samples. The result is a net
work trying to perform the classification task with the 
other two nodes, which results in a poor classification 
performance of 50%. 

It is easy to show that the derivatives of the cri
terion function with respect to the weights belonging 
to a node shifted out of the sample region will tend to 
zero, because the slope of the sigmoid tends to zero for 
large values of its argument. In addition, the deriva
tives with respect to the weights of ~1 and ~2 are also 
zero since these neurons are in locally optimal posi
tions. The system is consequently trapped in a local 
minimum. Since the network performs so poorly, this 
turns out to be a false local minimum. 

2 Chosen in such a fashion that the sum of the weights leading 
to a certain hidden node is a random variable having zero mean 
and variance of 3, resulting in outputs of that node being mostly 
in the 'active' (unsaturated) region of the sigmoid. 
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Figure 5: Decision boundaries of hidden nodes 
with one hidden node straying 

2.2 Type 2 : Hidden nodes duplicating func-
tion 

A second type of false local minimum that occurs 
rather frequently is related to duplication of function 
by neurons. Thus, with three hidden nodes we often 
find that two hidden nodes take on positions similar 
to Ul and U2 in Figure 5, with the weights of the 
third hidden neuron (and therefore the position of its 
decision boundary) exactly equal to those of u1 or u2. 

Since hiddens Ul and U2 are again in good dis
criminating positions, each of them is positioned in a 
locally optimal position. In addition, the duplication 
of one of these hiddens, which are already in optimal 
discriminating positions, also results in a node being 
an optimal discriminator. Therefore, the system once 
again ends up in a false local minimum. 

2.3 Type 3: Inactive hidden nodes 

In this case all the hidden nodes tend to be inactive 
(producing approximately zero outputs) for the sam
ples in a certain region of the feature space. The ex
ample of the type 1 false local minimum depicted in 
Figure 5 also shares this feature. However, in that 
case the departure of a hidden node from the sample 
region left the systtm with too few nodes to solve the 
problem, in which case the failure of the classifier can 
be ascribed to the $traying of a node. When four hid
den nodes are used to attempt solving the problem, 
the straying of one of these leaves the network with 
three hidden nodes, which is adequate to develop an 
efficient classifier with. 

Figure 6 displays the decision boundaries of a four
hidden-network which ended up in a false local mini
mum of type 3. Examples of networks developing in 
good classifiers after the straying of a hidden node 
had occurred, have been witnessed. The stray node 
in Figure 6 can therefore not be the sole cause of the 
classifier's failure. The difference between the classi
fier which performed well in spite of the straying of 
one of its nodes and the one depicted in Figure 6, is 
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Figure 6: Decision boundaries of hidden nodes 
with a region where these hiddens are inactive 

that the latter developed an area where all the hidden 
nodes are inactive. (Shaded region in Figure 6). 

The sigmoidal decision boundaries constructed by 
these hidden nodes are characterized by sharp transi
tions. This is caused by large absolute values of the 
hidden-to-output weights. This phenomenon can be 
explained as follows: The training process reaches a 
stage where changes in the values of the weights result
ing in changes in the positions of the decision bound
aries, do not produce a decrease in the value of the 
criterion function. Steep transitions usually result in 
fewer classification errors being committed when two 
adjacent clusters need to be separated. The absolute 
values of the hidden-to-output weights are therefore 
increased in an effort to reduce the error rate of the 
classifier. 

A small change in the position of a decision bound
ary with a sharp transition can have a considerable ef
fect on the value of the criterion function, since it can 
lead to the total misclassification of a correctly clas
sified sample. Decision boundaries with sharp transi
tions therefore tend to be very 'rigid'. Since the inac
tive region of the sample space can only be eliminated 
by moving at least one decision boundary a large dis
tance, there is no prospect of th~ training process es
caping from this false local minimum. 

2.4 Type 4: 'The rest' 

The three classes of local minima discussed thus far 
are all characterized by specific properties which are 
easy to discern. These are also the most commonly 
encountered types of local minima. However, there 
exist various other types of local minima which are not 
so clearly characterizable. We group these cases into 
the taxonomist's indispensable 'miscellaneous' cate
gory. As was the case with the other types, the mem
bers of this group are also characterized be an ineffec
tive application of the available hidden nodes, e.g.: a 
few hidden nodes performing a task which could easily 
have been fulfilled by a single node. We now give an 
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example of members of this group. 
For the sake of explaining this example we need 

to examine the amplitude variations of the hidden and 
output nodes along the x 2 - axis (i.e. for X1 = 0 in Fig
ure 7). These amplitude variations of the hidden and 
output nodes are depicted in Figures 8 and 9 respec
tively. 3 A one-dimensional examination is adequate 
for this two-dimensional problem because the decision 
boundaries of the hiddens are more or less parallel to 
each other and approximately perpendicular to the x2 

axis. The plots in Figures 8 are therefore representa
tive of all other one-dimensional plots of this nature 
which run parallel to the x2 axis. 

It can be seen from Figure 8 that hiddens U2 and 
U3 discriminate for class 1, since they are both mainly 
active in the regions of sample space occupied by the 
samples belonging to class 1 (see e.g. Figure 3) and 
since they are connected to the output nodes in such 
a fashion that the output representing class 2 ( out-

3 The reader should bear in mind that Figure 7 only depicts 
the decision boundaries, and not the full variation in activation 
of the hidden nodes over the whole feature plane. 
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put U2) is inhibited and the output representing class 
1 (output Ul) is stimulated. Hidden Ul, on the other 
hand, has a large positive weight leading to output U2 
and a large negative connection to output UL When 
considering these weights, it seems as if this hidden 
node is discriminating for class 2. Its active region, 
however, coincides with that of hidden U3 which is dis
criminating for class L Hidden Ul therefore seems to 
have the tendency to oppose hidden U3, since it neu
tralizes the effect of U3 on the outputs. This is the case 
to a certain extent; however, Figure 8 indicates that 
the slope of the sigmoid of Ul is much more gradual 
than that of U3. The contribution of U3 to the out
put nodes is therefore much bigger than that of Ul, for 
x 2 > 0.6 (where the samples belonging to class 1 tend 
to occur). Hidden U3 therefore still succeeds in forcing 
the output nodes into the desired state, preventing an 
increase in the value of the criterion function due to 
the presence of hidden UL In the region where the 
samples of class 2 are present, both hidden U2 and U3 
are inactive. As can be seen from Figure 9 this would 
result - without taking Ul into account - in the activ
ities of the output neurons both equalling 0.5. Since 
hidden Ul is more active than hidden U3 in this re
gion, the consequence is a reduction in the value of 
the output for cl~s 1 and an increase in the value of 
the output representing class 2. This is a better ap
proximation to the desired vector for class 2, causing a 
reduction in the value of the criterion function. Mov
ing the decision boundary of hidden U 1 closer towards 
that of hidden U3 will clearly result in an increase of 
the criterion function since hiddden U 1 will oppose U3 
too strongly, causing the outputs to produce a vec
tor of activities which is a worse approximation of the 
target vector of class 1. Moving the decision bound
ary of hidden Ul further away from hidden U3, will 
reduce its level of activity in the region occupied by 
class 2, leading to a cancellation of the reducing effect 
it had on the criterion function. Thus, moving hidden 
Ul either way results in an increase in the value of the 
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criterion function. Bearing in mind that the other hid
dens developed into class discriminators which means 
that their positions are also locally optimal, the cur
rent state of the network therefore represents a local 
minimum. 

Hidden ttl is, however, not utilized to its full po
tential. From Figure 4 it can be seen that its decision 
boundary has to move to the vicinity of that of hidden 
tt2, in order to facilitate the curved decision boundary 
which separates the lower cluster of class 1 from classs 
2. As already explained above, moving hidden ttl to 
such a position causes an increase in the value of the 
criterion function. Since the optimizer used for the 
training process is a descent technique, increases in 
the criterion function are impossible. Escaping from 
this minimum, which turns out to be a false local min
imum, is therefore impossible. 

3 Conclusion 

By studying a specific example, we have found that 
there exist various classes of causes for the occurrence 
of false local minima. This understanding suggests 
methods of decreasing the probability of falling into 
such minima - for example, stray hidden neurons can 
be avoided to some extent by ensuring that all hid
den neurons initially have their transition regions in 
regions of feature space populated by samples. We 
hope to be able to report on the success of such meth
ods in the near future. 
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