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ABSTRACT

*Portfolio Management* is the process of allocating an investor's wealth to investment opportunities over a given planning period. Not only should *Portfolio Management* be treated within a multi-period framework, but one should also take into consideration the stochastic nature of related parameters.

After a short review of key concepts from Finance Theory, e.g. utility function, risk attitude, Value-at-Risk estimation methods, and mean-variance efficiency, this work describes a framework for the formulation of the *Portfolio Management* problem in a Stochastic Programming setting. Classical solution techniques for the resolution of the resulting Stochastic Programs (e.g. L-shaped Decomposition, Approximation of the probability function) are presented. These are discussed within both the two-stage and the multi-stage case with a special emphasis on the former. A description of how Importance Sampling and EVPI are used to improve the efficiency of classical methods is presented. Postoptimality Analysis, a sensitivity analysis method, is also described.
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Chapter 1

Introduction

Simply speaking, portfolio management is the process of allocating an investor’s wealth to investment opportunities over a given planning period. Hence, it is a dynamic decision making process, one that is aimed at maximising the expected terminal wealth, or its utility, while allowing the investor to meet future obligations and an investment objective.

There are 6 main categories of investors:

- banks,
- individuals,
- insurance companies,
- mutual funds,
- non-profit organisations, and
- pension funds.

Different investors have different investment objectives and are subjected to different sets of constraints. However, the investment opportunities do have a common characteristic: their future returns are not always known with certainty, and are, therefore, subject to risk. This requires a periodic revision of the portfolio. To model inter-temporal decision making processes subject to risky conditions, an interesting tool is available: Stochastic linear programs with recourse; that is, linear programs whose solutions are corrective actions after the random events have taken place.

In some instances, it is very simple to solve the resulting stochastic program. This is the case when the random variables assume discrete values and the sample space is finite and small; in this case, the integral which appears in the objective function of the program is replaced by a finite sum.
It can also happen that the objective function is separable with respect to the components of the random elements; in this case, the integral becomes a sum of \( m \) (the number of random variables) one-dimensional integrals.

In both cases, the deterministic equivalent of the stochastic program can be solved directly using standard techniques, e.g. simplex method, interior point. However, for more complicated cases, one has to make use of more sophisticated solution techniques. These techniques fall into 3 main categories:

- **Approximation schemes**
  These schemes approximate the integrand or the probability function. Under certain conditions, the solution of the resulting approximate problems will converge to the solution of the original problem.

- **Stochastic approximations**
  Stochastic approximation methods are iterative methods. At each iteration, the expected recourse function is replaced with a randomly generated gradient. The sequence of feasible solutions obtained by solving the approximate problems will, under appropriate conditions, converge in probability to the solution of the true problem.

- **Mathematical programming techniques**
  These techniques exploit the structure of the original problem to devise efficient solution algorithms.

The objective of this thesis is to discuss representatives of these solution techniques.

The discussion is articulated around three main parts. In chapter 2, the financial theory behind portfolio management is introduced. First, we discuss the existence of a utility function, and explain its meaning in terms of the investor's willingness to take a risk. We also discuss important concepts such as certainty equivalent, risk and mean-variance efficiency and related selection models. Some value-at-risk estimation methods are discussed as well. A framework for multi-period modelling is described at the end of that chapter.

In chapter 3, we discuss two-stage stochastic programs. After a brief definition of a linear stochastic program with recourse and a brief description of its properties, we present some solution techniques. First, we present the L-shaped decomposition method, a representative of the mathematical programming techniques. Next, we discuss approximation schemes i.e., approximation of the probability function. In the last part of this chapter, we present Monte Carlo sampling techniques and discuss how they can be used in conjunction with the L-shaped method to secure the efficient resolution of large-scale problems.

In chapter 4, we discuss multi-stage problems. We give an extension of the L-shaped decomposition method to the multi-stage case, and discuss how Monte
Carlo techniques can be combined with the L-shaped method. We also discuss how the expected value of perfect information, EVPI, can be used in conjunction with Monte Carlo sampling to enhance the effectiveness of the L-shaped decomposition method. Scenario analysis and related techniques are also discussed. The last solution technique (which is a stochastic approximation scheme) is the stochastic quasi-gradient method, SQG, which will be applied to the two-stage case. Note that, unlike the other method, the SQG can also be used to solve nonlinear and nonconvex problems.
Chapter 2

Financial background

Portfolio management is a very versatile discipline which encompasses all the different facets of Finance (see [2], [22], [60]). It includes activities as diverse as security analysis, pricing, assessment of risk, risk control as well as financial engineering. In spite of this diversity, one should, however, note that these activities are very often integrated and interdependent. The discussion will be restricted to the portfolio manager’s primary concern; that is, the construction and maintenance of portfolios with or without specific risk-return characteristics.

As discussed in the introduction, there are different types of investors. Due to the nature of their activities, some investors prefer current income over high (even exceptionally high) future returns, while others are more interested in always staying fully funded. There are also investors who are prepared to take a bet on their market’s views, while others, less “risk seeking”, hedge their positions to protect their investment. In other cases, the investor wants the future stream of cash flows to match her liabilities.

The portfolio manager’s problem may, therefore, be summarised by the following question:

How do I build my client’s portfolio (i.e. what assets should be included in the portfolio and in what quantity), in order to match her profile?

In order to solve this problem, the portfolio manager will need, among other things, to:

- assess the client risk profile,
- assess her needs,
- find out the options that are available, and
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- specify how to choose among those options.

Once this analysis is completed, a mathematical model is formulated and solved. In what follows, tools that will assist the portfolio manager in solving the mentioned problem will be presented. We start with an introduction of important concepts such as "utility function", "risk", "certainty equivalent", "risk aversion" and "mean-variance efficiency". Next, we discuss portfolio selection models. To conclude the chapter, we present some strategies for asset allocation.

2.1 The investor's utility function

Let us consider that $N$ assets are traded. The $j^{th}$ asset, $X_j$, is characterised by its price $p_j$, its future cash flow $x_j$, the corresponding return $r_j$ and the probability density function of the future cash flow.

Let us assume that the set $X = \{X_1, \ldots, X_N\}$, i.e. the set of traded assets, is a mixture set; that is, it satisfies the following four postulates (see [41]:70-72):  

**Postulate 1** If $X_i, X_j \in X$, then the portfolio $Z$, composed of $pX_i$ and $(1-p)X_j$ with $p \in [0, 1]$ and $i \neq j$, is also a traded asset.

**Postulate 2** If $X_i, X_j \in X$ and $p \in [0, 1]$, then holding the portfolio $Z$, made up of $pX_i$ and $(1-p)X_j$, or holding the portfolio $Y$, composed of $1X_i$ and $0X_j$, is equivalent to holding only asset $X_i$.

**Postulate 3** If $X_i, X_j \in X$ and $p, q, r \in [0, 1]$, then holding the portfolio $Z$, composed of $pY$ and $(1-p)V$ (where $Y$ is the portfolio containing $rX_i$ and $(1-r)X_j$, and $V$ is the portfolio containing $qX_i$ and $(1-q)X_j$) is equivalent to holding a portfolio containing $(pr + (1-p)q)X_i$ and $(1-pr - (1-p)q)X_j$.

We further assume that the investor is endowed with a preference relation $\pi$ having the following properties:

**Property 1 (Reflexivity)** If $X_i \in X$, then the investor is indifferent between holding a portfolio containing only asset $X_i$ and holding a different portfolio having the same composition.

**Property 2 (Comparability)** If $X_i, X_j \in X$ ($i \neq j$) the investor will either prefer asset $X_i$ or prefer asset $X_j$; she is otherwise indifferent to them.

**Property 3 (Transitivity)** For any $X_i, X_j, X_k \in X$, if asset $X_i$ is preferred (or indifferent) to asset $X_j$ and asset $X_j$ is preferred (or indifferent) to asset $X_k$, then asset $X_i$ is preferred (or indifferent) to asset $X_k$.

**Property 4 (Order Preserving)** For any $X_i, X_j \in X$ ($i \neq j$) where asset $X_i$ is preferred to asset $X_j$ and $\alpha, \beta \in [0, 1]$, the portfolio composed of $\alpha X_i$ and $(1-\alpha)X_j$ is preferred to the portfolio composed of $\beta X_i$ and $(1-\beta)X_j$ if and only if $\alpha > \beta$. 
Property 5 (Intermediate Value) For any $X_i, X_j, X_k \in X$, if asset $X_i$ is preferred to asset $X_j$ and asset $X_j$ is preferred to asset $X_k$, then there exists a unique $p \in [0, 1]$ such that the portfolio composed of $pX_i$ and $(1 - p)X_k$ is equivalent to asset $X_j$.

Property 6 (Boundedness) It is possible to find the investor's least preferred and the most preferred assets among the traded assets.

Property 7 (Strong Independence) For any $X_i, X_j \in X$ ($i \neq j$), if asset $X_i$ is preferred to asset $X_j$, then for any $X_k \in X$, the portfolio composed of $pX_i$ and $(1 - p)X_k$ is also preferred to the portfolio composed of $pX_j$ and $(1 - p)X_k$; that is, the introduction of further uncertainty does not change preferences.

Then the investor will be characterised by a utility function, $U(\cdot)$, such that every asset $X_i$ (i.e. investment opportunity) can be represented by a real value corresponding to the utility of its expected future cash flow (for a proof, see [41]:75). For all $j$, we have

$$ U_j = E[U(x_j)]. $$

(2.1)

Remark 2.1 Note that, though an investor can compare the utility level of different assets, the utility of an asset cannot be compared across investors.

### 2.2 Characterisation of risk attitudes

Consider the asset $X_k$; its expected utility level to the investor is

$$ U_k = E[U(\hat{x}_k)]. $$

(2.2)

We would like to know the minimum amount of money, $C$, that will make the investor indifferent, in terms of utility, between holding asset $X_k$ and having $C$; that is, we are looking for the real value $C$ such that

$$ U(C) = E[U(\hat{x}_k)]. $$

(2.3)

The amount $C$, if it exists, is called the certainty-equivalent to $X_k$.

We will, now, use the notion of certainty-equivalent to characterise the investor's risk attitude. An investor is said to be

- risk averse : if $C < E[\hat{x}_k]$,
- risk neutral : if $C = E[\hat{x}_k]$, or
- risk seeking : if $C > E[\hat{x}_k]$. 
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Remark 2.2 The certainty-equivalent can also be used to compare the attitude toward risk of two different investors. Thus, investor A is said to be more risk averse than investor B if, for every portfolio, the certainty-equivalent to the portfolio for investor A is less than or equal to the certainty-equivalent to the corresponding portfolio for investor B.

Alternatively, the investor's attitude toward risk may be found using the second derivative of her utility function; that is, the investor is:

- **risk averse**: if \( U''(x) < 0 \),
- **risk neutral**: if \( U''(x) = 0 \), or
- **risk seeking**: if \( U''(x) > 0 \).

Note that this set of definitions and the previous one (coupled with the definition of \( C_\) ) establish a correspondence between the investor's risk attitude and the shape of the utility function.

The Arrow-Pratt measure

\[
A(x) = -\frac{U''(x)}{U'(x)},
\]  

(2.4)

where \( x \) is the investor's level of wealth,

can be used to measure the investor's absolute risk aversion.

The Arrow-Pratt measure's first derivative \( A'(x) \) will describe the evolution of the investor's absolute risk aversion with respect to changes in wealth; that is,

\[
A'(x) > 0 : \text{increasing absolute risk aversion,}
\]

\[
A'(x) = 0 : \text{constant absolute risk aversion, or}
\]

\[
A'(x) < 0 : \text{decreasing absolute risk aversion.}
\]

2.3 Standard risk measures

Risk may be perceived in different ways depending on the investor's preoccupation. Different risk measures can be used; below, we give two examples of risk measures:
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The Standard deviation

\[ \sigma_p = \left( \int_{-\infty}^{+\infty} (\bar{r}_p - E[\bar{r}_p]) f(\bar{r}_p)d\bar{r}_p \right)^{1/2}, \quad (2.5) \]

where \( \bar{r}_p \) is the return of the portfolio, and \( f(\cdot) \) is the probability density function of the return,

measures the deviation about the mean. It is used to measure the total risk of a portfolio by opposition to the risk relative to a benchmark (e.g. the market).

The semi-standard deviation

\[ ssd_p = \left( \int_{-\infty}^{\tau} (\bar{r}_p - \tau)^2 f(\bar{r}_p)d\bar{r}_p \right)^{1/2}, \quad (2.6) \]

where \( \tau \) is a given target return,

measures the deviation below the target return, \( \tau \).

Already in the early years of modern finance, Roy (see [59]) claimed that an investor would prefer safety of principal first, and would choose the investment with the smallest probability of going below the principal. The return corresponding to the principal was called the Minimum Acceptable Return (MAR). Markowitz (see [49]) agreed that:

1- only downside risk or safety first is relevant to an investor, and

2- in the case of non-normal asset return distributions, a downside risk measure would be more appropriate.

Indeed, in the case of non-normal distributions (e.g. asymmetric distributions), a negative skewness of the probability function will result in downside returns with larger magnitude of returns than the upside returns. A positive skewness will have upside returns with larger magnitude of returns than the downside returns. The deviation below the MAR appears, therefore, to be a more suitable measure. However, the implicit assumption of risk aversion embedded in the risk measures presented above limits their application to a particular type of investors.

A more general family of downside risk measures was introduced by Bawa (see [3]); i.e. the Lower Partial Moment (LPM) defined as:

\[ LPM(a, \tau) = \frac{1}{N} \sum_{i=1}^{N} \max(0, (\tau - R_i))^a, \quad (2.7) \]

where \( N \) is the number of observations, \( \tau \) is the target return, \( a \) (\( a > 0 \)) is the degree of the lower partial moment, and \( R_i \) is the return on the asset during the period \( i \).
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The LPM is directly related to the risk tolerance of the investor through the parameter $a$; we have

- $a < 1$ : risk seeking investor,
- $a = 1$ : risk neutral investor, or
- $a > 1$ : risk averse investor.

For $a = 2$, the $LPM(2, \tau)$ corresponds to the semi-variance presented earlier. The parameter $a$ can take any positive value; i.e. the measure includes all types of investor behaviour (see [26]).

2.4 Value-at-risk

Let $\Delta S = S_{t+1} - S_t$ be the change in the value of a portfolio between time $t$ and time $t+1$. $S_{t+1}$ and $S_t$ are the value of the portfolio at $t+1$ and $t$ respectively. Let $f_{\Delta S}$ be the probability density function of $\Delta S$. Then the value-at-risk (VaR), the maximum loss for a given level of confidence (i.e. $\alpha$) incurred by holding a position during a determined time interval, is the number which satisfies the following equation:

$$1 - \alpha = \int_{-\infty}^{-VaR} f_{\Delta S}(x) dx,$$

that is,

$$P(\Delta S \leq -VaR) = 1 - \alpha.$$  (2.9)

In the remaining part of the section we will present some of the methods used to estimate VaR.

2.4.1 Analytical method

The standard variance-covariance method

Let the price of the shares follow the process (see [39])

$$S_t = S_0 e^{(\mu - \frac{1}{2} \sigma^2) t + \sigma B_t},$$  (2.10)

where $B_t \sim N(0, \sqrt{t})$, $\mu$ and $\sigma$ are the mean and the standard deviation of the rate of return on the shares.

The logarithmic return, from time $t$ to time $T$, of a portfolio containing one share is

$$r_{t,T} = \log \left( \frac{S_T}{S_t} \right)$$

$$= \left( (\mu - \frac{1}{2} \sigma^2) T + \sigma B_T \right) - \left( (\mu - \frac{1}{2} \sigma^2) t + \sigma B_t \right)$$

$$= (\mu - \frac{1}{2} \sigma^2)(T - t) + \sigma(B_T - B_t),$$  (2.11)
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and equation (2.11) can be written

\[ r_{t,T} = \left( \mu - \frac{1}{2} \sigma^2 \right)(T - t) + \sigma \epsilon \sqrt{T - t}, \]

(2.12)

where \( \epsilon \sim N(0,1) \).

Since the mean of the logarithmic return is very small compared to its variance for short horizons (a few days), it is common to consider that \( \mu = \frac{1}{2} \sigma^2 \); equation (2.12) becomes

\[ r_{t,T} = \sigma \epsilon \sqrt{T - t}; \]

(2.13)

that is,

\[ \Delta S = S_t(e^{r_{t,T}} - 1) \]

(2.14)

\[ = S_t(e^{\sigma \epsilon \sqrt{T - t}} - 1). \]

Using the approximation \( e^x = 1 + x + o(x) \), the previous equality becomes

\[ \Delta S = \sigma \epsilon \sqrt{T - t} S_t, \]

(2.15)

and the \( \alpha \) confidence level VaR is

\[ VaR = \sigma z_\alpha \sqrt{T - t} S_t, \]

(2.16)

where \( z_\alpha \) is the \( \alpha \)-quantile of a standard normal distribution.

If we consider a portfolio of \( N \) shares with covariance matrix \( V \) containing \( \omega_j \) shares of type \( j \), we have

\[ VaR = z_\alpha \sqrt{\omega S_t, V \omega S_t} \cdot \sqrt{T - t}, \]

(2.17)

where \( \omega S_t, V \omega S_t \sigma_p^2 S_t^2 \); the variance of the portfolio is

\[ \sigma_p^2 = \sum_{i=1}^{N} \omega_i^2 \sigma_i^2 + 2 \sum_{i=1}^{N} \sum_{j=1,j<i}^{N} \omega_i \omega_j \sigma_{ij}. \]

(2.18)

Note that for a multi-period return, e.g.

\[ r_{t,t+2} = \log \left( \frac{S_{t+2}}{S_t} \right) \]

(2.19)

\[ = \log \left( \frac{S_{t+1}}{S_t} \right) + \log \left( \frac{S_{t+2}}{S_{t+1}} \right) \]

\[ = r_{t,t+1} + r_{t+1,t+2}, \]

the time varying standard deviation of the returns, \( \sigma_t \), can be obtained using any of the following methods (see [9], [36]):
- **Equally weighted moving average approaches**

\[
\sigma_t = \sqrt{\frac{1}{(k-1)} \sum_{i=t-k}^{t-1} (x_i - \mu)^2},
\]

(2.20)

where \(\sigma_t\) denotes the estimated standard deviation at the beginning of day \(t\). The parameter \(k\) is the number of days included in the moving average (i.e., the observation window); \(x_i\) is the rate of return of the share at time \(i\), and \(\mu\) is the mean of the rate of return.

- **Exponentially weighted moving average approaches**

\[
\sigma_t = \sqrt{\left(1 - \lambda\right) \sum_{i=t-k}^{t-1} \lambda^{t-i-1} (x_i - \mu)^2},
\]

(2.21)

where \(\lambda\) is a decay factor.

- **Generalised autoregressive heteroscedastic (GARCH) approaches**

\[
\sigma_{t+1}^2 = \frac{\alpha_0}{1 - \beta} + \alpha_1 \sum_{k=0}^{t-1} \beta^k r_{t-k}^2,
\]

(2.22)

where the parameters \(\alpha_0\), \(\alpha_1\) and \(\beta\) can be obtained using the maximum likelihood method.

For nonlinear instruments (instruments whose payoff function is not linear, e.g., options), one can use a Taylor based approximation of the portfolio value function (e.g., delta approximation), or consider the portfolio value corresponding to the VaR to be the price of the underlying asset at the maturity date and calculate the current price of the instrument using the appropriate formula.

**Cornish-Fisher approximation**

In the previous discussion the return is assumed to follow a normal distribution. However, this assumption is true only for very large samples. The Cornish-Fisher expression, \(w_\alpha\), approximates the \(\alpha\)-quantile of an empirical distribution using its moments (see [31], [39]), i.e.,

\[
w_\alpha = z_\alpha + \frac{1}{6} (z_\alpha^2 - 1) m_3 + \frac{1}{24} (z_\alpha^3 - 3z_\alpha) m_4 + \frac{1}{36} (2z_\alpha^3 - 5z_\alpha) m_3^2,
\]

(2.23)

where:

\[
m_3 = \frac{\mu_3}{\mu_2^2}, \text{ and}
\]

\[
m_4 = \frac{\mu_4}{\mu_2^2} - 3.
\]

(2.24)

(2.25)
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The parameters $\mu_3$ and $\mu_4$ are the third and fourth moment of the rate of return.

In this case, VaR is

$$\text{VaR} = \sigma w_n \sqrt{T - t} S_t.$$

(2.26)

2.4.2 Monte Carlo simulation

From the previous derivation of VaR, we know that

$$r_{t+1} = \sigma \epsilon,$$

(2.27)

where $\epsilon \sim N(0,1)$.

The simulation proceeds as follows:

1- Use equation (2.27) to simulate $n$ returns, i.e. $r^1, r^2, \ldots, r^n$; where

$$r^i = \sigma \epsilon_i.$$  (2.28)

2- For each simulated return $r^i$, we calculate the corresponding change in the share value, $\Delta S^i = S_t(e^{r^i} - 1)$.

3- Sort the changes in the share value from the lowest value to the highest value and determine VaR based on the desired confidence level.

2.4.3 Historical simulation

The historical simulation is a non-parametric approach; no assumptions about the distribution are needed. It uses the empirical distribution of past data to find an estimate of VaR. One uses the actual changes in the market factors (risk factors, e.g. market prices and interest rates) that occurred between past consecutive pairs of dates to construct the distribution. In order to understand the method, let $S_0, \ldots, S_{N-1}$ be the value of the share for $N$ consecutive days starting at $t = 0$; the price change is

$$\Delta S = S_t - S_{t-1}.$$  (2.29)

Once the change for every period has been calculated, the value-at-risk is read from a list containing all the observed changes. The resulting VaR reflects the dynamics of the past history of the risk factor. Hence, its accuracy will depend on how well past values are representative of future ones. The method is simple and, therefore, easy to implement. Unfortunately, depending on its nature, the historical sample data may not contain extreme market movements; the consequence is an underestimation of VaR. If the sample contains several extreme movements, VaR can be overestimated. The same problems can be experienced in the case of a conjunction of a trend in the sample and a reversal of the trend in the prediction period.
2.4.4 VaR methods based on extreme value theory

The distribution of extreme values

From extreme value theory, it is known that (see [23]), under certain conditions, the distribution of the extreme values of a non overlapping series of observations, $F$, converges asymptotically to

$$H_{\xi, \mu, \sigma}(x) = \begin{cases} 
\exp\left[-\left(1 + \xi \frac{x-\mu}{\sigma}\right)\right]^{-\frac{1}{\xi}} & \text{if } \xi \neq 0 \\
\exp\left[-\frac{x-\mu}{\sigma}\right] & \text{if } \xi = 0,
\end{cases}$$

(2.30)

where $1 + \xi \frac{x-\mu}{\sigma} > 0$.

$\mu$ and $\sigma$ represent the location and scale parameters while $\xi$, the shape parameter or tail index, indicates the thickness of the tail of the distribution.

Another important result from extreme value theory is that the limiting distribution of excess over a given (high) threshold is a generalised Pareto distribution; i.e. the conditional distribution of excesses over a high threshold $u$

$$F_u(x) = p(X - u \leq x | X > u),$$

(2.31)

can be approximated by

$$G_{\xi, \sigma(u)}(x) = \begin{cases} \exp[1 - (1 + \xi \frac{x}{\sigma})\frac{1}{\xi}] & \text{if } \xi \neq 0 \\
\exp[1 - e^{-\frac{x}{\sigma}}] & \text{if } \xi = 0,
\end{cases}$$

(2.32)

where $X$ is the random variable representing the extreme value of a series; that is,

$$F_u(x) \approx G_{\xi, \sigma(u)}(x), \quad \text{as } x \to \infty.$$  

(2.33)

VaR estimates

- The parametric case

$H_{\xi, \mu, \sigma}(x)$ described above is assumed to be the exact distribution of the extreme observations; the $p$-quantile is given by

$$\hat{x}_p = H_{\hat{\xi}, \hat{\mu}, \hat{\sigma}}^{-1}(x)$$

$$= \hat{\mu} + \frac{\hat{\sigma}}{\hat{\xi}} [(-\log(p))^{-\frac{1}{\hat{\xi}}} - 1],$$

(2.34)

where $\hat{\xi}, \hat{\mu}$ and $\hat{\sigma}$ are obtained using the maximum likelihood estimation method.

- The semi-parametric case

It is now assumed that the extreme events are only roughly distributed like
In this case, we have:

* In-sample estimate

\[ \hat{x}_p = \hat{\mu} + \frac{\hat{\sigma}}{\xi} \left[ \left( \frac{n(1-p)}{n-l} \right) - 1 \right]. \quad (2.35) \]

* Out-of-sample estimate

\[ \hat{x}_p = \left( \frac{n}{k} (1 - p) \right)^{-\xi} X_k, \quad (2.36) \]

where \( X_k \) is a very high value from the ordered data set, and the estimate, \( \hat{\xi} \), of the tail index is obtained using the Hill estimation method (see [37]).

* Fitting excesses over a high threshold

Assuming a very high threshold, \( u \), and using the fact that the limiting distribution of excesses over this threshold is a generalised Pareto distribution, we have

\[ \hat{x}_p = u + \frac{\hat{\sigma}}{\xi} \left[ \left( \frac{n}{N_u} (1 - p) \right)^{-\xi} - 1 \right], \quad (2.37) \]

where \( N_u \) is the random number of exceedances of \( u \) and \( n \) is the number of observations.

These results can be combined with other methods (e.g. historical simulation, GARCH models) to produce new VaR estimation methods.

2.4.5 Extreme value theory and historical simulation

This method integrates the distribution of the tail, \( F(x) \), obtained using extreme value theory into the empirical distribution of the data producing a new distribution (see [14]). This is described in the following algorithm:

1. Draw \( x^i \) from the data set \( \{x_t\}_{t=1}^T \) with replacement
   1a. if \( x^i < X_{lower} \) then
       1b. draw \( x^i \) from \( F(x) \) for the lower tail
   1c. else
       1d. if \( x^i < X_{upper} \) then
           1e. draw \( x^i \) from \( F(x) \) for the upper tail
       1f. else
           1g. keep \( x^i \)
       1h. end if
   1i. end if
2. end if
where $X_{\text{upper}}$ and $X_{\text{lower}}$ are the thresholds for the upper and lower tail respectively. \( \{x_t\}_{t=1}^{T} \) is the data from time \( t = 1 \) to time \( T \).

The resulting data set is then treated within a standard historical simulation framework.

### 2.4.6 Extreme value theory and GARCH models

It is assumed that the stationary time series \((X_t, t \in \mathbb{Z})\) representing the daily negative logarithmic returns satisfies

\[
X_t = \mu_t + \sigma_t Z_t, \tag{2.38}
\]

where the \( Z_t \)'s are \( i.i.d \) with zero mean, variance 1 and distribution \( F_Z(z) \). It is also assumed that \( \mu_t \) and \( \sigma_t \) are measurable with respect to \( \mathcal{G}_{t-1} \), the information about the return process available up to time \( t - 1 \).

Consider \( F_X(x) \) the marginal distribution of \( X_t \), and \( F_{X_{t+1}\mid \mathcal{G}_t}(x) \) the predictive distribution of the return for next day given the information available up to time \( t \). Hence, the conditional \( q \)-quantile is defined by

\[
x_q^t = \inf\{ x \in \mathbb{R} : F_{X_{t+1}\mid \mathcal{G}_t}(x) \geq q \}, \tag{2.39}
\]

and since

\[
F_{X_{t+1}\mid \mathcal{G}_t}(x) = P(\sigma_{t+1} Z_{t+1} + \mu_{t+1} \leq x \mid \mathcal{G}_t)
= F_Z\left( \frac{x - \mu_{t+1}}{\sigma_{t+1}} \right), \tag{2.40}
\]

we have

\[
x_q^t = \mu_{t+1} + \sigma_{t+1} z_q, \tag{2.41}
\]

where \( z_q \) is the upper \( q \)th quantile of the marginal distribution of \( Z_t \) which, by definition, does not depend on \( t \).

This method uses extreme value theory to find an estimate of \( z_q \) (see \[50\]). The method is summarised below:

1. Estimate \( \mu_{t+1} \) and \( \sigma_{t+1} \) using a GARCH-type model and calculate the implied residuals \( z \).

2. Use extreme value theory to model the tail of \( Z_Z(z) \) and estimate \( z_q \).

The VaR at \( q \) level confidence is then

\[
\text{VaR}_q = x_q^t = \mu_{t+1} + \sigma_{t+1} \hat{z}_q, \tag{2.42}
\]

where the "\(^\prime\)" refers to an estimated value.
2.4.7 L-moments based approach

This method, proposed by Gabriel Bonti, Jonathan Hosking and Dirk Siegel (see [10]), is based on the logarithmic daily returns

\[ r_t = \log \left( \frac{S_t}{S_{t-1}} \right), \tag{2.43} \]

where \( S_t \) is the market variable (e.g. closing price) on trading day \( t \). The stochastic nature of the volatility is introduced by scaling the daily returns. The distribution of the scaled returns

\[ s_t = \frac{r_t}{v_{t/t-1}}, \tag{2.44} \]

where \( v_{t/t-1} \) is the volatility of trading day \( t \) estimated using data up to day \( t - 1 \).

is obtained using the L-moments methods (see [38]).

The resulting distribution is then transformed to obtained a Gaussian distribution using the probability integral transform, i.e.

\[ z_t = \Phi^{-1}(F(s_t)), \tag{2.45} \]

where \( F \) is the cumulative distribution function of \( s_t \) and \( \Phi^{-1} \) is the inverse cumulative distribution function of the standard Gaussian distribution.

In the multi-factor case, the joint distribution of the transformed variables is multivariate Gaussian (or Meta-Gaussian, see [45]).

The resulting simulation procedure is

1. Generate \( z \) from the Gaussian distribution.
2. Transform it to have the required marginal distribution, \( s = F^{-1}(\Phi(z)) \).
3. Form the rescaled return \( r = sv_{t+1/t} \).
4. Convert to the original variable \( S_{t+1} = S_t e^r \).

The simulation procedure can be repeated to generate as many scenarios as required. The VaR is obtained using an approach similar to the one described for the Monte Carlo simulation method.

2.5 Mean-variance efficient portfolio

The concept of mean-variance efficiency was introduced by Markowitz in his pioneering article (see [48]). He argues that "the investor does (or should) consider expected return a desirable thing and variance of the return..."
an undesirable thing”. That is, the knowledge of both the return and its variance is sufficient to choose between two assets.

In essence, a portfolio \((\alpha_1, \ldots, \alpha_N)\) of risky assets with expected return \(\delta\) is said to be mean-variance efficient if

\[
\var\left( \sum_{j=1}^{N} \alpha_j \tilde{r}_j \right) \leq \var\left( \sum_{j=1}^{N} \eta_j \tilde{r}_j \right)
\]  

(2.46)

for every portfolio \((\eta_1, \ldots, \eta_N)\) such that

\[
\delta = E[\sum_{j=1}^{N} \alpha_j \tilde{r}_j] = E[\sum_{j=1}^{N} \eta_j \tilde{r}_j],
\]  

(2.47)

where \(\alpha_j\) and \(\eta_j\) represent the fraction of the portfolio’s value allocated to asset \(X_j\).

In other words, a mean-variance efficient portfolio for a given expected return \(\delta\), is the portfolio, among all the portfolios having expected return \(\delta\), which has the smallest variance.

Alternatively, the portfolio \((\alpha_1, \ldots, \alpha_N)\) with variance \(\gamma\), is said to be mean-variance efficient if

\[
\sum_{j=1}^{N} \alpha_j \tilde{r}_j \geq \sum_{j=1}^{N} \eta_j \tilde{r}_j
\]  

(2.48)

for every portfolio \((\eta_1, \ldots, \eta_N)\) such that

\[
\gamma = \var\left( \sum_{j=1}^{N} \alpha_j \tilde{r}_j \right) = \var\left( \sum_{j=1}^{N} \eta_j \tilde{r}_j \right).
\]  

(2.49)

That is, a mean-variance efficient portfolio for a given variance \(\gamma\), is the portfolio, among all the portfolios having variance \(\gamma\), which has the highest return.

Remark 2.3 Note that in the case where the investor has to choose between two assets such that \(E[\tilde{r}_1] = E[\tilde{r}_2]\), \(\var(\tilde{r}_1) = \var(\tilde{r}_2)\) but with different third moments (i.e. one is skewed to the right while the other one has a symmetric density function), she will probably choose the asset whose density function is skewed. This observation suggests a limitation of the mean-variance efficiency concept (when the variance, \(\var\) is assumed to be the measure of risk).

The mean-variance efficiency is compatible with utility maximisation when the investor has a quadratic utility function (a quadratic utility function also implies that the investor is risk averse). This is also true if the returns are normally distributed.
2.6 Models based on mean-variance efficiency

2.6.1 Single period models

We will again consider the $N$ assets introduced earlier, and we let

- $\mathbf{V}$ be the variance-covariance matrix ($\mathbf{V}$ is assumed to be positive definite),
- $r_j$ be the expected return of the $j$-th assets,
- $\bar{r}$ be a vector whose components represent the returns on individual assets; i.e., $\bar{r} = (r_1, \ldots, r_N)^T$, and
- $\alpha$ be a vector whose components represent the fraction of the portfolio total value allocated to individual assets, i.e. $\alpha = (\alpha_1, \ldots, \alpha_N)^T$.

The mean-variance efficient portfolio (for a given variance $\gamma$) is obtained by solving the problem (see [54])

$$\max \quad \bar{r}^T \alpha$$

s.t.

$$(\alpha^T \mathbf{V} \alpha)^{1/2} = \gamma,$$

$$\sum_{j=1}^{N} \alpha_j = 1,$$  \hspace{1cm} (2.50)

where the abbreviation "s.t." stands for "subject to"; this convention will be used in the rest of the document as well.

The derivation of the previous model assumes that all the available assets are Risky. It is also assumed that short-selling is allowed. What happens when the conditions are no longer the same? We describe below variants of model (2.50) and the conditions under which they can be used (see [48], [48], [54], [12]):

- Same assumptions as above, but short-selling is not allowed

$$\max \quad \bar{r}^T \alpha$$

s.t.

$$(\alpha^T \mathbf{V} \alpha)^{1/2} = \gamma,$$

$$\sum_{j=1}^{N} \alpha_j = 1,$$

$$\alpha_j \geq 0, \quad \forall j.$$  \hspace{1cm} (2.51)

- Short-selling and risk free assets are permitted

$$\max \quad \frac{\bar{r}^T \alpha}{(\alpha^T \mathbf{V} \alpha)^{1/2}}$$
s.t. \[
\sum_{j=1}^{N} \alpha_j = 1. \tag{2.52}
\]
- No short sales but risk free assets are permitted

\[
\max \frac{\tilde{r}^T \alpha}{(\alpha^T V \alpha)^{1/2}}
\]
\[
\text{s.t.} \sum_{j=1}^{N} \alpha_j = 1, \tag{2.53}
\alpha_j \geq 0, \quad \forall j.
\]

**Remark 2.4** Several critiques have been formulated against these models; they are related to: 1- The unrealistic assumptions (e.g. normal distribution of returns) attached to their derivation. 2- Their single period nature. 3- Expensive computation resulting from the use of the variance-covariance matrix, \(V\). 4- These models very often result in “error-maximised” and “investment-irrelevant” portfolios (see [52]).

Modifications can, however, be made to the original formulations in order to improve their attractiveness. Indeed, index models (i.e. single index and multi-index models) can be used instead of the variance-covariance based models. One can also make use of alternative definitions of risk (e.g. semi-variance, mean absolute deviation) in order to capture the investor's perception of risk. The use of scenarios have been useful to extend single period model to multi-period models, and to reduce the “error-maximised” and “investment-irrelevant” tendency of the resulting portfolios.

Additional constraints may be used to fit the investor’s circumstances.

### 2.6.2 Multi-period models

We consider the investments made from time \(t = 1\) up to time \(t = T\). At each time \(t\) an information is revealed to us. A scenario \(s\) is a description of a possible future state of nature. It includes the information uncovered at each time \(t\). We assume that there are \(S\) scenarios. For each scenario \(s\) \((s = 1, \ldots, S)\), let:

- \(r_{stk}\) be the return earned on asset \(k\) at time \(t\),
- \(p_s\) be the probability of occurrence of scenario \(s\),
- \(e_s\) be the total value of the portfolio at time \(T\),
\( w_{stk} \) be the decision variable representing the amount of cash allocated to asset \( k \) at time \( t \),

\( \hat{W} \) be the expected value of the investor's wealth at time \( T \), and

\( e_{stk} \) be the contribution of the return on asset \( k \) to the value of the portfolio at time \( t \). We have \( e_{stk} = 1 + r_{stk} \).

If we assume that the initial wealth of the investor is 1 and that the portfolio allocation can be changed at the beginning of each time period, then the multi-period mean-variance problem can be formulated as follows:

\[
\begin{align*}
\min_{s} & \quad \sum_{s=1}^{S} p_s (e_s - \hat{W})^2 \\
\text{s.t.} & \quad \sum_{k=1}^{N} w_{s,t+1,k} - \sum_{l=1}^{N} e_{stl} w_{stl} = 0, \quad \forall t, s, \quad (2.55) \\
& \quad \sum_{k=1}^{N} e_{stk} w_{stk} = e_s, \quad (2.56) \\
& \quad \sum_{s=1}^{S} p_s e_s = \hat{W}, \quad (2.57) \\
& \quad \sum_{k=1}^{N} w_{s1k} = 1, \quad \forall s, \quad (2.58) \\
& \quad w_{stk} \geq 0, \quad \forall t, k, s. \quad (2.59)
\end{align*}
\]

- The objective of the investor is to minimise the variance of his final wealth; this is expressed by (2.54).
- Constraints (2.55) ensure the cash flow conservation; that is, the money that will be spent at time \( (t+1) \) must be equal to the value of the portfolio at time \( t \) plus the gain resulting from the investment at time \( t \).
- Constraint (2.56) determines the value of the portfolio at time \( T \) for scenario \( s \).
- Constraint (2.57) gives the expected value of the investor's wealth at \( T \).
- Constraint (2.58) is the time \( t = 1 \) budget constraint; it forces the initial investment to be equal to the initial wealth of the investor.
- Constraints (2.59) imply that short sales are not allowed.

**Remark 2.5** This model is a stochastic programming problem. Solution techniques used to address problems of that nature are discussed in the remaining
The above model is slightly different from those discussed earlier: Here, we seek to minimise the variance of the portfolio's return. The advantage of the new form is that we do not have non-linear constraints. Therefore, the problem becomes easier to solve.

2.7 Beyond the classical mean-variance framework

One of the strongest limitations of the classical mean variance framework, beside the normality assumption, is the instability due to the non-uniqueness of the efficient frontier.

Indeed, given any point on the assumed unique frontier, there is a neighbourhood of the point (on and below the frontier) that includes an infinite number of statistically equivalent points. This fact was illustrated by Jobson and Korkie (see [42]). They used Monte Carlo methods and an historical set of means, standard deviations and correlations of monthly returns for 20 shares to simulate new sets of returns, and for each simulation (i.e. each new set of returns), a new efficient frontier was constructed. This experiment resulted in the construction of a collection of efficient frontiers located below the assumed unique frontier.

All the points located in the resampled region are efficient, and correspond to the statistical equivalence region's efficient portfolios. Two assets, with return \( r_1 \) and \( r_2 \), are said to be statistically equivalent if the returns have almost identical sample spaces (i.e. they can be superposed) when we take into account the estimation errors. A portfolio located within this region does not need to be rebalanced though from the point of view of the classical mean-variance framework it should.

Any of the following methods may be used to reduce the effect of the problem mentioned above (see [52]):

- statistical inference,
- the resampled efficient frontier,
- improved input estimation, and
- defining priors and benchmark.

**Statistical inference**

Before rebalancing a portfolio, one has to determine whether the portfolio needs revision. The portfolio manager has to find out if the portfolio (i.e. elements
of the portfolio) belongs to the statistical equivalence region; that is, if the portfolio is statistically equivalent to a portfolio located on the efficient frontier. If it belongs to the region, then the portfolio does not need to be rebalanced.

The resampled efficient frontier

This method, introduced by R. O. Michaud (see [51]), is inspired from the work of J. D. Jobson and B. Korkie (see [42], [43]). The resampled efficient portfolios can be obtained using the following procedure:

1- Find the monthly expected excess return for each individual asset, and the covariance matrix.

2- Simulate $n$ monthly returns from a multivariate normal distribution with parameters obtained from the previous step.

3- Calculate the new monthly expected excess returns and covariance matrix from the simulated data.

4- Determine the optimal portfolio for a given risk target.

The steps are repeated $N$ times, and $N$ portfolios are obtained. The resampled efficient portfolio is obtained by taking the average of the weights of each asset in the $N$ trials.

In practice the use of the resampled efficient frontier has deliver superior results (see, for example, Fletcher and Hillier [27]). They compare the January 1983 to May 2000 out-of-sample performance of the monthly mean-variance efficient strategy in international asset allocation and the monthly resampled efficient strategy. Their work investigates also the influence of different procedures for the estimation of the expected returns on the performance of the two methods. After an intensive examination, they conclude that the use of the resampled efficient frontier results in an increase of the Sharpe performance ratio and higher returns than those obtained using the traditional mean-variance framework.

These results are essentially due to the fact that the traditional approach considers the data as being a true representation of the state of nature in both the past and the future. Furthermore, the optimisation algorithm used to solve the resulting mathematical programming problem gives more weight to extreme points. Therefore, a small difference between the input data and the realisation of the random elements in the future will produce extremely bad results. When they are not counter-intuitive, they will recommend unnecessary changes of the portfolio's composition. This will result in an increase of the transaction's costs and a low performance.

The resampled efficient paradigm, however, explicitly takes into account the fact that the input data have estimation error. The data do not have to represent the future. R. O. Michaud and R. Michaud have developed this paradigm
around this unfortunate truth. As a matter of fact, they have used recent advances in statistics and this paradigm to design their patented online portfolio optimisation optimiser.

**Improved input estimation**

Another way to enhance the quality of the results obtained using the traditional framework is to improve the accuracy of the input. This is done by using Bayes-Stein estimators or share valuation models instead of historical data (see [52]:83-99).

**Defining priors and benchmarks**

The benchmark optimisation framework is based on residual return or the return of an asset minus the return of the benchmark (see [51]). The value of the procedure depends on the benchmark. This method will enhance the investment value for a good benchmark choice.

### 2.8 A framework for multi-period modelling

In the introduction, we mentioned that, the *portfolio management* process covers a given period of time. Within that time window, key parameters related to the value of the portfolio will quasi-continuously change; for example:

- The price of shares, \( X(t) \), whose dynamics are given by the following stochastic differential equation

\[
dX(t) = \alpha(X(t), t) \, dt + \sigma(X(t), t) \, dZ(t), \tag{2.60}
\]

where:
- \( \alpha(X(t), t) \) is the instantaneous return on the asset at time \( t \).
- \( \sigma(X(t), t) \) is the volatility of the price at time \( t \).
- \( Z_t \sim \mathcal{N}(0, \sqrt{t}) \).

- The time \( t \) price of a default-free zero-coupon bond maturing at time \( T \) using the Heath-Jarrow-Morton methodology (see [35]) is

\[
P(t, T) = \exp \left( - \int_t^T f(t, s) \, ds \right), \tag{2.61}
\]

with the forward rate, \( f(t, T) \), following the multi-factor risk neutral process

\[
df(t, T) = \mu(t, T, f(t, T)) \, dt + \sum_{i=1}^n \sigma_i(t, T, f(t, T)) \, dW_i(t), \tag{2.62}
\]

where \( \sigma_i \) is the volatility of the \( i \)-th factor, and \( \mu \) is the drift of the process. The \( W_i \)'s are independent brownian motion.
In order to avoid arbitrage, we must have the following relation between the drift and the volatility of the process:

\[
\mu(t, T, f(t, T)) = \sum_{i=1}^{n} \sigma_i(t, T, f(t, T)) \int_{t}^{T} \sigma_i(t, u, f(t, u)) du.
\]  

(2.63)

This suggests the necessity of a multi-period framework; multi-period models are the appropriate tools for portfolio management. In what follows, we describe important elements related to multi-period models (see [46], [53], [64]).

### 2.8.1 Determination of periods and stages

The stages should coincide with dates at which we expect something to happen; e.g., liability repayment dates, portfolio expected revision and rebalancing dates. The time intervals between the stages are called periods. One should note that, the periods do not necessarily have the same length. When using a multi-period approach, one would like to make a decision for the first period taking into account what might happen in the future.

### 2.8.2 Forecasts of the parameters

The forecast of the parameters or scenario generation is a very important part of the portfolio management process. The quality of the solution obtained using the models will depend on the accuracy of that information.

A scenario is built using the stage-period structure; that is, a scenario is a sequence of joint outcomes of future parameters obtained for each stage \( t \). The objective of the scenario generation process is to construct a realistic set of scenarios containing both optimistic and pessimistic cases. The portfolio manager may use outside sources or specially designed software to determine these parameters.

In general, the scenario generation process can be described as follows:

- Collect the historical data from the relevant time series.
- Use the data to find a suitable model for the dynamics of the asset under consideration. One may also make use of the opinion of an expert.
- Use the model to generate the scenarios.

### 2.8.3 The objective function

As mentioned in the introduction, the objective of the portfolio management process is to maximise the expected terminal wealth or its utility. Note, however, that the investors do not need to agree on the definition of the word "wealth".
2.8.4 The constraints

Although the constraints will vary from one investor to the next one, there are some very common ones:

- bounds and nonnegativity constraints on assets allocation,
- budget constraints at all stages,
- description of the Asset accumulation and revision process,
- wealth definition,
- restrictions on asset class allocation, and
- cardinality constraints.

2.9 Strategies for asset allocation

As mentioned earlier, key parameters related to the value of the assets fluctuate over time. These fluctuations will induce changes in the value and the composition of the portfolio. Indeed, if the risky assets increase in value, the proportion of the portfolio they represent is likely to increase as well. The resulting increase in the proportion of risky assets will, of course, increase the exposure of the portfolio to risk. Therefore, one must devise explicit rules or strategies for rebalancing the portfolio in response to such changes. We present 3 such strategies:

- buy-and-hold,
- constant-mix, and
- constant-proportion.

2.9.1 Buy-and-hold strategy

When using a buy-and-hold strategy, an initial mix is determined, e.g. 60/40 shares/bills, assuming that the portfolio contains only these two asset classes. Assets from both classes are bought according to the given proportions at the beginning of the planning period and then held. No matter what happens to relative values, no rebalancing is required. Such a strategy corresponds to investors with zero tolerance to risk when the value of the assets has reached the amount invested in bills.

The value of the portfolio changes linearly with respect to the value of the share. Given the initial mix, every dollar of additional share value increases the value of the portfolio by 60 cents. The value of the portfolio will never fall below the value of the initial investment in bills (this value is referred to as floor). There is a downside protection while the upside potential is unlimited.
The performance of this strategy is directly proportional to the initial mix; that is, the greater the initial percentage invested in bills, the better the performance of the strategy when bills outperform shares, and the worse the performance when shares outperform bills.

2.9.2 Constant-mix

Unlike the buy-and-hold strategy, the constant-mix strategy is dynamic. The idea is to maintain an exposure to shares that is a constant proportion of wealth; that is, shares are held at all wealth levels. Therefore, a frequent portfolio rebalancing is required. This strategy is consistent with an investor whose risk attitude varies proportionally with her wealth.

A decrease in the value of shares will result in a decrease of the proportion of the portfolio value invested in shares. This change in the mix of the portfolio will necessitate a rebalancing of the portfolio; i.e. more shares have to be bought to keep the mix at the required level. Similarly, an increase in the value of shares will increase the proportion of the portfolio value invested in shares. In this case, rebalancing to constant-mix requires the sale of shares and a purchase of bills. This strategy buys shares as their price falls, and sells shares as their price rises.

2.9.3 Constant-proportion portfolio insurance

The amount of money invested in shares when using this strategy is

\[ \text{Money invested in shares} = \alpha \cdot (\text{total value of portfolio} - \text{floor}), \]

where \( \alpha \) is a fixed multiplier.

Here, the floor should be understood as earlier; it is arbitrarily chosen by the investor, but it is expected that

\[ \text{floor} < \text{total value of the portfolio}. \]

Several variants of this strategy may be obtained by changing the value of \( \alpha \). For example, when \( \alpha > 1 \) we have the constant-proportion portfolio insurance (CPPI). The strategy, here, is to keep the exposure to equities a constant multiple of the cushion; i.e.

\[ \text{cushion} = \text{total value of the portfolio at time } t - \text{floor at time } t. \]

This is achieved by selling shares as their price falls and buying shares as their price rises. Note, however, that it can be difficult to implement this strategy during periods of high volatility. This was the case during the 1987 US equity crash, for example.

The value of the portfolio will never fall below the floor except if the market
falls strongly before the rebalancing takes place. This strategy will do very well in a bull market and poorly in a flat market. The constant-proportion strategy can accommodate different risk’s profiles. This is done by adjusting the value of the multiplier, $\alpha$, to a suitable level.

**Remark 2.6** In general, a constant-mix strategy will outperform a comparable (i.e. having identical mix) buy-and-hold strategy if markets are characterised by reversals rather than by trends (see [55]).

Buy-and-hold strategies are constant-proportion strategies with $\alpha = 1$ and a floor equal to the amount of money invested in bills.

Constant-mix strategies are special cases of constant-proportion strategies with the floor equal to zero and $0 < \alpha < 1$.

More about dynamic strategies can be found in Perold (see [55]) and Arnott (see [2]).
Chapter 3

Two-stage stochastic programming

In the previous chapter we introduced the portfolio management problem. We presented the rationale behind the investor's decisions; that is, she will choose the assets that will maximise the expected utility of her final wealth. From the discussion related to the dynamics of the parameters determining the value of the portfolio (e.g. the interest rate and the return), it became clear that this problem should be formulated in a multi-period framework. It was also established that stochastic programming was the appropriate tool.

We put those ideas to work in the following section. They are applied to the case of an investor who has to manage a portfolio of bonds.

3.1 The bond portfolio management problem

We illustrate this problem with an example inspired by Golub, Holmer, McKendall and Pohlman (see [34], [21]). Consider a planning period starting now, time \( t = 0 \), and ending at time \( T \). The composition of the portfolio can be changed at any time \( t (t :\leq T) \). The uncertain future is represented by a set of scenarios \( S \), and each element \( s \in S \) has probability of occurrence \( p_s \). The objective of the portfolio manager is to maximise the expected utility of the wealth at time \( T \). She must also make sure that the future liability payments are made. This is done in two stages:

1. She makes an initial decision about the composition of her portfolio; that is, she decides which of her bonds (from her initial portfolio) to sell and in what quantity (i.e. for what value). She must also decide which of the available bonds (available in the market) to buy and in what quantity. There is no restriction on which bond to buy or to sell. She chooses the investment that will maximise the expected utility value of her final wealth.
under the set of constraints. Note that her utility function is $U(\cdot)$.

2. She compares the total cash flow to the value of the liabilities. Depending on whether the total cash flow allows the payment of the liabilities or not, she will have to make additional changes to the portfolio holdings.

In order to formulate this problem, we consider:

- $b_0$: the initial holding (in face value) of the risk free asset.
- $b_j$: the initial holdings of bond $j$ ($j = 1, \ldots, J$).
- $r_t^s$: the short term interest rate during the period $(t, t+1)$ under scenario $s$.
- $f_t^s$: the cash flow generated from bond $j$ at time $t$ under scenario $s$ expressed as a fraction of the face value.
- $\xi_t^j$: the selling price of bond $j$ at time $t$ under scenario $s$. This price corresponds to the actual price of the bond (i.e. sum of the discounted cash flows) minus the transaction cost. The price at time $t = 0$, $\xi_{t0}$, is not scenario dependent.
- $\zeta_t^j$: the purchasing price of bond $j$ at time $t$ under scenario $s$. This price corresponds to the actual price of the bond (i.e. sum of the discounted cash flows) and the transaction cost. The price at time $t = 0$, $\zeta_{t0}$, is not scenario dependent.
- $L_t$: the liability due at time $t$.

Next, we consider the following first-stage variables:

- $x_j$: the face value of bond $j$ purchased at the beginning of the planning period. This variable is assumed to be a non-negative real number.
- $y_j$: the face value of bond $j$ sold at the beginning of the planning period. This is also a non-negative real number.
- $z_{j0}$: the face value of bond $j$ held in the portfolio after the initial decisions, $x_j$ and $y_j$, have been made.
- $y_{0^+}$: the initial surplus. It is also a non-negative real number.

We also consider the second-stage variables:

- $x_t^s$: the face value of bond $j$ purchased at time $t$ under scenario $s$.
- $y_t^s$: the face value of bond $j$ sold at time $t$ under scenario $s$.
- $z_t^s$: the face value of bond $j$ held after bonds have been bought and sold at time $t$ under scenario $s$.
- $y_t$: the amount borrowed at time $t$ under scenario $s$. 
- $y_i^s$: the amount invested in the risk free asset (lending) at time $t$ under scenario $s$.

- $W_T^s$: the total wealth at time $T$ under scenario $s$.

The resulting two-stage stochastic problem is

$$\max \sum_{s \in S} p_s \cdot U(W_T^s),$$

under the following constraints:

1. The first-stage constraints:
   - The conservation of the initial holdings; that is, the face value of bond $j$ sold plus the value of the bond left, after the implementation of the initial decision, is equal to the original holdings of the bond plus the value of the bond purchased.
   $$y_j + z_{j0} = b_j + x_j, \quad \forall j. \quad (3.2)$$
   - The cash flow conservation constraint
   $$y_0^+ + \sum_{j=1}^{J} \zeta_{j0} x_j = b_0 + \sum_{j=1}^{J} \xi_{j0} y_j. \quad (3.3)$$

2. The second-stage constraints:
   - The conservation of holdings for every bond $j$ at each time $t$ and under each scenario $s$
   $$z_{jt}^s + y_{jt}^s = z_{j,t-1}^s + x_{jt}^s, \quad \forall j, t, s. \quad (3.4)$$
   - The cash flow conservation constraints at each time $t$ under every scenario $s$. These constraints take into account the cash generated by buy and sell decisions, borrowing and reinvestment decisions as well as liability payments.
   $$\sum_{j=1}^{J} \xi_{jt}^s y_{jt}^s + \sum_{j=1}^{J} L_{jt} x_{jt}^s + \frac{(1 + r_{t-1})}{(1 + r_{t-1})} y_{t-1}^s + y_{t}^- = L_t + \sum_{j=1}^{J} \zeta_{jt}^s x_{jt}^s + \frac{(1 + r_{t-1})}{(1 + r_{t-1})} y_{t-1}^- + y_{t}^+, \quad \forall s, t. \quad (3.5)$$
   - The final wealth is obtained by valuing the holding of the portfolio at time $T$ and paying off the outstanding debt.
   $$W_T^s = \sum_{j=1}^{J} \zeta_{jT}^s z_{jT}^s + y_T^s - y_T^-, \quad \forall s. \quad (3.6)$$
3. The non-negativity constraints of all the variables. Additional constraints have to be introduced; they are: \( y_0^+ = 0, \forall s \), and \( y_0^+ = y_0^+ \), \( \forall s \).

The problem formulated above is a two-stage stochastic programming problem. The next section gives a formal definition of this type of problems.

### 3.2 Definition of the problem

In order to give a formal definition of the two-stage problem, let us consider a decision maker faced with the following problem:

- At time \( t_1 \) she has to make a decision, \( x_1 \), assumed to be a vector whose components are non-negative real numbers. She makes the decision in order to minimise a given objective function, \( f_1(\cdot) \) under a set of constraints. The function \( f_1(\cdot) \) is the cost associated with the decision \( x_1 \). The decision is made without any concern about the future; that is, \( f_1(\cdot) \) is not a random variable, and the constraints are deterministic. The information that will be revealed is represented by the random vector \( \xi \).

- At time \( t_2 \) she observes the realisation of an outcome, \( \xi(\omega) \) of the random vector \( \xi \). The outcome observed may force the problem to lose its feasibility. In order to adjust to any discrepancies caused by the outcome of the random vector, she is allowed to make a further decision \( x_2 \). This decision is made under a new set of constraints. The new decision is also assumed to be a vector whose components are non-negative real numbers. The constraints are described by the elements of the vector \( \xi \). The corrective action is made at an additional cost, \( Q(x_1, \xi) \).

In other words, the problem is to find \( x_1 \) and \( x_2 \) in order to minimise the expected total cost. These decisions are made under two sets of constraints (i.e. there is a set of constraints for each time period). This process may be translated in the following decision-observation scheme:

- **at time \( t_1 \): make a decision \( x_1 \)**
- **at time \( t_2 \): observe an outcome \( \xi(\omega) \) and make a 2\(^{nd} \) decision \( x_2 \)**

The decision problem above can be formulated as a stochastic programming problem with recourse; that is,

\[
\min f_1(x_1) + E[Q(x_1, \xi)] \\
\text{s.t.} \\
A_{11}x_1 = b_1, \\
x_1 \geq 0, \\
\tag{3.7}
\]

with \( Q(x_1, \xi(\omega)) \), also called the recourse function, defined as follows:

\[
Q(x_1, \xi(\omega)) = \min_{x_2} f_2(x_2(\omega))
\]
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\[ A_{21}(\omega)x_1 + A_{22}(\omega)x_2(\omega) = b_2(\omega), \]
\[ x_2(\omega) \geq 0, \quad (3.8) \]

where, \( x_1 \in \mathbb{R}^{n_1}, x_2 \in \mathbb{R}^{n_2}, A_{11} \in \mathbb{R}^{m_1 \times n_1}, A_{21} \in \mathbb{R}^{m_2 \times n_1}, A_{22} \in \mathbb{R}^{m_2 \times n_2}, b_1 \in \mathbb{R}^{m_1}, b_2 \in \mathbb{R}^{m_2}, f_1 : \mathbb{R}^{n_1} \rightarrow \mathbb{R}, \text{ and } f_2 : \mathbb{R}^{n_2} \rightarrow \mathbb{R}. \) The random vector \( \xi \) maps the probability space \((\Omega, P)\) on to \((\Xi, F)\) with \( F \) the distribution function and \( \Xi \subseteq \mathbb{R}^m \), and we have

\[ \xi(\omega) = (f_2(\omega), a_{21}^{1}(\omega), \ldots, a_{21}^{n_1}(\omega), a_{22}^{1}(\omega), \ldots, a_{22}^{n_2}(\omega), b_1^1(\omega), \ldots, b_2^{n_2}(\omega))^T. \]

That is, \( \xi(\omega) \) is a vector whose components are the components of \( A_{21}(\omega), A_{22}(\omega), b_2(\omega) \) and elements describing the function \( f_2(\cdot) \) (if \( f_2(\cdot) \) is linear, then these elements are the components of a vector \( f \in \mathbb{R}^{n_2} \)). We will assume that \( f_2(\cdot) \) has nice properties; that is, for example, it takes only finite values.

Note that \( x_1 \) is used as a parameter in problem (3.8); this problem is referred to as second stage problem or recourse problem.

An alternative form for problem (3.7) is

\[ \min f_1(x_1) + E[\min_{x_2} f_2(x_2)] \]

s.t.

\[ A_{11}x_1 = b_1, \]
\[ A_{21}x_1 + A_{22}x_2 = b_2, \quad a.s. \quad (3.9) \]
\[ x_2 \geq 0 \quad a.s., \quad \text{and} \quad x_1 \geq 0, \]

where \( f_2, A_{21}, A_{22} \) and \( b_2 \) have random components; these are given by the components of \( \xi \) as described above; that is,

\[ \min f_1(x_1) + \int_\Omega Q(x_1, \xi(\omega))P(d\omega) \]

s.t.

\[ A_{11}x_1 = b_1, \]
\[ x_1 \geq 0. \quad (3.10) \]

Assuming that \( \Omega \) is a finite sample space and that the random elements take discrete values, i.e. \( \Omega = \{\omega^1, \omega^2, \ldots, \omega^K\} \), problem (3.7) becomes

\[ \min f_1(x_1) + \sum_{j=1}^{K} Q(x_1, \xi(\omega^j))P(\omega^j) \]

s.t.

\[ A_{11}x_1 = b_1, \]
\[ x_1 \geq 0. \quad (3.11) \]
where $P(\omega^j)$ is the probability associated with the realised outcome $\omega^j$, and for all $j$, we have

$$Q(x_1, \xi(\omega^j)) = \min_{x_2} f_2(x_2(\omega^j))$$

s.t.

$$A_{21}(\omega^j)x_1 + A_{22}(\omega^j)x_2(\omega^j) = b_2(\omega^j), \quad x_2(\omega^j) \geq 0. \tag{3.12}$$

### 3.3 Properties of recourse problems

We will assume that the function $h(\cdot, \omega) = h(x_2(\omega))$ is continuous for any fixed $\omega$, and measurable with respect to $(\Omega, P)$ for any fixed first argument. Given these assumptions, $Q(x_1, \xi(\omega))$ is also measurable with respect to $(\Omega, P)$.

Before reviewing the different properties of the recourse problem, let us give some definitions:

- When the recourse matrix $A_{22}$, is known with certainty, the second problem is said to have *fixed recourse*; otherwise, it is said to have *random recourse*.

- The two-stage stochastic problem is said to have *simple recourse* when $A_{22} = [I, -I] \ (I$ is the identity matrix with $m_2$ rows such $x_2 = (x_2^1, x_2^-)^T)$, $b_2 = \omega$ and, $A_{21}$ is not random.

- The stochastic programming problem is said to have *complete recourse* if $Q(x_1, \xi) < +\infty$ with probability 1 for all $x_1 \in \mathbb{R}^{n_1}$.

- When $Q(x_1, \xi) < +\infty$ is true only for $x_1 \in X_1 = \{x_1 \in \mathbb{R}^{n_1} : A_{11}x_1 = b_1, x_1 \geq 0\}$, the problem is said to have *relative recourse*.

Now let, $X_2 = \{x_2 \in \mathbb{R}^{n_2} : Q(x_1, \xi) < +\infty \text{ with probability } 1\}$. The sets $X_1$, $X_2$ and their intersection $X = X_1 \cap X_2$, are convex and closed. Assuming that the recourse function is bounded from below, that is $Q(x_1, \xi(\omega)) > -\infty$, it has the following properties (see [25], [29], [56], [62]):

- For fixed $x_1 \in \mathbb{R}^{n_1}$ and $f_2 \in \mathbb{R}^{n_2}$, the function $\xi(\omega) \rightarrow Q(x_1, \xi(\omega))$ is convex and piecewise linear.

- For fixed $x_1 \in \mathbb{R}^{n_1}$, $A_{21} \in \mathbb{R}^{m_2 \times n_2}$ and $b_2 \in \mathbb{R}^{m_2}$, the function $f_2 \rightarrow Q(x_1, \xi(\omega))$ is concave and piecewise linear.

- For fixed $\xi(\omega)$, the function $x_1 \rightarrow Q(x_1, \xi(\omega))$ is convex and piecewise linear on $X$.

- If $\xi$ has finite second moment then the function $Q(x_1) = \int_{\Omega} Q(x_1, \xi(\omega))P(d\omega)$ is finite and convex on $X$. 
In order to ensure that our problem is well defined, it is preferable to assume that $\xi$ has finite second moment.

In the first part of this chapter, we have given a formal definition of the two-stage stochastic programming problem. We have also reviewed its properties. In the remaining half of the chapter, we will discuss some of the solution techniques used to solve this class of problems.

### 3.4 L-shaped decomposition method

Let us consider the following stochastic programming problem with recourse:

\[
\min f_1(x_1) + \sum_{j=1}^{K} Q(x_1, \xi(\omega^j))P(\omega^j)
\]

\[
s.t. \quad A_{11}x_1 = b_1, \quad x_1 \geq 0, \quad (3.13)
\]

and for all $j$, we have

\[
Q(x_1, \xi(\omega^j)) = \min_{z_2} f_2(x_2(\omega^j))
\]

\[
s.t. \quad A_{21}(\omega^j)x_1 + A_{22}(\omega^j)x_2(\omega^j) = b_2(\omega^j), \quad x_2(\omega^j) \geq 0. \quad (3.14)
\]

We will assume that the functions $f_1(\cdot)$ and $f_2(\cdot)$ are both linear. We further assume that $X_1$ is bounded and that problem (3.13) is feasible; that is, the problem, where $\sum_{j=1}^{K} Q(x_1, \xi(\omega^j))P(\omega^j) = 0$, has an optimal solution $\bar{x}$.

Furthermore, there exists $x_2(\omega^j) \geq 0$ such that

\[
A_{21}(\omega^j)x_1 + A_{22}(\omega^j)x_2(\omega^j) = b_2(\omega^j), \quad \forall j. \quad (3.15)
\]

We will also assume that the recourse matrix $A_{22}$ is known with certainty; i.e. the second stage problem has fixed recourse.

Problem (3.13) becomes

\[
\min f_1^T \bar{x}_1 + \sum_{j=1}^{K} f_2^T x_2(\omega^j)P(\omega^j)
\]

\[
s.t. \quad A_{11}x_1 = b_1, \quad A_{21}(\omega^j)x_1 + A_{22}(\omega^j)x_2(\omega^j) = b_2(\omega^j), \quad x_2(\omega^j) \geq 0, \quad \forall j. \quad (3.16)
\]
Problem (3.16) is a linear programming problem, and can be solved using straight-forward methods (e.g. simplex, interior point). Depending on \( K \), it may be enormous and difficult to solve. However, a special structure exhibited by the recourse problem can be exploited to solve problem (3.16); that is,

\[
\min Q(x_1) = \sum_{j=1}^{K} f^T x_2(\omega^j)P(\omega^j)
\]

s.t.

\[
A_{22}x_2(\omega^j) = b_2(\omega^j) - A_{21}(\omega^j)x_1, \forall j,
\]

\[
x_2(\omega^j) \geq 0, \forall j.
\]

(3.17)

Since \( x_1 \) is a parameter in the above problem, the right-hand side of the constraints (i.e. \( [b_2(\omega^j) - A_{21}(\omega^j)x_1] \)) is constant for all \( j \); furthermore, the matrix resulting from the left-hand side of the constraints is diagonal with an identical element (i.e. \( A_{22} \) which is repeated for all \( j \)).

The feasibility assumption of problem (3.13) implicitly assumes that problem (3.17) is feasible as well. This is true since the \( x_2(\omega^j)'s \) which satisfy the system of equations (3.15) are the feasible solution of problem (3.17).

The main idea behind the L-shaped method (see [40], [44], [61]) is to replace the expected future cost in (3.13) by a scalar, say \( \Theta \), whose value is subsequently restricted by additional constraints. Hence, problem (3.13) becomes

\[
\min f^T x_1 + \Theta
\]

s.t.

\[
\Theta \geq Q(x_1),
\]

\[
x_1 \in X_1,
\]

(3.18)

where \( \Theta \) is a real number.

In order to solve problem (3.18), the L-shaped method operates by dropping the constraint \( \Theta \geq Q(x_1) \) and sequentially adding new constraints; these new constraints are of 2 types: feasibility and optimality constraints.

Let us now explain how the method works. For a given optimal solution of problem (3.18), \( \bar{x} \), \( Q(\bar{x}) \) can be found by solving problem (3.17) or its dual

\[
\max \sum_{j=1}^{K} p_j \pi_j^T [b_2(\omega^j) - A_{21}(\omega^j)\bar{x}]
\]

s.t.

\[
\pi_j^T A_{22} \leq f, \forall j,
\]

(3.19)
where, for every $j$, $\pi_j \in \mathbb{R}^{n_2}$ and has unrestricted components. Note that the dual problem can be decomposed into $K$ smaller problems of the form:

$$\max \quad p_j \pi_j^T [b_2(\omega^j) - A_{21}(\omega^j) \bar{x}]$$

s.t.

$$\pi_j^T A_{22} \leq f,$$  

(3.20)

for every $j$.

This method, therefore, splits the original problem (i.e. problem (3.13)) into a master problem, problem (3.18) and a subproblem, which in turn decomposed into $K$ subproblems (i.e. problem (3.20)) corresponding each to an outcome of the random vector.

By solving the master problem where cuts are initially absent, and later on, sequentially added, a trial solution, $\bar{x}$, is found. This solution is then used as a parameter in problem (3.20)

### 3.4.1 The feasibility cuts

If problem (3.17) was infeasible, its dual, problem (3.19) would be unbounded; hence, there would exist, at least, one feasible direction $\sigma$ such that

$$\sigma^T [b_2(\omega^j) - A_{21}(\omega^j) \bar{x}] > 0,$$  

and

$$\sigma^T A_{22} \leq 0.$$  

(3.21)

Hence, to restore feasibility of the primal problem (3.17), a constraint must be added to the dual problem (3.19) that will cut off the infeasible part of $X_1$. The new constraint, the feasibility cut, is

$$\sigma^T [b_2(\omega^j) - A_{21}(\omega^j) x_1] \leq 0.$$  

(3.22)

This constraint must hold for every $x_1 \neq \bar{x}$. The direction $\sigma$ is found by solving the following problem

$$\max \{\sigma^T [b_2(\omega^j) - A_{21}(\omega^j) \bar{x}] : \sigma^T A_{22} \leq 0, \|\sigma\| \leq 1\}.$$  

(3.23)

The constraint $\|\sigma\| \leq 1$ has been introduced to bound the maximal value of the objective function. Since $\sigma$ is unrestricted, we replace it by $\sigma^+ - \sigma^-$, where $\sigma^+, \sigma^- \geq 0$; the problem (3.23) then becomes

$$\max \quad (\sigma^+ - \sigma^-)^T [b_2(\omega^j) - A_{21}(\omega^j) \bar{x}]$$

s.t.

$$A_{22} \sigma^+ - A_{22} \sigma^- \leq 0,$$

$$e^T \sigma^+ + e^T \sigma^- \leq 1,$$

$$\sigma^+, \sigma^- \geq 0.$$  

(3.24)
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where \( e \) is a vector of ones and \( e \in \mathbb{R}^m \), and \( \bar{x} \) is a parameter. The dual of problem (3.24) is

\[
\begin{align*}
\min \quad & t \\
\text{s.t.} \quad & A_{22}y + e^T t \geq b_2(\omega^j) - A_{21}(\omega^j)\bar{x}, \\
& -A_{22}y + e^T t \geq -(b_2(\omega^j) - A_{21}(\omega^j)\bar{x}), \\
& y, t \geq 0,
\end{align*}
\]

(3.25)

where \( y, t \) are the dual variables.

If \( t = 0 \), there exists a \( y \geq 0 \) satisfying

\[
\begin{align*}
A_{22}y &= b_2(\omega^j) - A_{21}(\omega^j)\bar{x} \\
&= 0.
\end{align*}
\]

Hence, the \( j \)-th dual subproblem (3.20) has a feasible solution.

If the optimal solution of (3.25) is positive, i.e \( t > 0 \), the \( j \)-th dual subproblem (3.20) is unbounded; we can deduce the value of \( \bar{\sigma} \), and we have

\[
\bar{\sigma}^T [b_2(\omega^j) - A_{21}(\omega^j)\bar{x}] > 0.
\]

(3.27)

Hence, we can construct the new feasibility cut:

\[
\bar{\sigma}^T [b_2(\omega^j) - A_{21}(\omega^j)x] \leq 0.
\]

(3.28)

3.4.2 The optimality cuts

If on the other hand, the dual subproblem (3.20) has an optimal solution (we call \( \bar{x} \) the optimal solution of the \( j \)-th dual subproblem) its primal problem is bounded. Since its feasibility was assumed, from the theory of linear programming (see the weak duality lemma in, for example, [47 : 89], we have

\[
Q(x_1) \geq \sum_{j=1}^{K} p_j \bar{\pi}_j^T [b_2(\omega^j) - A_{21}(\omega^j)\bar{x}],
\]

(3.29)

for every \( x_1 \), with equality holding for \( x_1 = \bar{x} \).

The above inequality is an optimality cut. Note that for both types of cuts, \( x_1 \) is a parameter.

After \( N \) iterations of the L-shaped algorithm, either we have, at each stage, obtained an infeasible master problem, and the number of feasible cuts is \( V = N \), or we have experienced a few cases of feasibility. In the second situation, the number of optimality cuts is \( J = N - V \).
3.4.3 The L-shaped decomposition: Algorithm

The ideas presented in the previous sections can be implemented using the following algorithm:

**step 0:**
Initialize $J = V = \nu = 0$.

**step 1:**
Set $\nu = \nu + 1$ and solve the master problem:

$$\begin{align*}
\min & \quad f^T_1 x_1 + \Theta \\
\text{s.t.} & \quad A_{11} x_1 = b_1, \\
& \quad x_1 \geq 0, \Theta \in R. \\
\end{align*}$$

(3.30)

If infeasible stop.

Let $(x^\nu, \Theta^\nu)$ be the optimal solution of the master problem. For $\nu = 0$, we set $\Theta = 0$ and $\Theta^\nu = -\infty$.

**step 2:**
For $j = 1, \ldots, K$, solve subproblem (3.25).

If for some $j$, we have $t > 0$, then set $V = V + 1$ and let $\sigma_V = \sigma$,

$$\begin{align*}
D_V &= \sigma^T_V A_{21}(\omega^j), \quad \text{and} \quad (3.31) \\
d_V &= \sigma^T_V d_2(\omega^j). \quad \text{(3.32)}
\end{align*}$$

We then add a feasibility cut, i.e. constraint of type: $D_s x_1 \geq d_s$ to the master problem.

Return to step 1

Else

Let $Opt_j$ be the optimal value of the objective function the dual subproblem (3.20), and $\pi_j$ its optimal solution,

If $\Theta^\nu \geq \sum_{j=1}^K Opt_j$, stop: $x^\nu$ is optimal.

Set $J = J + 1$ and define

$$\begin{align*}
E_J &= \sum_{j=1}^K p_j \pi_j^T A_{21}(\omega^j), \quad \text{and} \quad (3.33) \\
e_J &= \sum_{j=1}^K p_j \pi_j^T d_2(\omega^j). \quad \text{(3.34)}
\end{align*}$$

If $\Theta^\nu = \sum_{j=1}^K Opt_j$, then $(x^\nu, \Theta^\nu)$ is the optimal solution of the master problem.
Otherwise we add a new constraint of type $E_x x_1 + \Theta \geq e$, i.e. an optimality cut, and return to step 1.

**Remark 3.1** If the dual subproblem (3.20) is feasible, and the set $X_1$ is bounded, the method will terminate after a finite number of iterations.

The use of the L-shaped method implies having to deal with an enormous amount of work at each iteration. When only the right-hand side of the linear programming problems is random, we have to solve many similar LPs; this problem (i.e. solving a large number of similar LPs) has attracted a lot of attention, as a result, several methods have been introduced (e.g. "bunching", see [63]).

It was assumed that problem (3.13) is bounded; to guarantee its boundedness, we can just add bounds on the decision variables.

### 3.5 Approximation of the probability function

Consider the problem

\[
\begin{align*}
\min & \quad f(x_1) + E[Q(x_1, \xi)] \\
\text{s.t.} & \quad A_{11} x_1 = b_1, \\
& \quad x \geq 0,
\end{align*}
\]

(3.35)

where $x \in \mathbb{R}^n$, $A_{11} \in \mathbb{R}^{m_1 \times n_1}$, $b_1 \in \mathbb{R}^{m_1}$ and $f : \mathbb{R}^{n_1} \to \mathbb{R}$. The vector $\xi$ is defined as earlier. However, we will assume that only the function $f_2$ is random. Note that, we have that the expected second stage cost $Q(x)$ can be expressed as follows:

\[
Q(x) = E[Q(x, \xi)]
= \int_{\Omega} Q(x, \xi(\omega)) P(d\omega)
= \int \int \ldots \int Q(x, \xi(\omega)) \phi(\omega) d\omega_1 d\omega_2 \ldots d\omega_M,
\]

(3.36)

where $\phi(\omega)$ is the density function of the random vector $\omega = (\omega_1, \ldots, \omega_2)^T$. Note that we have dropped the subscript of $x$ in the expression of the cost; we will do the same in the remaining part of the chapter.

In other words, in order to solve problem (3.35), we need to calculate the multiple integral (3.36) or a multiple sum; this is a very difficult task.

A way out (see [7], [25]) is to partition $\Xi$ (or $\Omega$) into a finite number of disjoint subsets $\Xi_1, \ldots, \Xi_L$ with probabilities $p_1 = p(\xi_1 \in \Xi_1), \ldots, p_L = p(\xi_L \in \Xi_L)$.
respectively. Using this new probability measure (say, $P^v$), the expectation is approximated by
\[ Q^v(x) = \sum_{i=1}^{L} p_i Q(x, \xi_i). \] (3.37)

However, if a good and efficient method for finding $P^v$ is not used, $Q^v(x)$ will be a good approximation to $Q(x)$ only if $L \to +\infty$; i.e., the multiple integral or multiple sum is replaced by an infinite sum. In other words, we are still in trouble. A good approximation scheme should include:

- a proper way for replacing the original random vector with a discrete one,
- a way to estimate the accuracy of the approximation, and
- a technique, if needed, of improving the accuracy of the approximation.

The following convergence results are the basis for the design of such schemes:

Consider $\{P^v, v = 1, \ldots\}$, a sequence of probability measures converging in distribution to $P$, and suppose that for $x \in X = \{x : A_1 x = b_1, x \geq 0\}$ the function $Q(x, \xi)$ is uniformly integrable with respect to $P^v$; furthermore, we suppose that there exists a bounded set $D$ such that

\[ D \cap \arg\min_{x \in X} [Q^v(x) = h Q(x, \xi) P^v(d\xi)] \neq \emptyset, \text{ for almost all } v, \]

then
\[ \inf_{X} Q = \lim_{v \to \infty} (\inf_{X} Q^v), \] (3.38)

and
\[ \text{if } x^v \in \arg\min_{X} Q^v, \text{ and } x = \lim_{k \to \infty} x^v, \]
then
\[ x \in \arg\min_{X} Q \max. \] (3.40)

These results suggest that, $P^v$ can be chosen such that
\[ \inf_{X} Q^v \leq \inf_{X} Q, \] (3.41)
and $P^{v+1}$ such that
\[ \inf_{X} Q \leq \inf_{X} Q^{v+1}. \] (3.42)

An easy way to find such probabilities is to exploit the properties of the function $Q(x, \xi)$. For example, if $Q(x, \xi)$ is convex, we can use the Jensen inequality to construct probability measures that yield lower approximates of $Q$. 
3.5.1 Lower bound: The Jensen inequality

If a function $g(y)$ is convex over the support of the random variable $y$, then, by the Jensen inequality, we have

$$E[g(y)] \geq g(E[y]).$$  \hfill (3.43)

In other words, for a convex function, the Jensen inequality can be used to obtain lower bounds. The direction of the inequality is reversed for a concave function.

We know from the discussion of the properties of problems with recourse that the function $Q(x, \xi(\omega))$ is convex for fixed $x$. Hence, by Jensen's inequality, we have

$$Q(x, E[\xi]) = Q(x, \int \xi(\omega) P(d\omega)) \leq E[Q(x, \xi)] \leq \int Q(x, \xi(\omega)) P(d\omega).$$  \hfill (3.44)

The previous bound can be improved by using $\Xi_\ell$ ($\ell = 1, \ldots, L$), a partition of $\Xi$.

Let $\xi^\ell = E[\xi | \Xi_\ell]$ and $p_\ell = p(\xi \in \Xi_\ell)$ so that $Q(x, E[\xi | \Xi_\ell]) = Q(x, \xi^\ell)$.

Then applying inequality (3.44) to each $\Xi_\ell$ and summing over $\Xi$, we get

$$E[Q(x, \xi)] \geq \sum_\ell p_\ell Q(x, \xi^\ell).$$  \hfill (3.45)

3.5.2 The Edmundson-Madansky inequality

The main idea here is to find a new probability measure, $\hat{p}$, with support $\text{ext} \, \Xi = \{\xi^1, \xi^2, \ldots, \xi^J\}$ (the set of extreme points of the convex hull of $\Xi$) such that

$$\sum_{j=1}^J \hat{p}_j(\xi) = 1,$$

and

$$\sum_{j=1}^J \xi^j \hat{p}_j(\xi) = \xi.$$

Using this idea for our recourse function, we obtain

$$Q(x, \xi) = Q(x, \sum_{j=1}^J \xi^j \hat{p}_j(\xi)).$$  \hfill (3.46)

Since the function $Q(x, \cdot)$ is convex, the following inequality holds

$$Q(x, \xi) \leq \sum_{j=1}^J \hat{p}_j(\xi) Q(x, \xi^j).$$  \hfill (3.47)
Taking the expectation on both sides, we obtain
\[
Q(x) \leq \int \sum_{j=1}^{J} \hat{P}_j(\xi) Q(x, \xi^j) P(d\xi)
\]
\[
= \sum_{j=1}^{J} \left[ \int \hat{P}_j(\xi) Q(x, \xi^j) P(d\xi) \right]
\]
\[
= \sum_{j=1}^{J} \hat{P}_j Q(x, \xi^j),
\]
where the \( \hat{P}_j \)'s represent a discrete probability function on \( \Xi \), and we have \( \hat{P}_j = \int_{\Xi} \hat{P}_j(\xi) P(d\xi) \).

To find the best possible approximation to \( Q(x) \), we solve the following problem
\[
\min_{\hat{P}_j} \sum_{j=1}^{J} \hat{P}_j Q(x, \xi^j)
\]
s.t.
\[
\sum_{j=1}^{J} \xi^j \hat{P}_j(\xi) = E[\xi],
\]
\[
\sum_{j=1}^{J} \hat{P}_j(\xi) = 1,
\]
\[
\hat{P}_j(\xi) \geq 0, \quad \forall j.
\]

We will first apply these ideas to the case where \( \xi \) is a one-dimensional random variable defined on an interval; that is, \( \xi = [a, b] \).

Consider the convex function \( \Phi(\xi) : [a, b] \to R \). Consider, also, the linear function \( h(\xi) : [a, b] \to R \) whose equation is of the form: \( h(\xi) = c\xi + d \).

We assume that the graph of \( h(\xi) \) goes through the points \( (a, \Phi(a)) \) and \( (b, \Phi(b)) \). Hence, the equation of \( h(\xi) \) is
\[
h(\xi) = \Phi(b) - \Phi(a) \frac{\xi - b}{b - a} + \frac{b - a}{b - a} \Phi(a)
\]
\[
= \frac{b - \xi}{b - a} \Phi(a) + \frac{\xi - a}{b - a} \Phi(b).
\]
The expected value of \( h(\xi) \) is
\[
E[h(\xi)] = \frac{b - E[\xi]}{b - a} \Phi(a) + \frac{E[\xi] - a}{b - a} \Phi(b),
\]
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where

\[ E[\xi] = \int_{a}^{b} \xi P(d\xi). \]

If we let

\[ \hat{\rho}(\xi = a) = \frac{b - \xi}{b - a}, \]

and

\[ \hat{\rho}(\xi = b) = \frac{\xi - a}{b - a}, \]

then

\[ h(\xi) = \hat{\rho}(\xi = a)\Phi(a) + \hat{\rho}(\xi = b)\Phi(b) = E_\hat{\rho}[\Phi(\xi)]. \]

We have found a way to replace an arbitrary probability density function \( P \) by a discrete probability function \( \hat{P} \). The expectation with respect to the new probability is \( E_\hat{\rho} \).

Hence, for any \( \xi \in \Xi \), we have

\[ \xi = E_\hat{\rho}[\xi] = \hat{\rho}(\xi = a)a + \hat{\rho}(\xi = b)b = \frac{b - \xi}{b - a}a + \frac{\xi - a}{b - a}b, \]

and

\[ \Phi(\xi) = \Phi\left(\frac{b - \xi}{b - a}a + \frac{\xi - a}{b - a}b\right). \]

Using the convexity of \( \Phi(\cdot) \), we can write

\[ \Phi(\xi) \leq \frac{b - \xi}{b - a}\Phi(a) + \frac{\xi - a}{b - a}\Phi(b). \]

We have just established the Edmundson-Madansky inequality which gives an upper bound to the value of \( E[\Phi(\xi)] \).

Hence, since the recourse function of our problem is stochastic, we can apply inequality (3.57) to find an upper bound:

\[ Q(x) = E[Q(x, \xi)] = \int_{a}^{b} Q(x, \xi) P(d\xi) \leq \int_{a}^{b} \left[ \frac{b - \xi}{b - a}Q(x, a) + \frac{\xi - a}{b - a}Q(x, b) \right] P(d\xi) \]

\[ = \frac{b - E[\xi]}{b - a}Q(x, a) + \frac{E[\xi] - a}{b - a}Q(x, b), \]

(3.58)
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that is,

\[ Q(x) \leq p_a Q(x, a) + p_b Q(x, b) = E_P [Q(x, \xi)] \quad (3.59) \]

where

\[ p_a = \frac{b - E[\xi]}{b - a}, \quad (3.60) \]

and

\[ p_b = \frac{E[\xi] - a}{b - a}. \quad (3.61) \]

The best choice for the new probability function is obtained by solving the problem

\[
\begin{align*}
\min_{P} E_P [Q(x, \xi)] &= p_a Q(x, a) + p_b Q(x, b) \\
\text{s.t.} \quad p_a a + p_b b &= E_P [\xi], \\
\quad p_a + p_b &= 1. \\
\quad p_a, p_b &\geq 0.
\end{align*}
\]

(3.62)

As was explained earlier, the bound can be tightened by partitioning \( \Xi \).

We will first consider the case where the number of subsets is equal to 2 (i.e. \( L=2 \)); that is,

\[ [a, b] = [a, \xi^0] \cup [\xi^0, b]. \quad (3.63) \]

Hence,

\[
\begin{align*}
Q(x) &= E[Q(x, \xi)] \\
&= \int_a^b Q(x, \xi) P(d\xi) \\
&= \int_a^{\xi^0} Q(x, \xi) P(d\xi) + \int_{\xi^0}^b Q(x, \xi) P(d\xi).
\end{align*}
\]

(3.64)

We can, now, apply the Edmundson-Madansky inequality on both intervals, \([a, \xi^0]\), and \([\xi^0, b]\); we obtain the following inequality

\[
Q(x) \leq p_1 \left( \frac{\xi^0 - \xi^1}{\xi^0 - a} Q(x, a) + \frac{\xi_1 - a}{\xi^0 - a} Q(x, \xi^0) \right) + \\
+ p_2 \left( \frac{b - \xi^2}{b - \xi^0} Q(x, \xi^0) + \frac{\xi_2 - \xi^0}{b - \xi^0} Q(x, b) \right),
\]

(3.65)
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where

\[
\begin{align*}
\xi^0 &= E\{\xi[a,b]\}, \\
\xi_1 &= E\{\xi|[a,\xi^0]\}, \quad \text{and} \\
\xi_2 &= E\{\xi|[\xi^0,b]\};
\end{align*}
\]

and

\[p_1 = p(\xi \in [a,\xi^0]), \quad p_2 = p(\xi \in [\xi^0,b]).\]

The best choices for \(p_1\) and \(p_2\) are found by solving a problem equivalent to problem (3.62).

The inequality (3.65) can be generalised for \(L \geq 2\). In order to do that, let the intervals

\[I_\ell = [\xi^{\ell-1},\xi^\ell] \quad \text{for} \quad \ell = 1, \ldots, L,
\]

such that

\[I_\ell \cap I_m = \emptyset \quad \text{for} \quad \ell \neq m, \quad \text{and} \quad p_\ell = p(\xi \in I_\ell),
\]

be a partition of \(\Xi = [a,b]\), where \(\xi^0 = a\) and \(\xi^L = b\).

Hence, we obtain the following generalisation of inequality (3.65):

\[
Q(x) \leq \sum_{\ell=1}^{L} \left( \frac{p_\ell}{\xi^\ell - \xi^{\ell-1}} \left[ (\xi^\ell - \xi_\ell)Q(x,\xi^{\ell-1}) + (\xi_\ell - \xi^{\ell-1})Q(x,\xi^\ell) \right] \right), \quad (3.66)
\]

where \(\xi_\ell = E[\xi|I_\ell]\).

In the above discussion, \(\omega\) was assumed to be of dimension one and we had \(\xi = \xi_1\); we will, now, derive the inequality for the case where \(\omega\) is a \(K\)-dimensional vector with independent components and we have \(\xi = (\xi_1, \ldots, \xi_K)^T\).

If \(K = 2\), we have

\[
\xi = (\xi_1, \xi_2)^T \quad \text{such that}
\]

\[\xi_k \in [a_k,b_k] \quad \text{for} \quad k = 1,2 \quad \text{and} \quad \Xi = \prod_{k=1}^{2} [a_k,b_k].
\]

Then

\[
Q(x) = E[Q(x,\xi_1,\xi_2)], \quad (3.67)
\]

and since \(\xi_1\) and \(\xi_2\) are independent, we can write

\[
Q(x) = \int_{a_2}^{b_2} dF_2(\xi_2) \int_{a_1}^{b_1} dF_1(\xi_1) Q(x,\xi_1,\xi_2), \quad (3.68)
\]
where, \( F_k(\xi_k) : [a_k, b_k] \rightarrow \mathbb{R}[0, 1] \) is the distribution function of \( \xi_k \) for \( k = 1, 2 \).

Now, we introduce a discrete probability function on \([a_1, b_1]\) and \([a_2, b_2]\):

\[
\begin{align*}
p^1_1 &= p(\xi_1 = a_1) = \frac{b_1 - \xi_1}{b_1 - a_1}, & p^1_2 &= p(\xi_1 = b_1) = \frac{\xi_1 - a_1}{b_1 - a_1}, \\
p^2_1 &= p(\xi_2 = a_2) = \frac{b_2 - \xi_2}{b_2 - a_2}, & p^2_2 &= p(\xi_2 = b_2) = \frac{\xi_2 - a_2}{b_2 - a_2},
\end{align*}
\]

where, for \( k = 1, 2 \), we have

\[
\xi_k = E\{\xi_k | [a_k, b_k]\},
\]

and

\[
p^1_1 + p^2_1 = 1.
\]

Hence, using the discrete density functions introduced above, the possible outcomes of \( \xi \) are:

\[
\xi^1 = (a_1, a_2)^T, \quad \xi^2 = (b_1, a_2)^T, \quad \xi^3 = (a_1, b_2)^T, \quad \xi^4 = (b_1, b_2)^T,
\]

with probabilities

\[
\begin{align*}
\bar{p}_1 &= p(\xi = \xi^1) = \frac{b_2 - \xi_2}{b_2 - a_2}\left(\frac{b_1 - \xi_1}{b_1 - a_1}\right), & \bar{p}_2 &= p(\xi = \xi^2) = \frac{b_2 - \xi_2}{b_2 - a_2}\left(\frac{\xi_1 - a_1}{b_1 - a_1}\right), \\
\bar{p}_3 &= p(\xi = \xi^3) = \frac{b_1 - \xi_1}{b_1 - a_1}\left(\frac{b_2 - \xi_2}{b_2 - a_2}\right), & \bar{p}_4 &= p(\xi = \xi^4) = \frac{\xi_1 - a_1}{b_1 - a_1}\left(\frac{\xi_2 - a_2}{b_2 - a_2}\right).
\end{align*}
\]

Hence, we obtain the following inequality

\[
Q(x) \leq \bar{p}_1 Q(x, \xi^1) + \bar{p}_2 Q(x, \xi^2) + \bar{p}_3 Q(x, \xi^3) + \bar{p}_4 Q(x, \xi^4). \tag{3.69}
\]

Suppose, now, that \( K \geq 2 \); that is

\[
\xi = (\xi_1, \ldots, \xi_K)^T \quad \text{such that} \quad \xi_k \in [a_k, b_k] \quad \text{for every} \quad k = 1, \ldots, K \quad \text{and} \quad \Xi = \bigotimes_{k=1}^{K} [a_k, b_k].
\]

If the function \( F_k(\xi_k) : [a_k, b_k] \rightarrow \mathbb{R}[0, 1] \) is the distribution of \( \xi_k \), then

\[
Q(x) = E\{Q(x, \xi_1, \ldots, \xi_K)\} = \int_{a_k}^{b_k} dF_k(\xi_k) \cdots \int_{a_1}^{b_1} dF_1(\xi_1) Q(x, \xi_1, \ldots, \xi_K). \tag{3.70}
\]

As earlier, we apply the Edmunson-Madansky inequality to the each interval \([a_k, b_k]\) while leaving the other intervals and the corresponding components unattended:
First, we apply the inequality to the interval \([a_1, b_1]\) while leaving \(\xi_2, \ldots, \xi_K\) and their corresponding intervals unattended; we obtain

\[
Q(x, \xi_1, \ldots, \xi_K) \leq \left( \frac{b_1 - \xi_1}{b_1 - a_1} \right) Q(x, a_1, \xi_2, \ldots, \xi_K) + \left( \frac{\xi_1 - a_1}{b_1 - a_1} \right) Q(x, b_1, \xi_2, \ldots, \xi_K). \tag{3.71}
\]

Integrating with respect to \(\xi\) yields

\[
\int_{a_1}^{b_1} dF_1 Q(x, \xi_1, \ldots, \xi_K) \leq \left( \frac{b_1 - \xi_1}{b_1 - a_1} \right) Q(x, a_1, \xi_2, \ldots, \xi_K) + \left( \frac{\xi_1 - a_1}{b_1 - a_1} \right) Q(x, b_1, \xi_2, \ldots, \xi_K). \tag{3.72}
\]

Next, we leave \(\xi_2, \ldots, \xi_K\) unattended, and repeat the above procedure for \(\xi_2 \in [a_2, b_2]\) on expression (3.72) to obtain

\[
\int_{a_2}^{b_2} dF_1 \int_{a_1}^{b_1} dF_1 Q(x, \xi_1, \ldots, \xi_K) \leq Q_1 + Q_2 + Q_3 + Q_4, \tag{3.73}
\]

where

\[
Q_1 = \left( \frac{b_1 - \xi_1}{b_1 - a_1} \right) \left( \frac{b_2 - \xi_2}{b_2 - a_2} \right) Q(x, a_1, a_2, \xi_3, \ldots, \xi_K),
\]

\[
Q_2 = \left( \frac{b_1 - \xi_1}{b_1 - a_1} \right) \left( \frac{\xi_2 - a_2}{b_2 - a_2} \right) Q(x, a_1, b_2, \xi_3, \ldots, \xi_K),
\]

\[
Q_3 = \left( \frac{\xi_1 - a_1}{b_1 - a_1} \right) \left( \frac{b_2 - \xi_2}{b_2 - a_2} \right) Q(x, b_1, a_2, \xi_3, \ldots, \xi_K), \quad \text{and}
\]

\[
Q_4 = \left( \frac{\xi_1 - a_1}{b_1 - a_1} \right) \left( \frac{\xi_2 - a_2}{b_2 - a_2} \right) Q(x, b_1, b_2, \xi_3, \ldots, \xi_K).
\]

The same procedure is repeated for \(\xi_3, \ldots, \xi_K\); finally, we obtain

\[
Q(x) \leq \left( \prod_{k=1}^{K} (b_k - a_k)^{-1} \right) \sum_{\gamma \in \Gamma} \left( \prod_{k=1}^{K} |\xi_k - \gamma_k| \right) Q(x, \gamma_1, \ldots, \gamma_K), \tag{3.74}
\]

where, \(\Gamma = \{\gamma = (\gamma_1, \ldots, \gamma_K) : \gamma_i = a_i \quad \text{or} \quad b_i, i = 1, \ldots, K\}\).

Note that, \(\Gamma = \text{ext } \Xi\).

As for the one dimensional case, we can tighten this inequality. It is done by partitioning each interval \([b_k, a_k]\); therefore, we have

\[
\Xi = \prod_{k=1}^{K} [a_k^l, b_k^l] \quad \text{for every } l = 1, \ldots, L.
\]
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In this case, we have

\[ Q(x) = E[Q(x, \xi)] \]
\[ = \sum_{t=1}^{L} \int_{\Xi_t} Q(x, \xi) P(d\xi) \]
\[ = \sum_{t=1}^{L} p_t \int_{\Xi_t} Q(x, \xi) P_t(d\xi) \]
\[ = \sum_{t=1}^{L} p_t E_t[Q(x, \xi)], \quad (3.75) \]

where \( P = p_t P_t \), and \( E_t \) is the expectation with respect to \( P_t \).

The expectation, \( E_t[Q(x, \xi)] \), is dealt with separately using the corresponding intervals; hence, we obtain

\[ Q(x) \leq \sum_{t=1}^{L} p_t E_t[Q(x, \xi^t)], \quad (3.76) \]

where, \( \xi^t \) is the random element associated with the probability function defined on \( \Xi_t \) by

\[ \xi^t = \begin{cases} 
    a_k^t & \text{with probability } \frac{b_k^t - \xi_k^t}{b_k^t - a_k^t} \\
    b_k^t & \text{with probability } \frac{\xi_k^t - b_k^t}{b_k^t - a_k^t},
\end{cases} \quad (3.77) \]

where \( \xi_k^t = E[\xi|\Xi_t] \), and \( p_t = p(\xi \in \Xi_t) \) for every \( t = 1, \ldots, L^k \) and \( k = 1, \ldots, K \).

**Remark 3.2** The inequalities were derived for the case where a random variable is defined on an interval; the derivation for the case where the random variables are defined on simplices can be found in Frauendorfer (see [29]).

If we have randomness in both the objective and the right-hand side of the constraints, and the corresponding random variables are different and independent, then we get a lower bound by applying the Jensen inequality on the right-hand side random variables and the Edmundson-Madansky inequality in the objective. An upper bound is obtained if we apply these inequalities the other way around.

The inequalities resulting from the approximation schemes will give us a lower (LB) and an upper (UB) bound for the expected recourse function, i.e.

\[ LB \leq E[Q(x, \xi)] \leq UB. \]

If \( UB - LB \leq \) Tolerance level, then we have found a solution; otherwise we need to tighten the bounds.
CHAPTER 3. TWO-STAGE STOCHASTIC PROGRAMMING

The L-shaped method can be be used within the approximation schemes.

The approximation of the probability function is not the only approximation scheme available; it is also possible to approximate the objective function itself. However, this technique works only for certain types of functions.

One should also note that there are several other approximation schemes. One such scheme is the Barycentric approximation which exploits the saddle property of the recourse function with respect to the random variables. This scheme is a powerful alternative to the Jensen and the Edmunson-Madansky inequalities when the number of random elements is large. Note that both these approximation schemes are special cases of the Barycentric approximation. Useful information on this scheme can be found in Frauendorfer (see [29]).

The discussion was focused on the case where the components of $\zeta$ are independent; the derivation of the inequalities for the case where these components are dependent can be found in Frauendorfer (see [28]). Note, however, that in practice these components are always assumed to be independent since it is extremely difficult to find an accurate description of their relationship.

The extension to the multi-stage case can be found in Frauendorfer (see [30]) and Birge (see [8]).

3.6 Monte Carlo sampling method

3.6.1 Monte Carlo method: A simple scheme

Approximation schemes have been used to tackle the difficulties resulting from the existence of multiple integrals, multiple sums and continuous distributions. However, when the number of independent variables is large, these schemes become extremely difficult to implement. In this case, Monte Carlo sampling method appears to be the only effective way to calculate the integral.

Suppose that we want to calculate the following integral:

\[ I = \int_{\Omega} f(\omega)\phi(\omega)d\omega \]

\[ = \int \int \cdots \int f(\omega)\phi(\omega)d\omega_1 d\omega_2 \cdots d\omega_K, \quad (3.78) \]

where $\omega = (\omega_1, \omega_2, \ldots, \omega_K)^T$ has probability density function $\phi(\omega_1, \omega_2, \ldots, \omega_K)$.

The main idea behind Monte Carlo simulation is to find $\hat{I}$ an estimate of $I$ using a randomly and independently generated sample of vectors of size $N$, i.e. $(\omega^1, \omega^2, \ldots, \omega^N)$. 
Since $\tilde{I}$ is unlikely to be equal to $I$, two questions should be answered during the process:

- What should the sample size be in order to ensure a specific statistical accuracy?
- Given a sample of size $N$, how accurate is the estimated solution?

Different Monte Carlo techniques can be used to find the estimate, and for each of them, there is a different answer to the above questions.

Using the simple Monte Carlo technique, we generate $N$ scenarios $(\omega^1, \omega^2, \ldots, \omega^N)$ independently from their joint probability density function, and the estimate of $I$ is

$$\tilde{I} = \frac{1}{N} \sum_{n=1}^{N} f(\omega^n). \quad (3.79)$$

Note that $\tilde{I}$ is a random variable, and $E[\tilde{I}] = I$; its accuracy is given by its variance

$$\sigma_{\tilde{I}}^2 = \frac{\text{var}(I)}{N}, \quad (3.80)$$

where $\text{var}(I)$ is the variance of $I$.

We see that, though $\sigma_{\tilde{I}}^2$ does not depend on $K$, the number of components of $\omega$, it does, however, depend on the sample size. If we want to obtain a good accuracy using this technique, we must use a very large sample. Unfortunately, this is a very expensive option. Therefore, we will have to rely on a different technique.

### 3.6.2 Importance sampling

The idea here is (see [15], [16], [33], [40]) to find a probability density function $g(\cdot)$ such that,

firstly we have

$$I = \int_{\Omega} f(\omega)\phi(\omega)d\omega$$

$$= \int_{\Omega} f(\omega)\phi(\omega)g(\omega)\frac{g(\omega)}{g(\omega)}d\omega$$

$$= E_g\{f(\tilde{y})\phi(\tilde{y})\phi(\tilde{y})\}, \quad (3.81)$$

where $\tilde{y} = (\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_K)^T$ is a random vector with outcome $y \in Y$, and whose probability density function is also $g(\cdot)$.
Once we have generated $N$ scenarios $y_1, y_2, \ldots, y_N$, we can calculate the estimate

$$\hat{I} = \frac{1}{N} \sum_{n=1}^{N} \frac{f(y^n)\phi(y^n)}{g(y^n)}. \quad (3.82)$$

Its variance is

$$\sigma^2_{\hat{I}} = \frac{1}{N} \left( \mathbb{E}_s \left[ \frac{f^2(\hat{y})\phi^2(\hat{y})}{g^2(\hat{y})} \right] - I^2 \right). \quad (3.83)$$

Secondly, the probability density function $g(\cdot)$ should be chosen in such a way that the objective of the improved technique is achieved, i.e. the variance of the estimate must be reduced. In this case, the best result possible would be: $\sigma^2_{\hat{I}} = 0$, that is we have the correct value of $I$ in just one observation!!!

This implies that

$$g^*(y) = \frac{f(y)\phi(y)}{\sum_{y \in Y} f(y)\phi(y)}. \quad (3.84)$$

Unfortunately, the expression of $g^*$ cannot be used since its denominator, $\sum_{y \in Y} f(y)\phi(y)$, is what we are looking for, i.e. $I$. The way out is to replace $\sum_{y \in Y} f(y)\phi(y)$ by an approximation. A simple approximation is obtained by assuming that $f(y)$ is roughly additive (see [15]), i.e. $f(y) \approx \sum_{k=1}^{K} f_k(y_k)$; where $f_k$ is the marginal contribution due to the $k$th component of $y$, $y_k$. Using this approximation, we obtain a new expression for $g(\cdot)$; that is,

$$g(y) = \frac{\phi(y)\sum_{k=1}^{K} f_k(y_k)}{\sum_{y \in Y} \phi(y) \sum_{k=1}^{K} f_k(y_k)}. \quad (3.85)$$

Note that, the quality of this approximation will directly affect the variance-reduction capability of the importance sampling technique for this particular problem; i.e. if the additivity assumption is a reasonable one, we will be able to reduce the variance of $I$ using a small sample. A further treatment of the previous expression gives

$$g(y) = \frac{\phi(y)\sum_{k=1}^{K} f_k(y_k)}{\sum_{k=1}^{K} \sum_{y \in Y} f_k(y_k)\phi(y)} \approx \frac{\phi(y)\sum_{k=1}^{K} f_k(y_k)}{\sum_{k=1}^{K} \mathbb{E}[f_k(\hat{y}_k)]}$$

$$= \prod_{k=1}^{K} \phi_k(y_k) \left( \sum_{l=1}^{K} \left( \frac{\mathbb{E}[f_l(\hat{y}_l)]}{\sum_{m=1}^{K} \mathbb{E}[f_m(\hat{y}_m)]} \right) \frac{f_l(y_l)}{\mathbb{E}[f_l(\hat{y}_l)]} \right)$$

$$= \sum_{k=1}^{K} \left( \frac{\mathbb{E}[f_k(\hat{y}_k)]}{\sum_{l=1}^{K} \mathbb{E}[f_l(\hat{y}_l)]} \right) \left( \phi_k(y_k) \prod_{m \neq k} \phi_m(y_m) \right), \quad (3.86)$$
where \( E[f_k(\hat{y}_k)] \) is estimated by sampling the marginal distribution of \( \hat{\omega}_k \).

Using this result, we can derive a new expression for \( I \), i.e.

\[
I = \mathbb{E}_y \left( \frac{f(\hat{y})}{g(\hat{y})} \right)
\]

\[
= \sum_{y \in Y} \frac{f(y) \phi(y) g(y)}{g(y)}
\]

\[
= \left( \sum_{y \in Y} \frac{f(y) \phi(y)}{g(y)} \right) \left( \sum_{k=1}^{K} \frac{E[f_k(\hat{y}_k)]}{E[f(\hat{y})]} \right) \left( \frac{\phi_k(\hat{y}_k) f_k(y_k)}{E[f_k(\hat{y}_k)]} \prod_{m \neq k} \phi_m(y_m) \right)
\]

\[
= \sum_{k=1}^{K} \left( \frac{E[f_k(\hat{y}_k)]}{E[f(\hat{y})]} \right) \left( \sum_{y \in Y} \frac{f(y) \phi(y)}{g(y)} \right) \left( \frac{\phi_k(\hat{y}_k) f_k(y_k)}{E[f_k(\hat{y}_k)]} \prod_{m \neq k} \phi_m(y_m) \right)
\]

\[
= \sum_{k=1}^{K} \left( \frac{E[f_k(\hat{y}_k)]}{E[f(\hat{y})]} \right) \mathbb{E}_k \left( \frac{f(\hat{y}) \phi(\hat{y})}{g(\hat{y})} \right),
\]

(3.87)

where the use of \( E_k \) means that the component \( y_k \) of the sample vector \( y^n \) is independently sampled using the marginal distribution,

\[
g_k(y_k) = \frac{\phi_k(\hat{y}_k) f_k(y_k)}{E[f_k(\hat{y}_k)]}.
\]

(3.88)

Note that, the above calculations make use of the \( f_k(y_k) \)'s; however, they are not given, and need to be calculated. In order to do that, we consider the cost in the \((\tau, \tau_1, \ldots, \tau_K)\)-space so that we have

\[
f_k(y_k) \approx f(\tau_1, \ldots, \tau_{i-1}, y_i, \tau_{i+1}, \ldots, \tau_K) - f(\tau_1, \ldots, \tau_i, \ldots, \tau_K),
\]

(3.89)

where the point \( \tau = (\tau_1, \ldots, \tau_K)^T \) is arbitrarily chosen from the set of possible outcomes of \( \hat{y} \).

If \( F \) is the additive approximation of \( f \), then we have

\[
F(y) = f(\tau) + \sum_{k=1}^{K} f_k(y_k).
\]

(3.90)

Hence,

\[
I = f(\tau) + \mathbb{E}_y [f(y) - f(\tau)]
\]

\[
= f(\tau) + \sum_{y \in Y} (f(y) - f(\tau)) g(y)
\]

\[
= f(\tau) + \sum_{k=1}^{K} E[f_k(\hat{y}_k)] \sum_{y \in Y} \Delta(y) \frac{f_k(y_k)}{E[f_k(\hat{y}_k)]} \prod_{m \neq k} \phi_m(y_m),
\]

(3.91)
where

\[
\Delta(y) = \frac{f(y) - f(\tau)}{\sum_{i=1}^K E[f_i(\bar{y}_i)]}.
\]

To find the estimate of \( I \), we partition the sample space into \( K \) non-empty subsets such that \( N_k \) the size of the subset \( k \) is approximately proportional to \( E[f_k(\bar{y}_k)] \).

Using

\[
\mu_k = \frac{1}{N_k} \sum_{n=1}^{N_k^*} \Delta(y^n),
\]

the estimate of the \( k \)-th sum,

\[
\sum_{y \in \mathcal{Y}} \Delta(y) \frac{f_k(y_k)}{E[f_k(\bar{y}_k)]} \prod_{m \neq k} \phi_m(y_m),
\]

we obtain

\[
\bar{I} = f(\tau) + \sum_{k=1}^K E[f_k(\bar{y}_k)]\mu_k,
\]

and its variance is given by

\[
\sigma_\bar{I}^2 = \sum_{k=1}^K \frac{E[f_k(\bar{y}_k)]\bar{\sigma}_k^2}{N_k},
\]

where \( \bar{\sigma}_k^2 \) is the sample variance of the \( k \)-th expectation (note that, \( \bar{\sigma}_k^2 = 0 \) if \( N_k = 1 \)).

Now that we have found, \( g(\cdot) \), the probability function that has the potential to reduce the variance of the estimate when a small sample is used, we can go back to our original problem.

### 3.6.3 Importance sampling within the L-shaped method

After \( N \) iterations of the L-shaped methods, we have the following master problem:

\[
\begin{align*}
\min & \quad f^T \mathbf{x}_1 + \Theta \\
\text{s.t.} & \quad A_{11} \mathbf{x}_1 = \mathbf{b}_1, \\
& \quad \sigma_s^T A_{21}(\omega^j) \mathbf{x}_1 \geq \sigma_s^T b_2(\omega^j) \quad (s = 1, \ldots, V), \\
& \quad \sum_{j=1}^K p_j \pi_s^T A_{21}(\omega^j) \mathbf{x}_1 + \Theta \geq \sum_{j=1}^K p_j \pi_s^T b_2(\omega^j) \quad (s = 1, \ldots, J), \\
& \quad \mathbf{x}_1 \geq 0, \quad \Theta \in \mathbb{R},
\end{align*}
\]
which can assume the new form:

\[
\begin{align*}
\text{min} & \quad f^T x_1 + \Theta \\
\text{s.t.} & \quad A_{11} x_1 = b_1, \\
& \quad \sum_{j=1}^{K} \sigma^T_s A_{21}(\omega^j) x_1 \geq \sum_{j=1}^{K} \sigma^T_s b^j_2(\omega^j) \quad (s = 1, \ldots, V), \quad (3.97) \\
& \quad \sum_{j=1}^{K} p_j \pi^T_s A_{21}(\omega^j) x_1 + \Theta \geq \sum_{j=1}^{K} p_j \pi^T_s b^j_2(\omega^j) \quad (s = 1, \ldots, J), \\
& \quad x_1 \geq 0, \Theta \in R,
\end{align*}
\]

that is,

\[
\begin{align*}
\text{min} & \quad f^T x_1 + \Theta \\
\text{s.t.} & \quad A_{11} x_1 = b_1, \\
& \quad E[\sigma^T_s A_{21}(\omega)] x_1 \geq E[\sigma^T_s b_2(\omega)] \quad (s = 1, \ldots, V), \quad (3.98) \\
& \quad E[p_j \pi^T_s A_{21}(\omega)] x_1 + \Theta \geq E[p_j \pi^T_s b_2(\omega)] \quad (s = 1, \ldots, J), \\
& \quad x_1 \geq 0, \Theta \in R,
\end{align*}
\]

where the terminology is the same as the one introduced earlier (see section 3.4).

The importance sampling methodology will be applied to estimate the expected values embedded in the constraints of problem (3.98), and to find the expected second-stage objective value (see [40]: 22-43); i.e. the objective value of the subproblems.

Using \( \hat{x} \) as a parameter in the expression of \( \Delta(\cdot) \), the terminology and the ideas presented in the previous section, we can write

\[
\begin{align*}
\Delta^P(\omega, \hat{x}) &= \frac{\sigma^T_s(\omega, \hat{x}) A_{21}(\omega) - \sigma^T_s(\tau, \hat{x}) A_{21}(\tau)}{\sum_{j=1}^{m} E[M^P_j]}, \\
\Delta^d(\omega, \hat{x}) &= \frac{\sigma^T_s(\omega, \hat{x}) b_2(\omega) - \sigma^T_s(\tau, \hat{x}) b_2(\tau)}{\sum_{j=1}^{m} E[M^P_j]}, \quad (3.99) \\
\Delta^E(\omega, \hat{x}) &= \frac{\pi^T_s(\omega, \hat{x}) A_{21}(\omega) - \pi^T_s(\tau, \hat{x}) A_{21}(\tau)}{\sum_{j=1}^{m} E[M^E_j]}, \quad (3.100) \\
\Delta^d(\omega, \hat{x}) &= \frac{\pi^T_s(\omega, \hat{x}) b_2(\omega) - \pi^T_s(\tau, \hat{x}) b_2(\tau)}{\sum_{j=1}^{m} E[M^E_j]}, \quad (3.101)
\end{align*}
\]

where
which can assume the new form:

\[
\begin{align*}
\min & \quad f^T x_1 + \Theta \\
\text{s.t.} & \quad A_{11} x_1 = b_1, \\
& \quad \sum_{j=1}^{K} \sigma^T \pi_{s} A_{21(\omega^j)} x_1 \geq \sum_{j=1}^{K} \sigma^T \pi_{s} b_2(\omega^j) \quad (s = 1, \ldots, V), \\
& \quad \sum_{j=1}^{K} p_{j} \pi^T \pi_{s} A_{21(\omega^j)} x_1 + \Theta \geq \sum_{j=1}^{K} p_{j} \pi^T \pi_{s} b_2(\omega^j) \quad (s = 1, \ldots, J), \\
& \quad x_1 \geq 0, \Theta \in \mathbb{R},
\end{align*}
\]

that is,

\[
\begin{align*}
\min & \quad f^T x_1 + \Theta \\
\text{s.t.} & \quad A_{11} x_1 = b_1, \\
& \quad E[\sigma_{s} A_{21(\omega^j)} x_1] \geq E[\sigma_{s} b_2(\omega^j)] \quad (s = 1, \ldots, V), \\
& \quad E[p_{j} \pi^T \pi_{s} A_{21(\omega^j)} x_1 + \Theta] \geq E[p_{j} \pi^T \pi_{s} b_2(\omega^j)] \quad (s = 1, \ldots, J), \\
& \quad x_1 \geq 0, \Theta \in \mathbb{R},
\end{align*}
\]

where the terminology is the same as the one introduced earlier (see section 3.4).

The importance sampling methodology will be applied to estimate the expected values embedded in the constraints of problem (3.98), and to find the expected second-stage objective value (see [40]: 22-43); i.e. the objective value of the subproblems.

Using \( \hat{x} \) as a parameter in the expression of \( \Delta(\cdot) \), the terminology and the ideas presented in the previous section, we can write

\[
\begin{align*}
\Delta^D(\omega, \hat{x}) & = \frac{\sigma^T(\omega, \hat{x}) A_{21(\omega)} - \sigma^T(\tau, \hat{x}) A_{21(\tau)}}{\sum_{j=1}^{m_2} E[M^D_j]}, \\
\Delta^d(\omega, \hat{x}) & = \frac{\sigma^T(\omega, \hat{x}) b_2(\omega) - \sigma^T(\tau, \hat{x}) b_2(\tau)}{\sum_{j=1}^{m_2} E[M^D_j]}, \\
\Delta^F(\omega, \hat{x}) & = \frac{\pi^T(\omega, \hat{x}) A_{21(\omega)} - \pi^T(\tau, \hat{x}) A_{21(\tau)}}{\sum_{j=1}^{m_2} E[M^F_j]}, \\
\Delta^d(\omega, \hat{x}) & = \frac{\pi^T(\omega, \hat{x}) b_2(\omega) - \pi^T(\tau, \hat{x}) b_2(\tau)}{\sum_{j=1}^{m_2} E[M^F_j]},
\end{align*}
\]

where
- $M_f^P = \sigma_f^T(\omega_j, \hat{x})A_{21}(\omega_j)$, is the marginal contribution of $\omega_j$.
- $M_f^d = \sigma_f^T(\omega_j, \hat{x})b_2(\omega_j)$, is the marginal contribution of $\omega_j$.
- $M_f^E = \pi_f^T(\omega_j, \hat{x})A_{21}(\omega_j)$, is the marginal contribution of $\omega_j$.
- $M_f^e = \pi_f^T(\omega_j, \hat{x})b_2(\omega_j)$, is the marginal contribution of $\omega_j$.

The expected values used in the constraints are

$$I_1 = E[\sigma_f^T A_{21}(\omega)]$$
$$= \sigma_f^T(\tau, \hat{x})A_{21}(\tau) + $$
$$\sum_{j=1}^{K} E[\tilde{M}_j^P] \sum_{\omega \in \Omega} \Delta^P(\omega, \hat{x}) \frac{M_j^P}{E[M_j^P]} \prod_{i}^{K} \phi_i(\omega_i)$$

$$I_2 = E[\sigma_f^T b_2(\omega)]$$
$$= \sigma_f^T(\tau, \hat{x})b_2(\tau) + \sum_{j=1}^{K} E[\tilde{M}_j^d] \sum_{\omega \in \Omega} \Delta^d(\omega, \hat{x}) \frac{M_j^d}{E[M_j^d]} \prod_{i}^{K} \phi_i(\omega_i)$$

$$I_3 = E[\pi_f^T A_{21}(\omega)]$$
$$= \pi_f^T(\tau, \hat{x})A_{21}(\tau) + $$
$$\sum_{j=1}^{K} E[\tilde{M}_j^E] \sum_{\omega \in \Omega} \Delta^E(\omega, \hat{x}) \frac{M_j^E}{E[M_j^E]} \prod_{i}^{K} \phi_i(\omega_i)$$

$$I_4 = E[\pi_f^T b_2(\omega)]$$
$$= \pi_f^T(\tau, \hat{x})b_2(\tau) + \sum_{j=1}^{K} E[\tilde{M}_j^e] \sum_{\omega \in \Omega} \Delta^e(\omega, \hat{x}) \frac{M_j^e}{E[M_j^e]} \prod_{i}^{K} \phi_i(\omega_i)$$

Their estimates are

$$\tilde{I}_1 = \sigma_f^T(\tau, \hat{x})A_{21}(\tau) + \sum_{j=1}^{K} E[\tilde{M}_j^P] \mu_j^P$$

$$\tilde{I}_2 = \sigma_f^T(\tau, \hat{x})b_2(\tau) + \sum_{j=1}^{K} E[\tilde{M}_j^d] \mu_j^d$$

$$\tilde{I}_3 = \pi_f^T(\tau, \hat{x})A_{21}(\tau) + \sum_{j=1}^{K} E[\tilde{M}_j^E] \mu_j^E$$
\[ I_4 = \pi^T(x, \hat{x})b_2(x) + \sum_{j=1}^{K} E[M_{ij}]\mu_j, \]

where

\[ \mu_{D} = \frac{1}{N_j} \Delta^D(\omega^i, \hat{x}), \quad \mu_{D} = \frac{1}{N_j} \Delta^D(\omega^i, \hat{x}) \]
\[ \mu_{E} = \frac{1}{N_j} \Delta^E(\omega^i, \hat{x}), \quad \mu_{E} = \frac{1}{N_j} \Delta^E(\omega^i, \hat{x}) \]

and \( \sum_{j=1}^{m} N_j = N \).

Using these estimates, problem (3.98) becomes

\[ \min \quad f_1^T x_1 + \Theta \]
\[ \text{s.t.} \]
\[ A_{11} x_1 = b_1, \]
\[ \bar{I}_1 x_1 \geq \bar{I}_2 \quad (s = 1, \ldots, V), \]
\[ \bar{I}_3 x_1 + \Theta \geq \bar{I}_4 \quad (s = 1, \ldots, J), \]
\[ x_1 \geq 0, \quad \Theta \in \mathbb{R}, \]

- **The Algorithm** (see [40]: 42-43)

**Step 0**
Initialise: \( \nu = 0, \quad UB^0 = \infty \).

**Step 1**
Solve the relaxed master problem:

\[ \min \quad f_1^T x_1 + \Theta \]
\[ \text{s.t.} \]
\[ A_{11} x_1 = b_1, \]
\[ x_1 \geq 0, \quad \Theta \in \mathbb{R}, \]

and let a lower bound be, \( LB^\nu = f_1^T \hat{x}^\nu + \Theta^\nu \).

**Step 2**
Let \( \nu = \nu + 1 \)
Solve the dual subproblems and obtain an upper bound:
\( UB^\nu = \min \{ UB^{\nu-1}, f_1^T \hat{x}^\nu + E[f_2(\hat{x}^\nu)] \} \).
Add a new cut, computed using importance sampling, to the master problem.

**Step 3**
Solve the master problem, and let a lower bound be, \( LB^\nu = f_1^T \hat{x}^\nu + \Theta^\nu \).
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Step 4
If \( LB^\nu \) and \( UB^\nu \) (note that both are random variables) are indistinguishable in distribution, then go to Step 2.
Otherwise calculate a new solution \((\hat{x}^\nu, \hat{\Theta}^\nu)\).

Step 5
If the solution is satisfactory, stop.
Otherwise go to Step 6.

Step 6
Increase the sample size, and go to Step 2.

Remark 3.3 To find the estimate of the expected cost of the second-stage problem, it suffices to follow the same steps using the appropriate integral.

The use of Monte Carlo techniques implies not solving the whole problem; the solution is obtained for the sample set but not for all possible outcomes, \( \omega \in \Omega \). However, it is reasonable to assume that the error made while estimating an integral is normally distributed with variance zero (see [40]: 32-34).

In general, for a reasonably large sample set, the variance of the estimate is small.

Cuts obtained using Monte Carlo techniques are not necessarily valid cuts; that is, they do sometimes cut off the feasible region of the second-stage problem (see [40]: 34-35).
Chapter 4

Multi-stage stochastic programming

4.1 The bond portfolio management problem

We illustrate this problem with an extension of the example introduced in the previous. Consider a planning period starting now, time $t = 0$, and ending at time $T$. The portfolio manager has to make a decision regarding the composition of her portfolio at each point in time. The decisions, at time $t$ ($t \geq 0$), are made taking into account the history up to date, $\omega^{t-1} \in \Omega$. This history represents the realisations, $\omega_t \in \Omega$, of the random parameters observed at each time point from $t = 0$ up to and including the previous date (i.e. $\omega^t = (\omega_0, \ldots, \omega_{t-1})$ where $\omega_0$ is the value of the parameters at $t = 0$). The manager must also consider the possible state of nature, $\omega_t$, at this time point. The objective of the portfolio manager is to maximise the expected utility of the wealth at time $T$. Note that her utility function is $U(\cdot)$. She must also make sure that the future liability payments are made. This is done in $T + 1$ stages:

1. In the first stage (i.e. time $t = 0$), she starts with an initial portfolio, and makes the first stage decision about the composition of her portfolio; that is, she chooses the investment that will maximise the expected utility value of her final wealth under the set of constraints.

2. In the $(t+1)$-th stage ($1 \leq t \leq T$), she investigates the possible scenarios (i.e. $\omega^t$) and has to assess the value of her portfolio. She compares the total cash flow to the value of the liabilities. Depending on whether the total cash flow allows the payment of the liabilities or not, she will have to make additional changes to the portfolio holdings.

In order to formulate this problem, we consider:

- $b_0$: the initial holding (in face value) of the risk free asset.
- $b_j$: the initial holdings of bond $j$ ($j = 1, \ldots, J$).
- $r_t(\omega^t)$: the short term interest rate during the period $(t, t + 1)$ given the history $\omega^t$.
- $f_{jt}(\omega^t)$: the cash flow generated from bond $j$ at time $t$ given the history $\omega^t$; the cash flow is expressed as a fraction of the face value.
- $\xi_{jt}(\omega^t)$: the selling price of bond $j$ at time $t$ given the history $\omega^t$. This price corresponds to the actual price of the bond (i.e. sum of the discounted cash flows) minus the transaction cost. The price at time $t = 0$, $\xi_{j0}$, is not scenario dependent.
- $\zeta_{jt}(\omega^t)$: the purchasing price of bond $j$ at time $t$ given the history $\omega^t$. This price corresponds to the actual price of the bond (i.e. sum of the discounted cash flows) and the transaction cost. The price at time $t = 0$, $\zeta_{j0}$, is not scenario dependent.
- $L_t(\omega^t)$: the liability due at time $t$ given the history $\omega^t$.

Next, we consider the following first-stage variables:
- $x_j$: the face value of bond $j$ purchased at the beginning of the planning period. This variable is assumed to be a non-negative real number.
- $y_j$: the face value of bond $j$ sold at the beginning of the planning period. This is also a non-negative real number.
- $z_{j0}$: the face value of bond $j$ held in the portfolio after the initial decisions, $x_j$ and $y_j$, have been made.
- $y_0^+$: the initial surplus. It is also a non-negative real number.

We also consider the $(t + 1)$-th stage variables ($1 \leq t \leq T - 1$):
- $x_{jt}(\omega^t)$: the face value of bond $j$ purchased at time $t$ given the history $\omega^t$.
- $y_{jt}(\omega^t)$: the face value of bond $j$ sold at time $t$ given the history $\omega^t$.
- $z_{jt}(\omega^t)$: the face value of bond $j$ held after bonds have been bought and sold at time $t$ given the history $\omega^t$.
- $y_t^-$: the amount borrowed at time $t$ given the history $\omega^t$.
- $y_t^+$: the amount invested in the risk free asset (lending) at time $t$ given the history $\omega^t$.

Finally, we consider the $(T + 1)$-th stage variables:
- $x_{jT}(\omega^T)$: the face value of bond $j$ purchased at time $T$ given the history $\omega^T$.
- $y_{jT}(\omega^T)$: the face value of bond $j$ sold at time $T$ given the history $\omega^T$. 
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- \( z_{jT}(\omega^T) \): the face value of bond \( j \) held after bonds have been bought and sold at time \( T \) given the history \( \omega^T \).
- \( y_T(\omega^T) \): the amount borrowed at time \( T \) given the history \( \omega^T \).
- \( y_T^+(\omega^T) \): the amount invested in the risk free asset (lending) at time \( T \) given the history \( \omega^T \).
- \( W_T(\omega^T) \): the total wealth at time \( T \) given the history \( \omega^T \).

The resulting multi-stage stochastic problem is

\[
\max \sum_{\omega^T \in \Omega^T} p(\omega^T) \cdot U \left( W_T(\omega^T) \right),
\]  

under the following constraints:

1. The first-stage constraints:
   - The conservation of the initial holdings; that is, the face value of bond \( j \) sold plus the value of the bond left, after the implementation of the initial decision, is equal to the original holdings of the bond plus the value of the bond purchased.
     \[
y_j + z_{j0} = b_j + x_j, \quad \forall j.
\]  
   - The cash flow conservation constraint.
     \[
y_0^+ + \sum_{j=1}^J \xi_{j0} x_j = b_0 + \sum_{j=1}^J \xi_{j0} y_j.
\]

2. The \( (t + 1) \)-th stage constraints \((1 \leq t \leq T - 2)\):
   - The conservation of holdings for every bond \( j \) given every possible outcome of the random elements.
     \[
z_{jt}(\omega^t) + y_{jt}(\omega^t) = z_{j,t-1}(\omega^t) + x_{jt}(\omega^t), \quad \forall j, \quad \forall \omega^t \in \Omega^t.
\]
   - The cash flow conservation constraints at each time \( t \) for every outcome of the random elements. These constraints take into account the cash generated by buy and sell decisions, borrowing and reinvestment decisions as well as liability payments.
     \[
     \sum_{j=1}^J \xi_{jt}(\omega^t) y_{jt}(\omega^t) + \sum_{j=1}^J f_{jt}(\omega^t) z_{j,t-1}(\omega^t) + y_{jt+1}(\omega^t) + (1 + r_{t-1}(\omega^t)) y_{t-1}(\omega^t) \\
     = L_t(\omega^t) + \sum_{j=1}^J \zeta_{jt}(\omega^t) x_{jt}(\omega^t) + (1 + r_{t-1}(\omega^t)) y_{t-1}(\omega^t) + y_{t+1}(\omega^t), \quad \forall \omega^t \in \Omega^t.
\]
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3. The \((T + 1)\)-th stage constraints:

- The conservation of holdings for every bond \(j\) given every possible outcome of the random elements.

\[
z_{jT}(\omega^T) + y_{jT}(\omega^T) = z_{j,T-1}(\omega^T) + x_{jT}(\omega^T), \quad \forall j \quad \text{and} \quad \forall \omega^T \in \Omega^T. \quad (4.6)
\]

- The cash flow conservation constraints for every outcome of the random elements. These constraints take into account the cash generated by buy and sell decisions, borrowing and reinvestment decisions as well as liability payments.

\[
\sum_{j=1}^{J} \xi_{jT}(\omega^T) y_{jT}(\omega^T) + \sum_{j=1}^{J} f_{jT}(\omega^T) z_{j,T-1}(\omega^T) + y_{jT}^+(\omega^T)
\]
\[
+ (1 + r_{T-1}(\omega^T)) y_{jT}^-(\omega^T)
\]
\[
= L_T(\omega^T) + \sum_{j=1}^{J} \xi_{jT}(\omega^T) x_{jT}(\omega^T) + (1 + r_{T-1}(\omega^T)) y_{jT-1}^-(\omega^T)
\]
\[
+ y_{jT}^+(\omega^T), \quad \forall \omega^T \in \Omega^T. \quad (4.7)
\]

- The final wealth is obtained by valuing the holding of the portfolio at time \(T\) and paying off the outstanding debt.

\[
W_T(\omega^T) = \sum_{j=1}^{J} \xi_{jT}(\omega^T) z_{jT}(\omega^T) + y_{jT}^+(\omega^T) - y_{jT}^-(\omega^T),
\]
\[
\forall \omega^T \in \Omega^T. \quad (4.8)
\]

4. The non-negativity constraints of all the variables.

- All the variables are non-negative real numbers.

5. The non-anticipativity constraints.

4.2 Definition of the problem

The portfolio manager has to make a series of decisions over a given planning period; there are \(T\) time stages, \(t = 1, \ldots, T\).

At \(t = 1\), a decision, \(x_1\), is made. At every time \(t = 2, \ldots, T\), an outcome, \(\omega_t\), is observed and a decision \(x_t\) is made. As was explained for the two-stage case, the decision, \(x_1\), is made without any knowledge of future outcomes (in the best cases, only their probability density functions are known).
At \( t = 2 \), a realisation of the random element, \( \hat{\omega}_2 \), is observed and a decision, \( x_2 \), is made. The decision, \( x_2 \), is made in such a way that the objective function is minimised (maximised) with respect to the decision \( x_1 \), on the one hand, and the outcome of the random elements \( \hat{\omega}_t \), for \( t = 3, \ldots, T \) on the other hand.

The decision, \( x_3 \), is made in such a way that the objective function is minimised (maximised) with respect to the decisions \( x_1 \), and \( x_2 \), on the one hand, and the outcome of the random elements \( \hat{\omega}_t \), for \( t = 4, \ldots, T \) on the other hand.

The process is repeated until \( t = T \).

This observation-decision process is best captured in the following representation:

\[
x_3 \rightarrow \hat{\omega}_2 \rightarrow x_2 \ldots \rightarrow \hat{\omega}_T \rightarrow x_T,
\]

and is modelled as follows:

\[
\min_{x_1} f_1(x^1) + E_{\omega_2} \left\{ \min_{x_2} f_2(x^2(\hat{\omega}^2)) + \ldots + E_{\omega_T} \left[ \min_{x_T} f_T(x^T(\hat{\omega}^T)) \right] \right\}
\]

\[\text{s.t.}\]

\[
A_{11} x_1 + \sum_{i=1}^{t-1} A_{it}(\hat{\omega}^i)x_i(\hat{\omega}^i) = b_t \quad \text{a.s.} \quad \forall t \geq 2,
\]

\[
x_t(\hat{\omega}^t) \geq 0 \quad \text{a.s.} \quad \forall t,
\]

where

- Each \( x_t(\hat{\omega}^t) \) is a vector of dimension \( n_t \).

- \( A_{11} \in \mathbb{R}^{m_1 \times n_1} \) and \( b_1 \in \mathbb{R}^{m_1} \).

- For each \( t = 2, \ldots, T \) we have \( A_{t,t-1} \in \mathbb{R}^{m_t \times n_{t-1}} \), \( A_{tt} \in \mathbb{R}^{m_t \times n_t} \) and \( b_t \in \mathbb{R}^{m_t} \).

- For each \( t = 1, \ldots, T \), the decision variable \( x_t \in \mathbb{R}^{n_t} \), \( x^t = (x_1, \ldots, x_t)^T \), and we have, \( x = (x_1, \ldots, x_T)^T \in \mathbb{R}^n (n = \sum_{t=1}^T n_t) \).

- For each \( t = 2, \ldots, T \), the random vectors \( \hat{\omega}_t (t \geq 2) \), are defined in the probability space \( (\Omega_t, \mathcal{F}_t) \), and \( \hat{\omega}^t = (\hat{\omega}_1, \ldots, \hat{\omega}_{t-1})^T \) and the sequence \( \{\hat{\omega}_t\}_{t=1}^T \) is assumed to be auto-correlated, i.e. they are dependent between stages.

- \( E_{\omega_t} \) is the conditional expectation with respect to the random variable \( \hat{\omega}_t \) given the history process \( \omega^t \).
For each \( t = 2, \ldots, T \), the decision process \( x^t = (x_1, \ldots, x_T)^T \), is assumed to be adapted or nonanticipative, i.e. for a given history, \( \omega^t \), we must have a unique solution \( x^t \).

If, for each, \( t = 2, \ldots, T \), we let \( B_t(x^{t-1}, \omega^t) = \sum_{r=1}^{t-1} A_r(\omega^t)x_r \), and \( A_t(x_t) = A_t(\omega^t)x_t \), the previous model becomes:

\[
\min_{x_1} f_1(x_1) + E_{\omega^2}\{ \min_{x_2} f_2(x_2(\omega^2)) + \ldots + E_{\omega^T \setminus \omega^T}\{ \min_{x_T} f_T(x_T(\omega^T)) \} \}
\]

s.t.

\[
\begin{align*}
A_1 x_1 & = b_1, \\
B_t(\bar{\omega}^t)x_{t-1}(\bar{\omega}^{t-1}) + A_t(\bar{\omega}^t)x_t(\bar{\omega}^t) & = b_t(\bar{\omega}^t) \quad \text{a.s. } \forall t, \\
x_t(\bar{\omega}^t) & \geq 0 \quad \text{a.s. } \forall t.
\end{align*}
\] (4.10)

Problem (4.10) can also be expressed in the same form as the one used for the two-stage case; that is,

\[
\min \ f_1(x_1) + E_{\omega^2}[Q_2(x_1, \bar{\omega}^2)]
\]

s.t.

\[
\begin{align*}
A_1 x_1 & = b_1, \\
x_1 & \geq 0,
\end{align*}
\] (4.11)

where, for every \( t = 2, \ldots, T \), we have:

\[
Q_t(x_{t-1}(\omega^{t-1}), \omega^t) = \min f_1(x_t(\omega^t)) + E_{\omega^{t+1} \setminus \omega^{t}}[Q_{t+1}(x_t, \bar{\omega}^{t+1})]
\]

s.t.

\[
B_t(\omega^t)x_{t-1}(\omega^{t-1}) + A_t(\omega^t)x_t(\omega^t) = b_t(\omega^t) \text{ a.s.} \quad x_t(\omega^t) \geq 0. \quad (4.12)
\]

4.3 The L-shaped method applied to multi-stage problems

The L-shaped method introduced earlier is extended to the multi-stage case; This is achieved by means of the nested Benders' decomposition method (see [6], [32]). This methods splits the multi-stage problem into a collection of two-stage relations that are connected by a nesting scheme.

We assume that the function \( f_t(x_t) \) is linear, i.e. \( f_t(x_t) = f^T_t x_t \), and that the second stage problems have fixed recourse. We also assume that the random variables take discrete values and that their respective sample spaces are finite. At stage \( t = 2, \ldots, T - 1 \), for each outcome of the random vector \( \bar{\omega}_t \), we have the subproblem

\[
\min \ f_t^T x_t(\omega^t) + E_{\omega^{t+1} \setminus \omega^{t}}[Q_{t+1}(x_t, \bar{\omega}^{t+1})]
\]
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\begin{equation}
\begin{split}
\text{s.t.} \quad B_t(\omega^t)x_{t-1}(\omega^{t-1}) + A_t(\omega^t)x_t(\omega^t) &= b_t(\omega^t) \quad \text{a.s.} \\
x_t(\omega^t) &\geq 0,
\end{split}
\end{equation}

where

\begin{equation}
Q_{t+1}(x_{t+1}, \omega^{t+1}) = \min_{\text{f.t.}} f_t^T x_{t+1}(\omega^{t+1}) + E_{\omega^{t+1}}\left[Q_{t+2}(x_{t+1}, \omega^{t+2})\right]
\end{equation}

\begin{equation}
\begin{split}
B_{t+1}(\omega^{t+1})x_t(\omega^t) + A_{t+1}(\omega^{t+1})x_{t+1}(\omega^{t+1}) &= b_{t+1}(\omega^{t+1}) \text{a.s.} \\
x_{t+1}(\omega^{t+1}) &\geq 0.
\end{split}
\end{equation}

At stage $T$, for each outcome of the random vector $\omega_T$, we have

\begin{equation}
\begin{split}
\min \quad f_T^T x_T(\omega^T) \\
\text{s.t.} \quad B_T(\omega^T)x_{T-1}(\omega^{T-1}) + A_T(\omega^T)x_T(\omega^T) &= b_T(\omega^T) \quad \text{a.s.} \\
x_T(\omega^T) &\geq 0.
\end{split}
\end{equation}

Since we have assumed that the random vector $\omega_t$, assumes discrete values and that the sample space $\Omega_t$ is finite, then for the $k_2$-th outcome of $\omega_t$, the problem (4.13) is

\begin{equation}
\begin{split}
\min f_T^T x_T^{k_2} + \sum_{k_3=k_2+1}^{K_3} \bar{p}_{k_3} f_T^T x_T^{k_3} + \ldots + \sum_{k_T=k_{T-1}+1}^{K_T} \bar{p}_{k_T} f_T^T x_T^{k_T} \\
\text{s.t.} \quad A_2 x_T^{k_2} &= b_2^{k_2} - B_2^{k_2} x_0, \\
A_3 x_T^{k_3} &= b_3^{k_3} - B_3^{k_3} x_T^{k_2}, \quad k_3 \in d_3(k_2), \\
&\vdots \\
A_T x_T^{k_T} &= b_T^{k_T} - B_T^{k_T} x_{a(k_T)}, \quad k_T \in d_T(k_2),
\end{split}
\end{equation}

where, for each $t$ and each node $k$, $d_t(k_t)$ represents the set of all nodes in period $t$ which are descendants of node $k_t$, and $a(k_t)$ refers to the immediate ancestor of node $k_t$. The probabilities $\bar{p}_k = p_k / p_k$ are the conditional probabilities given that the realisation $k_2$ has been observed. The following figure (where
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$T = 3$) will help to understand the notation used:

\[
\begin{align*}
    t = 1 & & t = 2 & & t = 3 \\
    A_3 x_3 = b^3_1 - B^3_3 x^*_2 & (k = 3) & A_2 x_3 = b^4_1 - B^3_3 x^*_1 & (k = 4) \\
    A_2 x_2 = b^4_2 - B^2_2 x_1 & (k = 1) & A_3 x_4 = b^3_4 - B^4_3 x^*_1 & (k = 5) \\
    x_1 & (k = 0) & A_2 x_3 = b^3_2 - B^2_2 x_1 & (k = 2) & A_3 x_5 = b^4_2 - B^3_3 x^*_2 & (k = 6) \\
    A_3 x_4 = b^2 - B^4_3 x_1 & (k = 5) & A_3 x_5 = b^4_2 - B^3_3 x^*_2 & (k = 6) 
\end{align*}
\]

Figure 1

We have: $d_2(2) = \{5, 6\}, \ d_2(1) = \{3, 4\}, \ a(6) = 2 \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ x_a(6) = x^*_2$.

Since, at each stage $t$ and for each outcome of the random vector $\bar{\omega}_t$, we have a two-stage stochastic programming problem, the L-shaped method discussed earlier can be used to solve the different subproblems; starting from $t = 1$ and working sequentially towards $t = T$, the resulting overall method proceeds by first obtaining feasible solutions that are passed on as parameters to the next stage (forward pass), and then to moving towards optimality by working sequentially from $t = T$ down to $t = 1$ (backward pass).

That is, each period sends its optimal solution to the following period (except $t = T$), and its optimal cost to the preceding period where it is used to generate cuts.

So, using the L-shaped method, the corresponding master problems are:

- **For** $t = 1$:

\[
\begin{align*}
    \min_{t=1} f^T x_1 + \Theta_1 \\
    \text{s.t.} \\
    A_1 x_1 &= b_1, \quad (4.17) \\
    \sigma^T_s B_1 x_1 &\geq \sigma^T_s b_3, \quad (s = 1, \ldots, V(k_1)) \\
    \sum_{k \in d_2(1)} \bar{p}_k \pi^T_s B^k_1 x^*_1 + \Theta^*_t &\geq \sum_{k \in d_2(1)} \bar{p}_k \pi^T_s b^k_1, \quad (s = 1, \ldots, J(k_1)).
\end{align*}
\]

- **For** $t = 2, \ldots, T - 1$:

\[
\begin{align*}
    \min_{t=1} f^T x^* + \Theta^* \\
    \text{s.t.} \\
    A_t x^*_t &= b^*_t - B^*_t x_a(k_t), \quad (4.18)
\end{align*}
\]
\[ \sum_{k \in d_{t+1}(k_t)} \sigma_s^T B_t^{k_i} x_i^{k_i} \geq \sigma_s^T b_t, \quad (s = 1, \ldots, V(k_t)) \]

\[ \sum_{k \in d_{t+1}(k_t)} \bar{p}_k \pi_s^T B_t^k x_i^k + \Phi_t^k \geq \sum_{k \in d_{t+1}(k_t)} \bar{p}_k \pi_T^k b_t, \quad (s = 1, \ldots, J(k_t)). \]

For \( t = T \):

\[
\min f^T x_T^{k_T} \\
\text{s.t.} \\
A_T x_T^{k_T} = b_T^{k_T} - B_T^{k_T} x_{a(k_T)}. \tag{4.19}
\]

### 4.3.1 The nested decomposition for stochastic programming algorithm

The ideas presented in the previous sections can be implemented using the following algorithm:

**Step 0:**
For \( t = 1 \), set \( k_t = \Theta_{k_t} = 0 \), and \( J(k_t) = V(k_t) = 0 \) in the stage 1 master problem (4.17), and solve it.

**Step 1:**

If the stage 1 master problem is infeasible, then STOP. The multi-stage problem is infeasible.

Otherwise, for \( t = 2 \) and for all possible outcomes of the random vector, \( \omega_t \), i.e. for \( k_2 = 1, \ldots, K_2 \), solve the corresponding master problem (where the solution obtained previously, is used as a parameter). The master problem is treated as a two-stage problem; a feasibility cut is added to the master problem in the case of infeasibility, and we go back to **Step 1**.

**Step 2:**
For \( t = 2 \) up to \( t = T \), and for all possible outcomes of the random vector, \( \omega_t \), having the same immediate ancestor as the current outcome, \( k_t \), i.e. \( \omega_t \in d_t(a(k_t)) \), solve the corresponding master problem, where the appropriate ancestor solution, \( x_{a(k_t)} \), is used as a parameter. Here, feasibility cuts are added to the master problem using principles similar to those presented in the case of two-stage problems, and \( V(k_t) \) is updated accordingly.

**Step 3:**
For \( t = T \) down to \( t = 1 \), and for all outcomes of the random vector \( \omega_t \), having the same immediate ancestor as the current outcome \( k_t \), that is \( \omega_t \in d_t(a(k_t)) \), solve the corresponding master problem, where the appropriate ancestor solution, \( x_{a(k_t)} \), is used as a parameter. Now, the \( \Theta_{k_t} \)'s are no longer constrained to be equal to zero. Using the rules introduced
in the two-stage case, we add optimality cuts to the master problem, and update $J(k_t)$.

The optimal solution is found for $t = 1$.

Remark 4.1 At any stage, $t$, of the procedure and for any outcome, $k_t$, the optimal solution of the master problem is a lower bound, and the expected cost at this stage gives an upper bound of the expected costs of all scenarios descendant from this stage. When the difference between both values is small enough, the optimal solution of the master problem can be assumed to represent the future expected costs, and the master problem is said to be balanced with its descendants.

The method will yield an optimal solution after a finite number of steps.

Note that, like for the two stage case, techniques like bunching can be used to improve the efficiency of the algorithm.

In the case of unboundedness, we can set bounds on the value of the decision variables.

4.4 Monte Carlo importance sampling

For real life problems, the evaluation of the expected cost by direct summation is not always practical (because, for example, of multiple sums). The ideas contained in the above remarks (see remark 4.1 on this page) are combined with the Monte Carlo importance sampling method to produce a new solution technique (see [40]: 79-120)

4.4.1 The upper bound estimate

An upper bound for the total costs of the multi-stage problem is given by the expected costs of the first-stage problem.

Let $\hat{\omega}^1 = (\omega_2, \omega_3, \ldots, \omega_T)^T$ be a possible outcome of the random vector $\omega$; the vector (path) $\hat{\omega}^1$ may be obtained using the Monte Carlo importance sampling method (this process is called the path-sampling procedure). Using this information, we can find $\hat{x}_1$, the optimal solution of the first stage subproblem and the resulting total cost. Similarly, we can find $\hat{x}_t$ (for $t = 2, \ldots, T$) using $\hat{x}_{t-1}$ as parameter in the subproblem at stage $t$ and $\hat{\omega}^t = (\omega_{t+1}, \omega_{t+2}, \ldots, \omega_T)^T$ as the future state of nature from stage $t$. The resulting total cost given scenario $\hat{\omega}^1$ is

$$C(x(\hat{\omega}^1)) = \sum_{t=1}^{T} f_t^T \hat{x}_t^t.$$

(4.20)
Hence, the expected total cost is

\[ E[C(x(\omega^1))] = \sum_{\omega \in \Omega} C(x(\omega^1)) = \sum_{\omega \in \Omega} \sum_{t=1}^{T} f_t^T x^t_{t-1}. \] (4.22)

The importance sampling scheme is used to find \( E[C(x(\omega^1))] \) as in section 3.6.2.

### 4.4.2 The lower bound estimate

The cost of scenario \( \omega^1 \) obtained earlier

\[ C(x(\omega^1)) = \sum_{t=1}^{T} f_t^T x^t_{t-1}, \] (4.23)

is a lower bound of the total cost of the multi-stage problem.

### 4.4.3 Importance sampling for multi-stage problems: Algorithm

The corresponding algorithm is described below (see [40]: 118-119):

#### Step 1:
Solve stage 1 problem. The solution obtained is the trial solution, \( \hat{x}_1 \), and the resulting cost is a lower bound estimate of the expected cost of the multi stage problem, \( LB \).

#### Step 2:
Using the path-sampling procedure, we sample a number of paths and calculate an upper bound, \( UB \) of the expected cost of the multi-stage problem.

If \( UB - LB \leq TOL \) (TOL= tolerance level) then \( \hat{x}_1 \) is the optimal solution to the multi-stage problem. STOP.

Otherwise go to Step 3.

#### Step 3:
Starting at stage T-1 and moving backwards until time \( t = 1 \), and using \( \omega_t \) obtained during the path-sampling procedure, and \( \hat{x}_t \) as ancestor solution, we take the corresponding subproblem as master problem and compute cuts by sampling again \( \omega_{t+1} \) descendant subproblems. This step is repeated until an acceptable solution is obtained for each scenarios \( \omega_t \) in stage \( t \). Arriving at stage 1, a new solution, \( \hat{x}_1 \) and a new lower bound are found.

Go to Step 2, and repeat the process until \( UB - LB \leq TOL \).
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4.5 EVPI-based importance sampling

The expected value of perfect information, EVPI, is (see [5])

\[ EVPI = Z_{HN} - Z_{WS}, \]  

where \( Z_{HN} \), the optimal cost obtained using the "here-and-now" approach, is

\[ Z_{HN} = \min_{x_1} \left\{ f_1(x_1) + E_{\omega_2} \left[ Q_2(x_1, \omega_2) \right] \right\}, \]  

\( Z_{WS} \), the optimal cost obtained using the "wait-and-see" approach, is

\[ Z_{WS} = E_{\omega_2} \left[ \min_{x_1} \left\{ f_1(x_1) + Q_2(x_1, \omega_2) \right\} \right]. \]  

At any time \( t = 2, \ldots, T - 1 \), the local EVPI is

\[ EVPI_t(\omega_t) = Z_{HN_t}(\omega_t) - Z_{WS_t}(\omega_t). \]  

The EVPI which represents the level of stochasticity of a stochastic programming problem, can be used to decide whether the random variables of the problem may be replaced by their expected values or not (i.e. if the problem is to be considered stochastic or not).

In the multi-stage case, the same idea can be exploited. Indeed, if at each time \( t \) and for each possible future state of nature (i.e. each outcome of the random vector at each time \( t \)), the EVPI of the resulting stochastic programming problem (i.e. local EVPI) is evaluated, problems with low level of stochasticity will be identified and replaced by a deterministic one (the new problem is obtained by replacing random variables by their expected values). Therefore, more time and resources will be allocated to the other problems (i.e. problems with high level of stochasticity). The result is a refinement of the whole resolution process.

To illustrate what has just been explained consider the following scenario tree:

![Scenario Tree](image)

Figure 2
This tree represents all the possible states of nature from $t = 1$ up to time $t = 3$. It is clear that the level of stochasticity at node 1 is higher than the one at node 2; there are more paths originating at one 1 than there are paths leaving node 2. Furthermore, we know (this is also apparent on the tree) that as time passes, more information becomes available; that is, the level of stochasticity decreases with time. These observations lead to the following remarks:

- If the EVPI at a node is zero, all its descendant nodes have zero EVPI.
- The EVPI of a node whose descendants have no branching, is zero. A consequence is that, at time $T$, all nodes have zero EVPI.
- If the EVPI of a node is non-zero, all its ancestors have non-zero EVPI.

From the above discussion, it appears that, while the second stage realisation of the random variable in the case of a two-stage stochastic programming problem can be sampled using a single joint probability density function, it is not a reasonable choice for sampling in the multi-stage case (see [17]).

In what follows, we will describe how the information on local EVPI can be used as the importance sampling criterion for the sampling procedure (see [17]). The result will be a sampling procedure different from the one presented earlier.

In general, the sampling method employed replaces the scenario tree $T$, representing the possible data paths, by a sequence of sampled subtrees $T_1, \ldots, T_N$; a subtree $T_n$ is obtained by increasing the number of sampled branches from a node of $T_{n-1}$ with high EVPI, and decreasing or resampling the branches of a node with negligible EVPI. As $n$ increases, the subtrees will become more representative of $T$.

At iteration $n$, one of the following may occur:

- At a node whose local EVPI is not negligible (i.e. they are not below a given tolerance level) and there is no branching from its descendants in $T_{n-1}$, the tree is expanded to a depth of one or more stages. The expansion is done by independent sampling conditional on the appropriate nodal data. The resulting subtree (i.e. $T_n$) will have more branches.

- At a node where the local EVPI is negligible, since the true local EVPI may not be negligible (though that may be the case), the subtree generated from it is resampled.

- If after a few resampling iterations the local EVPI at a node is fixed at zero (or is negligible), we assume that the true local EVPI is negligible; we will, therefore, assume that it is sufficient to represent the local problem by a single scenario from that node. Note that, as discussed earlier, the random variables of the local problem may also be replaced by their expected values.
Once these points have been investigated and the necessary actions taken, we have a new tree \( T_n \). The process is repeated until the resulting tree is assumed to be reasonably representative of \( T \) (or just until we have reached a given number of iterations.)

### 4.6 Scenario analysis

#### 4.6.1 The scenario aggregation method

An other decomposition method used to solve multi-stage problems is scenario aggregation or scenario analysis.

This method uses a finite number of scenarios (see [56]). Each scenario represents a possible state of nature for the given planning period, and has a known probability of occurrence. Furthermore, each scenario will yield a different multi-stage subproblem. The resulting overall multi-stage problem seeks to optimise the expected objective values of this collection of problems.

As earlier, we consider a planning period with horizon \( T \). At each time \( t = 2, \ldots, T \) an outcome of the random vector, \( \tilde{\omega}_t \), is observed. A vector \( s = (\omega_2^t, \ldots, \omega_T^t)^T \) whose components represent a realisation of \( \tilde{\omega}_t \) for \( t = 2, \ldots, T \), is called a scenario; \( s \) represents a possible state of nature for the whole planning period.

Consider the set of scenarios \( S = \{s_1, \ldots, s_N\} \subseteq \Omega \); for every element of \( S \), the resulting multi-stage subproblem is

\[
\begin{align*}
\min f_s(X(s)) &= \left\{f_1(x_1^s) + f_2(x_2^s) + \ldots + f_T(x_T^s)\right\} \\
\text{s.t.} & \\
A_1x_1 & = b_1, \\
B_2(\omega_2^s)x_1 & = b_2(\omega_2^s), \\
& \vdots \\
B_T(\omega_{T-1}^s)x_{T-1} & = b_T(\omega_T^s), \\
x_t^s & \geq 0,
\end{align*}
\]

or

\[
\begin{align*}
\min f_s(X(s)) \\
\text{s.t.} & \\
X(s) & \in C_s \subset \mathbb{R}^n.
\end{align*}
\]

The solution of problem (4.28), i.e. \( X(s) = (x_1^s, \ldots, x_T^s)^T \), is sometimes called an admissible solution.
The solution obtained for each \( t = 2, \ldots, T \) must be consistent with the state of nature; i.e. if the two scenarios up to time \( t = 3 \) are \( s^1 = (1, 3, 6)^T \) and \( s^2 = (1, 3, 8)^T \), then we must have \( x^1_t = x^2_t \) and \( x^1_3 = x^2_3 \) but \( x^1_1 \neq x^2_1 \); two scenarios having a common history up to time \( t \) must also have identical solutions for that time interval. This constraint is known as nonanticipativity requirement. The policies (solutions) satisfying the nonanticipativity requirement are said to be implementable.

The purpose of this method is to find an admissible policy which is implementable and optimises the overall multi-stage problem. In order to formalise these ideas, let us consider:

- \( A_t \), the set of bundles of scenarios such that the scenarios in each bundle share a common history from time 1 up to time \( t \). Of course, the elements of \( A_t \), the \( A's \), are disjoint and exhaust \( S \); i.e.
  \[
  \bigcup_{A \in A_t} A = S, \quad \text{for every} \quad t = 1, \ldots, T.
  \]

- The set of implementable policies,
  \[
  \mathcal{N} = \{ X \in \mathbb{R}^n | x^*_t \quad \text{is constant on each bundle} \quad A \in A_t, \quad \text{and} \quad \forall s \in S \}.
  \]

- The set of admissible policies,
  \[
  \mathcal{C} = \{ X \in \mathbb{R}^n | X(s) \in C_s, \quad \text{for every} \quad s \in S \}.
  \]

We will assume that the probability of occurrence of scenario \( s \) is \( p_s > 0 \), and we have \( \sum_{s \in S} p_s = 1 \).

If for all \( s \in S \), we introduce the functions
\[
F_s(X(s)) = \begin{cases} 
  f_s(X(s)) & \text{if } X(s) \in C_s, \\
  +\infty & \text{otherwise}.
\end{cases}
\]

We have the overall multi-stage problem
\[
\begin{aligned}
\min_F F(X) &= \sum_{s \in S} p_s F_s(X(s)) \\
\text{s.t.} \quad X &\in \mathcal{N}.
\end{aligned}
\tag{4.30}
\]

The set \( \mathcal{C} \) is known since it is defined by the constraints of the individual scenario subproblem. However, we do not have an explicit definition of \( \mathcal{N} \). A way out of this situation is to determine, for every \( t \), the weighted average
\[
x_t(A) = \frac{\sum_{s \in A} p_s x^*_t}{\sum_{s \in A} p_s}, \tag{4.31}
\]
for every bundle $A \in A_t$.

Using this average, we define an element of $\mathcal{N}$, $\tilde{x}_t^s$ by $\tilde{x}_t^s = x_t(A)$, for every $s \in A$. In other words, we have found a transformation, $J : \mathbb{R}^n \rightarrow \mathcal{N}$ defined by $J(X) = \tilde{X}$.

Note that, though $\tilde{X}$ is guaranteed to be in $\mathcal{N}$, we are not sure that it will be in $\mathcal{C}$. We, therefore, need to modify the constraint of problem (4.30); the new problem is

$$\min F(X) = \sum_{s \in S} p_s F_s(X(s))$$

s.t.

$$X \in \mathcal{C} \cap \mathcal{N}. \quad (4.32)$$

The constraint $X \in \mathcal{N}$ can be reformulated as $X = JX$ (since $J$ is a linear transformation) or $KX = 0$, where $K = I - J$ ($I$ is the identity operator).

Problem (4.32) becomes

$$\min F(X) = \sum_{s \in S} p_s F_s(X(s))$$

s.t.

$$KX = 0,$$

$$X \in \mathcal{C}. \quad (4.33)$$

The transformation $K = I - J$ is a projection of $\mathbb{R}^n$ onto the subspace $\mathcal{M}$, defined by

$$\mathcal{M} = \{W \in \mathbb{R}^n | JW = 0\}$$

$$= \{W \in \mathbb{R}^n | E[W_t(s)] = 0 \text{ for every } A \in A_t, t = 1, \ldots, T\}. \quad (4.34)$$

Note that $\mathcal{M}$ is the complement of $\mathcal{N}$ with respect to the transformation $J$.

Therefore, if we introduce the operator $< \cdot, \cdot >$ defined by

$$< X, Y > = E[X(s), Y(s)]$$

$$= \sum_{s \in S} p_s X(s)Y(s) \quad (4.34)$$

(this operator is slightly different from the actual inner product),

then the constraint $KX = 0$ is equivalent to $< X, W >= 0$.

Hence, problem (4.33) becomes

$$\min F(X) = \sum_{s \in S} p_s F_s(X(s))$$

s.t.

$$< X, W >= 0,$$

$$X \in \mathcal{C}. \quad (4.35)$$
This problem is solved using the augmented Lagrangian method (see [47]: 423-454); its augmented Lagrangian is the function

\[ L_c(X, W) = F(X) + <X, W> + \frac{1}{2}c||KX||^2, \]  

(4.36)

and the resulting problem is

\[
\min L_c(X, W) \\
\text{s.t.} \\
X \in C.
\]  

(4.37)

Solving problem (4.37) will give us a good approximation to the optimal solution of problem (4.35). However, to solve problem (4.37) may not be an easy task; indeed, while the expressions \( F(X) \) and \( <X, W> \) are separable (with respect to the scenarios), it is not the case for \( ||KX||^2 \).

The difficulty resulting from the inseparability of \( ||KX||^2 \) lies in the fact that, using the augmented Lagrangian method, we minimise \( L_c(X, W) \) with respect to \( X \) for a given \( W \) and repeat the process for different values of \( W \). At each iteration we need to compute \( L_c(X, W) \). Hence, the simpler its components the better.

The progressive hedging algorithm uses a modification of \( L_c(X, W) \) to solve the problem. The idea behind this algorithm is first to replace the expression \( ||KX||^2 \) by a separable one. To understand how it is done, suppose that we know an element of \( \mathcal{N} \), say \( \tilde{X}^k \), and that \( \tilde{X}^k \) is not too far away from \( X \). If these suppositions are true, it will mean that \( X \) is close to \( \tilde{X}^k \) (since \( \tilde{X}^k = JXk \)). Hence, we can replace \( KX \), which is \( X - JX \), by \( X - \tilde{X}^k \). We, therefore, obtain a new expression for the Lagrangian,

\[ L_c(X, W) = F(X) + <X, W> + \frac{1}{2}c|X - \tilde{X}^k|^2, \]  

(4.38)

which is separable, and can be minimised by minimising the Lagrangian of the individual scenario subproblems

\[ L_c^s(X, W) = f_s(X(s)) + <X(s), W(s)> + \frac{1}{2}c|X(s) - \tilde{X}^k(s)|^2, \]  

\( \forall X(s) \in C_s, \)  

(4.39)

that is,

\[
\min \left\{ f_s(X(s)) + <X(s), W(s)> + \frac{1}{2}c|X(s) - \tilde{X}^k(s)|^2 \right\} \\
\text{s.t.} \\
X \in C_s.
\]  

(4.40)
4.6.2 The progressive hedging algorithm

The solution of (4.35) is obtained using the following algorithm (see [56]):

**Step 0:**
Initialise $\gamma = 0$. For every scenario $s \in S$, solve the scenario subproblem (4.29).
Let $X^0(s)$ be the solution for scenario $s$, and set $W^0 = 0$.

**Step 1:**
Compute $\bar{X}^k = JX^k$.

**Step 2:**
For every scenario $s \in S$, solve the subproblem:
\[
\min \left\{ f_s(X(s)) + \langle X(s), W^k(s) \rangle + \frac{1}{2}c(X(s) - \bar{X}^k(s))^2 \right\}
\text{s.t.} \quad X \in C_s.
\]

If $X(s)$ is an optimal solution to the problem, then set $X^k(s) = X(s)$.

**Step 3:**
Let $W^{k+1} = W^k + cK X^{k+1}$, $k = k + 1$, and go to step 2.

**Remark 4.2** The solution is improved at each iteration of the algorithm, and the sequence $\{X^k, k = 0, 1, 2, \ldots\}$ converges to the solution $X^*$ (for a proof see, for example, [58]).

The rate of convergence will depend on $c$. Therefore, small values of $c$ will speed up the process, while large values will have an opposite effect.

4.6.3 Postoptimality analysis: The contamination technique

**Definition of the problem**

Consider the problem
\[
\min f(x, P)
\text{s.t.} \quad \begin{cases} \quad x \in X \subset \mathbb{R}^n. \end{cases}
\]

It is assumed that, $f(., P)$ is convex and $f(x,.)$ is linear and $X$ is a convex set. $P$ is a discrete probability function assigning probability $p_s$ to the scenario $s$.

The scenarios and their respective probabilities may be obtained from different sources. However, since the set $S$ does not necessarily represent the universe...
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of all possible scenarios, one is interested in both the robustness of the solution obtained by solving problem (4.42) and the optimal objective value.

Hence, the scenario generation procedure should be such that small perturbations of both the probability function $P$ and the set $S$, alter the outcome only slightly so that the new results remain close to the original ones. We also expect larger perturbations not to yield a catastrophe. The contamination technique investigates the effects of these perturbations and gives corresponding error bounds (see [18], [19], [20]).

The contamination technique

Let

- $X$ be a nonempty convex closed set of feasible solutions and $X$ does not depend on $P$,
- $\phi(P)$ be the minimal value of the objective function,
- $X(P)$ be the set of optimal solutions,

and consider the family of probability functions $P_\lambda$, of the form

$$P_\lambda = (1 - \lambda)P + \lambda Q.$$ \hfill (4.43)

where $Q$ is a given fixed probability function, and $\lambda \in [0, 1]$.

$P_\lambda$ is obtained by contamination of the original probability function $P$ by the probability function $Q$; for fixed density functions $P$ and $Q$, the contaminated density $P_\lambda$ depends only on $\lambda$.

Hence, using $P_\lambda$ instead of $P$ in problem (4.42), we obtain a family of optimisation problems parameterised by $\lambda$, and

$$f(x, P_\lambda) = f_Q(x, \lambda)$$ \hfill (4.44)

is the corresponding objective function: $f(., P_\lambda)$ is convex and $f(x, .)$ is concave. The resulting stochastic programming formulation is

$$\min f(x, P_\lambda) = f_Q(x, \lambda)$$

s.t.

$$x \in X \subset \mathbb{R}^n.$$ \hfill (4.45)

The optimal value function and the set of optimal solutions of the perturbed problem (4.45) are

$$\phi(P_\lambda) = \phi_Q(\lambda) = \inf_{x \in X} f_Q(x, \lambda),$$ \hfill (4.46)
and

\[ X(P) = X_Q(\lambda) = \arg \max_{x \in X} f_Q(x, \lambda), \tag{4.47} \]

respectively.

Information about persistence, stability and sensitivity for parametric problems similar to problem (4.45) can be deduced from any of the following claims:

- If we further assume that the set \( X(P) = X_Q(0) \) is nonempty and bounded and \( X(Q) = X_Q(1) \neq \emptyset \), then the function \( \phi_Q \) is finite and concave on \([0, 1]\), continuous at \( \lambda = 0 \) and its value at \( \lambda = 0 \) is such that

\[ \phi_Q(0) = \min_{x \in X} f(x, P) = \phi(P). \tag{4.48} \]

- If the function \( f_Q \) is jointly continuous with respect to \( x \) and \( \lambda \), then its derivative with respect to \( \lambda \) at \( \lambda = 0 \) for all \( x \) from a neighbourhood, say \( \bar{X} \) of \( X(P) \) exists, and if the difference quotient

\[ \frac{1}{\lambda} [f_Q(x, \lambda) - f_Q(x, 0)] \tag{4.49} \]

converges uniformly in \( x \) on \( \bar{X} \) as \( \lambda \to 0^+ \), then the derivative of the optimal value of the problem (4.45) at \( \lambda = 0^+ \) is

\[ \phi_Q(0^+) = \frac{d}{d\lambda} \phi_Q(0^+) = \min_{x \in X(P)} \frac{d}{d\lambda} f_Q(x, 0^+). \tag{4.50} \]

Since \( f(x, \cdot) \) is linear, the function

\[ f_Q(x, \lambda) = (1 - \lambda)f(x, P) + \lambda f(x, Q) \tag{4.51} \]

is also linear in \( \lambda \), and the sequence of difference quotients is stationary for fixed \( x \).

Hence, expression (4.50) becomes

\[ \phi_Q(0^+) = \min_{x \in X(P)} [f(x, Q) - f(x, P)] \]

\[ = \min_{x \in X(P)} f(x, Q) - \phi_Q. \tag{4.52} \]

Since \( \phi_Q(\cdot) \) is concave on \([0, 1] \), we have the following inequalities

\[ (1 - \lambda)\phi_Q(0) + \lambda \phi_Q(1) \leq \phi_Q(\lambda) \leq \phi_Q(0) + \lambda \phi_Q(0^+), \quad \forall \lambda \in [0, 1], \tag{4.53} \]
which gives the bounds (upper and lower) on the perturbed optimal value function, and bounds on the relative change of the perturbed optimal value due to contamination is

\[ \phi_Q(1) + \lambda \phi_Q(0) \leq \frac{1}{\lambda} [\phi_Q(\lambda) - \phi_Q(0)] \leq \phi_Q(0^+) , \forall \lambda \in [0, 1]. \]  

(4.54)

Both expressions, (4.53) and (4.54), can be expressed in terms of \( P \) and \( Q \) as follows:

\[ (1 - \lambda)\phi(P) + \lambda \phi(Q) \leq \phi(P_\lambda) \leq \phi(P) + \lambda \phi_Q(0^+) , \forall \lambda \in [0, 1], \]  

(4.55)

and

\[ \phi(Q) - \phi(P) \leq \frac{1}{\lambda} [\phi(P_\lambda) - \phi(P)] \leq \phi_Q(0^+) , \forall \lambda \in [0, 1], \]  

(4.56)

respectively. Note that, if problem (4.42) has a unique solution, say \( x(P) \), for all \( \lambda \in [0, 1] \), the expressions (4.52) and (4.55) become

\[ \phi_Q(0^+) = f(x(P), Q) - \phi(P), \]  

(4.57)

and

\[ (1 - \lambda)\phi(P) + \lambda \phi(Q) \leq \phi(P_\lambda) \leq (1 - \lambda)\phi(P) + \lambda f(x(P), Q) , \forall \lambda \in [0, 1], \]  

(4.58)

respectively.

Suppose, now, that the set of optimal solutions of problem (4.45) for \( \lambda = 1 \), \( X(Q) = X_Q(1) \), is nonempty and bounded, then similar bounds can be derived for the optimal value \( \phi(P_\lambda) \) using the solution \( x(Q) \) and the optimal value \( \phi(Q) \) of \( \min_{x \in X} f(x, Q) \); that is

\[ (1 - \lambda)\phi(P) + \lambda \phi(Q) \leq \phi(P_\lambda) \leq \lambda \phi(Q) + (1 - \lambda)f(x(Q), P) , \forall \lambda \in [0, 1], \]  

(4.59)

so that,

\[ (1 - \lambda)\phi(P) + \lambda \phi(Q) \leq \phi(P_\lambda) \leq \min\{(1 - \lambda)\phi(P) + \lambda f(x(P), Q), \lambda \phi(Q) + (1 - \lambda)f(x(Q), P)\} , \forall \lambda \in [0, 1]. \]

**Remark 4.3** The derivation of the bounds relies only on the assumed properties of the function \( f(x, .) \).

In the case where problem (4.42) has multiple optimal solutions, the corresponding bounds can be computed at any one of the solutions. The resulting bounds will be valid but not necessarily tight.

The derivatives of the optimal value of problem (4.45) can be used to derive further characteristics of robustness.
If the expectation of the random parameter, \( \tilde{w} \), is to be preserved, then the contamination is done using a probability function \( Q \) such that \( \mathbb{E}_Q[\tilde{w}] = \mathbb{E}_P[\tilde{w}] \).

The extension of this method to multi-stage problems can be found in Dupačová (see [19]). The case where the objective function is nonlinear in \( P \) can be found in Dupačová (see [20]).

The contamination technique (which is derived from parametric programming) discussed here is not the only tool available for optimality analysis; a statistical approach based on statistical properties of \( X(P), \phi(P) \) and those of their estimate, can also be used.

### 4.7 Stochastic quasi-gradient (SQG) methods

The different solution techniques discussed earlier exploit the special structures and properties exhibited either by the objective function or by the set of constraints. For problems having the same features or more complicated ones, the SQG methods can be used to find the solution.

#### 4.7.1 General Idea

Let us consider the following stochastic programming problem

\[
\begin{align*}
\min & \quad F^0 \\
\text{s.t.} & \quad F^i(x) \leq 0, \quad i = 1, \ldots, m, \\
& \quad x \leq 0,
\end{align*}
\]

where \( x \in \mathbb{R}^n \), and \( F^i(x) = \mathbb{E}[f_i(x, \tilde{w})] \) is assumed to be convex (for the moment).

The main idea (see [24]) behind the SQG methods is to construct a sequence of approximate solutions \( \{x^s\} \) using the following two-relations scheme

\[
egin{align*}
x^{s+1} &= x^* - \rho_s \xi(s), \quad \text{and} \tag{4.61} \\
F^i(x^*) - F^i(x^s) &\geq \gamma(s) + \langle F^i_s(x), x^* - x^s \rangle, \quad \text{for } i = 1, \ldots, m \tag{4.62}
\end{align*}
\]

where \( x^* \) is an optimal solution, and

\[
\begin{align*}
F^i_s(x) &= \mathbb{E}[f^i(x, \tilde{w})] \\
&= \mathbb{E}[\frac{\partial}{\partial x} f^i(x, \tilde{w})]
\end{align*}
\]

is a subgradient. The variable \( \rho_s \) is the step size. The vector \( \xi(s) \), with components \( \xi^i(s) \) (or \( \xi^i, i = 1, \ldots, m \)), is the direction of the movement and is also
called a stochastic quasi-gradient.

However, since it can be difficult to calculate the functions \( f_i(x) \) and their respective subgradients, the SQG will use their statistic estimate; i.e.

\[
\eta_i(s) = \frac{1}{N_s} \sum_{k=1}^{N_s} f_i(x^s, \omega^s_k),
\]

and

\[
\xi_i(s) = \frac{1}{N_s} \sum_{k=1}^{N_s} f_i^T(x^s, \omega^s_k),
\]

where \( N_s \) represents the size of a collection of independent samples \( \omega^s_k \) \( k = 1, \ldots, N_s \).

These estimates are obtained using information about the past history of the process (that is, \( X^s = (x^0, \ldots, x^s)^T \), and, possibly, some other variables); we have

\[
E[\eta_i(s) | X^s] = f_i(x^s) + \epsilon(s),
\]

and

\[
E[\xi_i(s) | X^s] = f_i^T(x^s) + \epsilon'(s),
\]

where \( \epsilon(s) \in \mathbb{R} \), and \( \epsilon'(s) \in \mathbb{R}^n \).

Since the objective of the procedure is to improve the quality of the solution, \( x^s \), at each step, we expect both \( \epsilon(s) \) and \( \epsilon'(s) \) to decrease as \( s \) goes to infinity, and, at some point, we must have \( \epsilon(s) \to 0 \) and \( \| \epsilon'(s) \| \to 0 \).

Hence, we obtain the following new scheme

\[
x^{s+1} = x^s - \rho_s \xi(s), \quad \text{and}
\]

\[
\eta_i(x^s) - \eta_i(x^*) \geq < E[\xi_i^T | X^s], x^s - x^* > + \gamma_i(s),
\]

where \( \gamma_i(s) \to 0 \) as \( s \to +\infty \).

The formulas used for the computation of the estimate will depend on the nature of the problem. Suppose that we can calculate the values of \( f_i(x, \omega) \); i.e.

\[
\eta_i(s) = \frac{1}{N_s} \sum_{k=1}^{N_s} f_i(x^s, \omega^s_k),
\]

and we have

\[
E[\eta_i(s) | X^s] = \frac{1}{N_s} \sum_{k=1}^{N_s} f_i^T(x^s, \omega^s_k) = f_i^T(x^s),
\]
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then

- If the functions \( f^i(x) \) have uniformly bounded second derivatives, then

\[
\xi_i(s) = \frac{\sum_{j=1}^{N} f^i(x^s + \Delta x e^j, \omega^i) - f^i(x^s, \omega^0)}{\Delta s} e^j, \tag{4.71}
\]

and

\[
E[\xi_i(s) | X^s] = F_i^s + \epsilon'(s), \tag{4.72}
\]

where \( e^j \) is the unit vector on the \( j^{th} \) axis, and \( \Delta s \) is the mesh for the finite difference approximation of the gradient; \( N \) is the size of a collection of independent samples of \( \omega^s \).

- If the functions \( F^i(x) \) are non-differentiable, then

\[
\xi_i(s) = \sum_{j=1}^{N} f^i_s(x^s, \omega^{sk}), \text{ at } x = x^s. \tag{4.73}
\]

4.7.2 Application to the two-stage recourse problem

Let us consider the following stochastic problem:

\[
\begin{aligned}
\min \quad & F_0 = f_1^T x_1 + E[Q(x_1, \xi(\omega))] \\
\text{s.t.} \quad & A_{11} x_1 = b_1, \tag{4.74} \\
\quad & x_1 \geq 0,
\end{aligned}
\]

where

For every realisation, \( \omega \), of the random vector \( \hat{\omega} \). The function \( Q(x_1, \xi) \), also called the recourse function, is defined as follows:

\[
Q(x_1, \xi(\omega)) = \min_{x_2} f_2(x_2(\omega)) \tag{4.75}
\]

s.t.

\[
A_{21}(\omega)x_1 + A_{22}x_2 = b_2(\omega) \quad \text{a.s.,}
\]

\[
x_2 \geq 0.
\]

The function \( F_0 \) is continuous and convex. The dual of problem (4.75) is

\[
\begin{aligned}
\max \quad & y(b_2(\omega) - A_{21}(\omega)x_1) \\
\text{s.t.} \quad & y A_{22} \leq f_2, \tag{4.76}
\end{aligned}
\]
where \( y \in \mathbb{R}^{n_2} \), and \( \hat{x}_1 \) is the optimal solution of the first stage problem.

Hence,

\[
\frac{\partial}{\partial x_1} Q(x_1, \xi(\omega)) = \left\{ -v A_{21}(\omega) | v \in \arg\max_y \left[ y(b_2(\omega) - A_{21}(\omega)\hat{x}_1) | y A_{22} \leq f_2 \right] \right\},
\]

and the estimate of the gradient of \( F_0 \) at \( x^* \) is

\[
\xi^0(x) = f_1 - y^* A_{21}(\omega^*),
\]

where \( \omega^* \) is obtained by random sampling from \( \Omega \) using \( P \) and

\[
y^* \in \arg\max_y \left[ y(b_2(\omega) - A_{21}(\omega)\hat{x}_1) | y A_{22} \leq f_2 \right].
\]

Note that, we have

\[
F_0(x) - F_0(x^*) \geq E[\xi^0|X^*], x - x^* >. \tag{4.78}
\]

The resulting procedure for solving the two-stage recourse problem is

1. At iteration \( s \), for a given \( x^s \), observe a realisation, \( \omega^s \), of the random vector and determine the vector \( \xi^s = (f_2^s, A_{21}^s, b_2^s)^T \).

2. Solve the dual problem (4.76) using \( \xi^s \), and \( \hat{x}_1 = x^s \) to find \( y^s \).

3. Calculate the estimate

\[
\xi^0(x) = f_1 - y^* A_{21}(\omega^s),
\]

and find a new value for \( x^s \)

\[
x^{s+1} = \max(0, x^s - \rho_s \xi^0(x)]. \tag{4.80}
\]

The procedure is repeated until a satisfactory solution is obtained.
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Conclusion

Stochastic programming has been used to model financial problems for more than 20 years (see [11]).

More recent applications include the award winning model of Russel-Yasuda Kasai (see [13]). This model, designed for a Japanese insurance company, incorporates the random nature of both the liabilities and the investment returns in a multi-stage setting. The implementation of this model resulted in an additional income of $79 million for the company in the first two years of use.

Golub, Holmer, McKendall, Pohlman and Zenios (see [34]) report on a stochastic programming model for money management specially designed for fixed-income securities. This model hedges against related uncertainty (interest rates, risk premia, interest rate volatility and other uncertainty) and outperforms classical techniques (e.g. immunisation). They establish the superiority of multi-period stochastic models for active portfolio management over the dynamic use of a single-period stochastic model as well.

Furthermore, Andrea Beltratti, Andrea Consiglio and S.A. Zenios (see [4]) develop a stochastic programming model for the management of an international bond portfolio which incorporates interest rate risk in the local market and exchange rate volatility across markets. Having these two parameters in the same model is extremely important since the volatilities of the fixed-income markets (especially bond markets) are typically lower than the volatilities of exchange rates, and hence the currency risk of an international bond portfolio can offset any benefits from international diversification.

As a matter of fact, the theoretical advances, the availability of good commercial software and the affordability of parallel computing have resulted in an ever increasing use of stochastic programming in Finance.

However, despite promising advances, the solutions obtained using these models
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More recent applications include the award winning model of Russel-Yasuda Kasai (see [13]). This model, designed for a Japanese insurance company, incorporates the random nature of both the liabilities and the investment returns in a multi-stage setting. The implementation of this model resulted in an additional income of $79 million for the company in the first two years of use.

Golub, Holmer, McKendall, Pohlman and Zenios (see [34]) report on a stochastic programming model for money management specially designed for fixed-income securities. This model hedges against related uncertainty (interest rates, risk premia, interest rate volatility and other uncertainty) and outperforms classical techniques (e.g. immunisation). They establish the superiority of multi-period stochastic models for active portfolio management over the dynamic use of a single-period stochastic model as well.

Furthermore, Andrea Beltratti, Andrea Consiglio and S.A. Zenios (see [4]) develop a stochastic programming model for the management of an international bond portfolio which incorporates interest rate risk in the local market and exchange rate volatility across markets. Having these two parameters in the same model is extremely important since the volatilities of the fixed-income markets (especially bond markets) are typically lower than the volatilities of exchange rates, and hence the currency risk of an international bond portfolio can offset any benefits from international diversification.

As a matter of fact, the theoretical advances, the availability of good commercial software and the affordability of parallel computing have resulted in an ever increasing use of stochastic programming in Finance.

However, despite promising advances, the solutions obtained using these models
should always be considered with caution. The quality of the solutions will depend on the quality of the data. Bad predictions will result in inferior solutions.
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