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Abstract—Multihop Wireless Mesh Networks have emerged as the next generation in wireless network technology. This is due to the advantages provided by the mesh network technology. WMNs provide ease of installation, cost effective deployments, high level of scalability, wide coverage area and capacity, network flexibility and self-configuration capabilities. However, despite these advantages, many research challenges still remain in WMNs. One such challenge is the support of real time applications such as video streaming. This paper proposes a two-layer mechanism for the transportation of real-time video. In this mechanism, rate adaptation is implemented in the data link layer for channel error control, link stability and reliability. In addition, the network layer routing protocol is optimized for congestion control and optimal route selection by using congestion information from the data link layer and link quality metric from the network layer. Simulation results show that the proposed mechanism improves the network performance in terms of throughput, delay and jitter in multihop wireless mesh networks when UDP is used as the transport protocol.

Index Terms—Cross-Layer, Video Streaming, Rate Adaptation, Routing Protocol.

I. INTRODUCTION

Wireless Mesh Networks have gained immense research interest from the wireless networks research community. This is due to the advantages provided by WMNs. However, there are still several research challenges that need to be addressed in the protocol layers for WMNs to support video streaming applications. In this paper, the focus is on transport layer protocol. TCP and UDP are the two prominent transport protocols used within wireless networking. However, TCP is unsuitable for real-time applications as it incorporates retransmissions and congestion control mechanisms [2], [3].UDP does not incorporate error recovery mechanisms. Thus, UDP has lower delays as compared to TCP. The absence of error recovery mechanisms makes UDP unreliable and this leads to a higher degree of packet loss probability in wireless networks. Thus, video streaming in wireless networks using UDP protocol can result in unpredictable link degradation and poor video quality. Therefore, packet error probability is maximized when more hops are encountered from source to destination. As a result, there is a need for mechanisms that optimize throughput and improves end-to-end delays and jitter when using UDP as the transport protocol for video streaming applications in WMNs. In this paper, the data link layer and network layer are enhanced to facilitate the use of UDP for video streaming applications.

II. RELATED WORK

Several approaches have been proposed to improve the performance of UDP in wireless multihop networks. Bansal et al. [4] proposed a WANET routing protocol that selects optimal routes based on the link bandwidth. The proposed protocol exploits the multi-rate capability of IEEE 802.11 wireless cards to select high bandwidth routes. The rationale behind this mechanism is that minimum hop count is not sufficient as a routing metric. The inefficiencies of minimum hop count are indicated in [1], [5]. Larzon et al. [6] adopted a different approach in which they propose a modified version of the original UDP protocol termed UDP-Lite. UDP-Lite uses a partial checksum by dividing packets into sensitive and insensitive parts in the UDP header. Errors in the sensitive part results in dropped packets, while errors in the insensitive part result in packets not being dropped. This mechanism has two major drawbacks. Firstly, UDP-Lite is backward incompatible with conventional UDP in that it requires modifications to be made on the conventional UDP to interwork with it. Secondly, due to the partial checksum, application instabilities may result as certain applications may be incapable of handling erroneous packets. Boyce et al. [3] proposed a UDP protocol known as CUDP. It uses channel error information obtained from the PHY and link layers in the protocol stack to assist with error recovery at packet level. The disadvantage of this approach is that it requires information exchange from RLP layer to PPP /IP/ UDP and application layer. However, currently, information exchange from RLP to PPP/IP/UDP is not supported by the protocol stack. Thus, a redesign of the protocol stack is required. The work that is most closely related to this study is Yang [7] in which the author adopts a cross-layer design approach similar to this study. However, in contrast to [7], rate adaptation is implemented without any modifications to the IEEE 802.11 MAC layer design in the protocol stack in this study. In addition, the routing protocol in [7] uses minimum hop count metric which has been shown by [1], [5] to be inefficient. In this study, link quality metric which
optimizes throughput, reduces packet loss and improves end-to-end delays is integrated into the routing protocol for optimal path selection.

III. CROSS-LAYER DESIGN TECHNIQUE

In Wireless networks most packet errors are due to channel conditions. The simple mechanism of UDP does not guarantee delivery of packets. The UDP throughput degrades with increasing hop count in multihop networks. Combining these factors makes UDP unsuitable for video streaming in WMNs. The proposed scheme aims at mitigating the performance of UDP in WMN video streaming applications by improving throughput, packet loss and latency.

![Figure 1: Implementation of the Cross-Layer Design in the Protocol Stack](image)

This mechanism comprises of rate adaptation and routing optimization, which is implemented in the protocol stack as shown on Figure 1. The rate adaptation scheme adapts the transmission rate of the sender in the MAC layer based on the channel estimation information from the PHY layer and the routing protocol utilizes congestion metrics from MAC layer and network layer to select least congested routes to enhance the performance of the WMN for video streaming applications.

A. Rate Adaptation Scheme

The rate adaptation technique used in this study is based on a SNR automatic rate control technique as discussed in [8]. The principle of this rate adaptation technique is to dynamically change the data transmission rate based on the channel quality estimation SNR which is directly related to the BER in the link and ultimately the FER. Consequently, the SNR is linked to the packet delay, jitter and throughput. It holds the potential of providing rich feedback for automatic rate control. Knowledge of the current SNR and the throughput vs. the SNR curves for each rate setting solves the rate-selection problem. The automatic rate controller simply selects the optimal rate from the SNR curves for a specific 802.11 technology. An example of these curves which indicates the attainable throughput for different transmission rates based on the channel conditions is shown in Figure 2. It is shown in Figure 2 that the throughput is dependent on the modulation schemes given the SNR. For instance, it is shown that to maximize the throughput, 64 QAM $\frac{3}{4}$ must be used at 27.5 dB to 32.5 dB, while 64 QAM $\frac{1}{2}$ must be used at 32.5 dB to 45 dB. However, if 16 QAM $\frac{1}{2}$ is used between 32.5 dB to 45 dB, the throughput will be reduced by a significant margin of 1.1Mbps. The SNR-based automatic rate control has not been widely applied in practice despite its advantages of being a fast response, rich feedback and easily implemented mechanism [8]. This is mainly due to the following reasons: Firstly, in reality, for certain link conditions, the relation between the optimal rate and SNR is highly variable. Secondly, it is not crucial to obtain a reliable estimate of the SNR of a link because many radio interfaces provide only an uncalibrated SSL. Thirdly, the rate controller, which is at the sending side, needs the SNR observed at the receiving side.

To overcome the above mentioned issues, a proper selection of a channel model which has been practically proven to be accurate in estimating the channel conditions in the IEEE 802.11 needs to be done.

1. Channel Model

It has been shown in practice through practical experiments that the log-distance model can be used to estimate the IEEE 802.11 wireless channels both indoors and outdoors with reasonable accuracy [9]. The experiments produced a standard deviation of 7.36 dB indoors and 3.1 dB outdoors. The log-distance model is expressed mathematically as:

$$PL(dB) = PL(d_0) + 10 \cdot n \cdot \log \left( \frac{d}{d_0} \right) + X_e$$  \hspace{1cm} (1)

Where $n$ is the path loss exponent for different propagation environments, $d$ is the distance between the transmitter and the receiver, $d_0$ is the close-in reference distance.

2. Throughput Model

According to [8], [10] to model throughput, the time taken to transmit a packet and the packet length needs to be known as indicated by equ 2. The packet length refers to the MSDU length.

$$T(MSDU,T_{frame}) = \frac{T_{MSDU}}{T_{frame}} \cdot 8 \text{ Mbps}$$  \hspace{1cm} (2)

$$T_{frame} = T(0) + \sum_{n=1}^{8} \left( T_{P_{frame}} + T_{P_{frame}} \right) \mu s$$  \hspace{1cm} (3)

where $T_{frame}$ is the average transmission time for a single frame including retransmission. To model $T_{frame}$, MAC
3. Rate Controller

For the automatic rate controller, a simple threshold based technique was used. In which the transmission rate is chosen based on the channel quality estimation and the maximum attainable throughput under the estimated channel conditions. The RSS is used as the Channel Status Indicator. The transmission power of each MSDU is known, therefore, the receive power is estimated using the channel model indicated in eq 1. The RSS is then mapped to a transmission data rate based on the estimated maximum attainable throughput modeled in eq 2.

B. Routing optimizations

To optimize the routing in the network layer for multihop communication, OLSR is enhanced to utilize congestion information from MAC layer and link quality metric in the network layer.

1. Link Quality Metric Based Modifications

The link quality metric routing modifications are based on information found in [5]. Most existing wireless Ad Hoc routing protocols commonly use minimum hop count as a routing metric[5]. Firstly, it assumes that links are binary meaning they either exist or don’t exist. Secondly, it maximizes the distance traveled by each hop, which is likely to minimize signal strength and maximize the loss ratio. Thirdly, even if the best route is a minimum hop-count, in a dense network there may be many routes of the same minimum length, with widely varying qualities; thus, the arbitrary choice made by most minimum hop-count metrics is not likely to select the best routes. It is shown [5] through practical experiments that using minimum hop count as a routing metric often leads to less capacity than the existing best paths due to link asymmetry, link quality variations and an almost non-existent correlation between link signal strength and delivery rate. ETX metric of a link is the predicted number of data transmissions required to send a packet over that link and is calculated as:

\[ \text{ETX} = \frac{1}{d_t \times d_r} \]  

(4)

where \(d_t\) is the forward delivery ratio and \(d_r\) is the reverse delivery ratio. The delivery ratio from the sender at any time \(t\) is:

\[ r(t) = \frac{\text{Count}(t-w), t)}{\text{w}/T} \]

(5)

where \(\text{count}(t-w, t)\) is the number of link probes received during window \(w\) and \(w/T\) the number of probes that should have been received in the same period. The route that minimizes ETX is selected as the best path for routing. To incorporate link quality metric into the routing protocol and implement it, the delivery ratios are measured using modified HELLO messages that are sent every \(\tau = 1\)s in the simulations. The window period \(w\) is set at 10s in the simulations. The ETX value is set to 0 if there are no HELLO messages received during the set \(w\) period and the link is not considered for routing.

2. Congestion Optimization

The congestion information at each node is obtained based on the method presented in [11]. The average MAC layer utilization level indicates the degree to which the wireless medium around that node is busy or idle. The value is averaged within a period (10s) to obtain an indication of the use of the wireless medium around the node. The other metric that is used is the instantaneous transmission queue length at the network layer. It is based on the notion that in certain cases, a node may not be experiencing much MAC layer congestion, but instead may have many packets backlogged and if that node is chosen to forward other packets, it may result in an increased packet latency or even dropped packets due to a limit that is imposed on the queue length. To enable the usage of congestion information in the network layer routing protocol, ETX calculation process is modified. From eq 4, the ETX of a lossless link is 1. If the link is degraded the ETX value will be greater than 1. When a neighbour node receives HELLO messages, it calculates the ETX value. The node will then check its congestion metrics and compares the values against preset thresholds. In the simulations, MAC layer utilization was set at 15% and Interface Queue Length 10 to indicate a high level of congestion. If the congestion metrics are higher than the indicated thresholds, ETX is increased; otherwise ETX remains as it was before congestion measurement. The rationale behind this method is that in multihop networks the path with the minimum ETX value is selected as the best path. Thus, increasing the ETX value will enable the routing algorithm to select the least congested routes as ETX will be minimized as compared to congested routes.

IV. Performance Evaluation

This section presents the simulation tests undertaken to evaluate the performance of the proposed mechanism. The rationale behind the proposed approach is that the performance of the UDP can be significantly improved for video streaming applications when the cross-layer method is incorporated into WMNs.

A. Rate Adaptation Implementation

In throughput evaluations, the BER performance for different transmission rates is established using methods found in [10] which give the bit error probability when transmitting an IEEE 802.11 frame. The throughput performance for a fixed maximum MSDU length of 1500 bytes is shown in Figure 3. It observed that an 8 Mbps throughput is achieved for 11Mbps transmission rate yielding a difference of 3Mbps. However, this reduction in throughput is expected as it is commonly known that in IEEE 802.11 the actual expected throughput and the transmission rate cannot match due to MAC and PHY layer overheads such as the MAC header, PLCP preamble and PLCP header. RSS was used instead of SNR as it is a more
practical parameter that is available in NS-2 simulations. The rate controller thresholds are extracted from Figure 3 and used in NS-2 simulations to implement and evaluate the effect of rate adaptation on video streaming applications.

Figure 3: Throughput Performance for IEEE 802.11b Transmission Rates

B. Simulations and Results

The optimized routing protocol is benchmarked against AODV and DSR routing protocols. The first scenario, the WMN is characterized by 4 nodes and video traffic connection. In the second scenario, 11 more nodes are added to the network to establish a large and dense WMN.

1. Scenario 1

The results achieved from the first scenario are depicted in Figure 4 to Figure 6. Figure 4 illustrates the throughput performance of the AODV, DSR and OLSR routing protocols. It is shown in Figure 4 that the AODV and DSR perform better in comparison to the OLSR in this scenario. Taking 100s as the reference point, it is shown that both the AODV and DSR achieve a throughput of 185 kbps while the OLSR manages 178 kbps. Thus, the two reactive routing protocols outperform the proactive routing protocol by a margin of 3.8% in terms of throughput.

Figure 4: Throughput performance for reactive routing protocols vs. link state proactive routing protocol

In Figure 5, the delay performance AODV and DSR against OLSR is depicted. It is shown in Figure 5 that the DSR performs better than both the AODV and OLSR. Comparing the delay of the three protocols at a reference point of 25s, it is shown that DSR outperforms AODV by a margin of 45% and the OLSR by 54%. It is also shown in Figure 5 that the as time increases, the delay margin between the OLSR and AODV is reduced.

Figure 5: Delay performance for reactive routing protocols vs. link state proactive routing protocol

2. Scenario 2

In Figure 6, the delay jitter comparison of the two reactive routing protocols against the proactive link state routing protocol is shown. The results shown in Figure 6 indicate that the delay jitter performance is almost similar for all three protocols averaging to 0.02s within the time interval.

Figure 6: Delay jitter performance for reactive routing protocols vs. link state proactive routing protocol

In Figure 7, the throughput performance for on-demand reactive routing protocol vs. link state proactive routing protocol is depicted.
In Figure 7, the throughput performance comparison between the AODV and OLSR of scenario 2 is shown. The throughput curves shown in Figure 7 indicate that AODV still achieved a better throughput compared to the OLSR in scenario 1. At 100s, AODV achieved a throughput of 60 kbps compared to the 35 kbps achieved by OLSR. Thus, AODV was found to outperform OLSR by a margin of 41%. In Figure 8, the delay performance comparison between the AODV and OLSR is shown. Comparing the two protocols from 0s to 15s, it is shown that OLSR performance improves as time increases in scenario 2. At a reference point of 5s, the OLSR delay is 12s while the AODV delay is 8s. This shows that AODV outperforms OLSR by a margin of 33%. However, at a reference point of 15s, it is shown that OLSR outperforms AODV by a margin of 56%.

In Figure 9, the delay jitter performance of the on-demand reactive AODV and link state proactive OLSR routing protocols in scenario 2 is shown. OLSR achieved an average jitter of 0.03s while AODV managed an average jitter of 0.04s. Thus, OLSR outperformed AODV by a margin of 25% in terms of jitter.

The analysis of the results achieved from the presented scenarios provides certain significant observations. The first observation is that UDP throughput degrades with an increase in the number of hops. For instance, in scenario 1, AODV achieves a throughput of 185 kbps when compared to the 60 kbps achieved in scenario 2, resulting in a 67% throughput degradation. The second observation is that as the network is made larger and denser, the proactive OLSR outperforms the reactive AODV in terms of delay and jitter, as indicated by Figure 8 and Figure 9 respectively. Thus, the conclusion drawn from this observation is that the OLSR is well-suited for real time applications which are delay sensitive.

3. Congestion Based Routing Optimization Evaluations

The OLSR ETX is modified for congestion optimization and termed OLSR CON. To evaluate the performance of OLSR CON which is optimized for congestion, three video source-destination connections are established within the 15 node multi-hop network. Figure 10 illustrates the relative throughput performance of the routing protocols under the specified traffic load.
In Figures 11, the jitter performances of the AODV, OLSR ETX and OLSR CON are shown. The results indicate that the OLSR CON has a better performance compared to both the AODV and OLSR ETX in terms of jitter. It is shown in Figure 11 that the OLSR CON achieved an average jitter of 0.025s compared to the 0.035s and 0.045s achieved by the OLSR ETX and AODV respectively. Thus, the OLSR CON outperforms the OLSR ETX by a margin of 28% and the AODV by 44%. The results shown in Figure 10 to Figure 11 indicate that the congestion optimization results in significant routing optimizations such as the OLSR CON achieved significant improvements in terms of throughput, delay and jitter.

4. Rate Adaptation Evaluations

The required successful reception and decoding of a packet is dependent on the transmission rate, RSS (RxThresh) and SINR (CPTthresh). Rate adaptation evaluation is based on the OLSR CON routing protocol which is optimized for both link quality and congestion. The results shown in Figure 13 indicate that 1Mbps achieves the highest throughput of 225 kbps compared to other transmission rates at 100s. The rate adaptation scheme implemented in this study selects 1Mbps as the optimum transmission rate as this rate achieves the highest throughput. When comparing the results indicated in Figure 13 to the results in Figure 10. Taking 100s as the reference point, the OLSR CON achieves a throughput of 50 kbps at 11Mbps and 225 kbps at 1Mbps. This indicates that the rate adaptation has improved throughput by 78%. In comparison to the AODV, the OLSR CON (1Mbps transmission rate) achieves a 73% improvement in terms of throughput. This demonstrates that the proposed rate adaptation method improves the overall throughput performance in multi-hop wireless networks. It should be noted that lower rates occupy more channel time than higher rates, as mentioned before. The end-to-end delay is significantly reduced in the OLSR CON, which selects routes with a high quality and less congestion.

Undertaken simulation test results show that two-layer mechanism solution based on rate adaptation at the MAC layer with the incorporation of the link quality metric and congestion control mechanism in the network layer routing protocol optimizes the overall network performance.
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V. Conclusion

The outcomes of the paper present substantial evidence that the proposed mechanism provide a significant framework for the enabling of WMNs to support video streaming including other real time applications. The