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Abstract 

Pretoria, City of Tshwane (COT), Gauteng Province, South Africa is one of the cities that 

continues to experience rapid urban sprawl as a result of population growth and various land 

use, leading to the change of natural vegetation lands into impervious surface area (ISA). 

These are associated with transportation (paved roads, streets, highways, parking lots and 

sidewalks) and cemented buildings and rooftops, made of completely or partly impermeable 

artificial materials (e.g., asphalt, concrete, and brick). These landscapes influence the micro-

climate (e.g., land surface temperature, LST) of Pretoria City as evidenced by the recent heat 

waves characterized by high temperature. Therefore, understanding ISA changes will provide 

information for city planning and environmental management. Conventionally, deriving ISA 

information has been dependent on field surveys and manual digitizing from hard copy maps, 

which is laborious and time-consuming. Remote sensing provides an avenue for deriving 

spatially explicit and timely ISA information. Numerous methods have been developed to 

estimate and retrieve ISA and LST from satellite imagery. There are limited studies focusing 

on the extraction of ISA and its relationship with LST variability across major cities in Africa. 

The objectives of the study were: (i) to explore suitable spectral indices to improve the 

delineation of built-up impervious surface areas from very high resolution multispectral data 

(e.g., WorldView-2), (ii) to examine exposed rooftop impervious surface area based on 

different colours, and their interplay with surface temperature variability, (iii) to determine if 

the spatio-temporal built-up ISA distribution pattern in relation to elevation influences urban 

heat island (UHI)  extent using an optimal analytical scale and (iv) to assess the spatio-

temporal change characteristics of ISA expansion using the corresponding surface 

temperature (LST) at selected administrative subplace units (i.e., local region scale). The 

study objectives were investigated using remote sensing data such as WorldView-2 (a very 

high-resolution multispectral sensor), medium resolution Landsat-5 Thematic Mapper (TM) 

and Landsat-8 OLI (Operational Land Imager) and TIRS (Thermal Infrared Sensor) at 

multiple scales. The ISA mapping methods used in this study can be grouped into two major 

categories: (i) the classification-based approach consisting of an object-based multi-class 

classification with overall accuracy ~90.4% and a multitemporal pixel-based binary 

classification. The latter yielded an area under the receiver operating characteristic curve 

(AUROC) = 0.8572 for 1995, AUROC = 0.8709 for 2005, AUROC = 0.8949 for 2015. (ii) 

the spectral index-based approach such as a new built-up extraction index (NBEI) derived in 

this study which yielded a high AUROC = ~0.82 compared to Built-up Area Index (BAI) 

(AUROC = ~0.73), Built-up spectral index (BSI) (AUROC = ~0.78), Red edge / Green Index 
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(RGI) (AUROC = ~0.71) and WorldView-Built-up Index (WV-BI) (AUROC = ~0.67). The 

multitemporal built-up Index (BUI) also estimated with AUROC = 0.8487 for 1993, AUROC 

= 0.8302 for 2003, AUROC = 0.8790 for 2013. This indicates that all these methods 

employed, mapped ISA with high predictive accuracy from remote sensing data. Furthermore, 

the single-channel algorithm (SCA) was employed to retrieve LST from the thermal infrared 

(TIR) band of the Landsat images. The LST overall retrieval error for the entire study 

generally was quite low (overall root mean square RMSE ≤ ~1.48OC), which signifies that the 

Landsat TIR used provided good results for further analysis. In conclusion, the study showed 

the potential of multispectral remote sensing data to quantify ISA and evaluate its interaction 

with surface temperature variability despite the complex urban landscape in Pretoria. Also, 

using impervious surface LST as a complementary metric in this research helped to reveal 

urban heat island distribution and improve understanding of the spatio-temporal developing 

trend of urban expansion at a local spatial scale. 

Keywords: WorldView-2 (WV-2); spectral indices; built-up; very high resolution (VHR); 

Rooftops; SCA, LST; Landsat, ISA, BUI;  ISA, Random forest; TIRS. 
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Chapter 1 General Introduction 
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1.1. Background and problem statement 

Globally, urbanization has grown at an unprecedented rate over the past 50 years, with the 

population rate in cities increasing from 30% in the 1950s to 54% in 2014  (World Bank., 

2015; Man et al., 2019). UN (2014) projected that the global urban population was with a 

higher urban population compared to the rural areas since 2007. As reported in the study of 

Sahana, Hong and Sajjad (2018), more of the future urban sprawl due to the rapid 

development of large urban agglomerations will be witnessed in the developing countries. 

Notwithstanding, Africa being the least developed, its urbanization is certainly one of the 

fastest in the world (Güneralp et al., 2018). Africa’s urban population has been growing at a 

very high rate from an estimated 28% in 1980 (Roxburgh et al., 2010) to 43% in 2018 and 

projected to be about 60% by 2050 (UN-DESA, 2018).  

One consequence of rapid, uncontrolled and unplanned urban sprawl is the replacement of 

natural vegetation coverage with impervious surfaces area (ISA) made of completely or 

partly impermeable artificial materials (e.g., asphalt, concrete, and brick) (Adeyemi et al., 

2015). Man et al. (2019) further explained that though ISA sprawl is related to the increase of 

economic activities, the diversification of a locality’s economy attracts ISA rapid increase as 

the infrastructure necessary for that development is created (Man et al. 2019). ISA might be 

considered an important element of economic development (Elvidge et al., 2007). It has a 

close connection with important features of the physical and biological environment, thus 

affecting the quality and maintenance of life (Kawakubo et al., 2019). There are many 

undesirable impacts of ISA increase that have been documented over the years in various 

studies. Since water cannot infiltrate the soil through ISA, natural hydrological conditions are 

altered with increase in velocity and volume of runoff and decrease in groundwater recharge 

and baseflow which potentially increases the risk of flooding (Chormanski et al., 2008; 

Pappas et al., 2008; Man et al., 2019). Moreover, ISA is also the main cause of soil 

degradation which threatens biodiversity (reducing or affecting habitats), causing a loss of 

fertile agricultural land and natural and semi-natural areas (Prokop, Jobstmann and 

Schönbauer, 2011).  

Urban landscapes are characterized by the highest degree of imperviousness and continuous 

built-up areas which have negatively influenced their microclimate i.e., altering the sensible 

and latent heat fluxes (Artmann, 2014; Man et al., 2019). According to  Kawakubo et 

al.(2019), urban impervious surface materials, such as asphalt, concrete and asbestos, can 
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absorb more solar energy, which is then released as heat. Morabito et al. (2018) further 

explained that the high thermal conductivity and the heat storage capacity, often coupled with 

low solar reflectivity of most artificial impervious surfaces, cause alterations to the energy 

budget of the surfaces, increasing the sensible heat instead of the latent heat, and producing a 

generalized rise in the urban temperature. This situation is linked to the urban heat island 

(UHI) phenomenon (Oke, 1973, 1982; Kim, 1992).This phenomenon is also associated with 

an exacerbation of thermal discomfort (Qaid et al., 2016) and the higher levels of heat-

related-mortality and morbidity of vulnerable people (i.e., elderly, young children and low-

income residents) living in densely built-up districts of urban areas due to a variety of 

physical, social and economic reasons (Zhao et al., 2015; Morabito et al., 2018).  

Ground measurements or surveys with a global positioning system (GPS) have been the 

earliest methods used to provide reliable information on ISA but have also been observed to 

be time-consuming, expensive and with accessibility problems (Xu, Mountrakis and 

Quackenbush, 2017). Since the 1970s, airborne and satellite sensor imagery have been 

utilized for interpretive, spectral and modelling applications on impervious surfaces mapping 

(Slonecker, Jennings and Garofalo, 2001; Weng, 2012). Satellite remote sensing data have 

served as a useful source of built-up area information in previous studies due to large-area 

coverage and short revisit cycles (Varshney and Rajesh, 2014). Furthermore, satellite-based 

sensors with different spatial resolutions such as Landsat Thematic Mapper/Enhanced 

Thematic Mapper Plus (TM/ETM+) (Nie et al., 2016; Henits, Mucsi and Liska, 2017), 

Landsat 8 Operational Land Imager (OLI) (Adeyemi, Botai and Ramoelo, 2015), Moderate 

Resolution Imaging Spectroradiometer (MODIS) (Zhang et al., 2017), IKONOS (Lu, 2009), 

WorldView-2, WV-2 (Cai, Li and Jin, 2016; Sun et al., 2019), WorldView-3, WV-3 

(Iabchoon, Wongsai and Chankon, 2017), QuickBird (Lu, Moran and Hetrick, 2011; Zhao et 

al., 2015), Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) 

(Mallick, Rahman and Singh, 2013), GaoFen-1 (GF-1) (Yao et al., 2017), Synthetic Aperture 

Radar (SAR) data (Zhang, Zhang and Lin, 2012; Zhang, 2016; Zhang, Lin and Wang, 2018), 

Sentinel-2 (Xu, Liu and Xu, 2018), nighttime light data (Liu et al., 2013) and  fused multi-

source remote sensing imageries such as SAR/InSAR and optical data (Zhang, Zhang and 

Lin, 2014), Defense Meteorological Satellite Program’s Operational Linescan System 

(DMSP-OLS) data and MODIS NDVI data (Guo, Lu and Kuang, 2017), WorldView-2 and 

LiDAR Data (Sun et al., 2018), WorldView-3, Sentinel-2, and Landsat 8 (Xian et al., 2019),  

have been assessed and applied to estimate ISA.  
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Previous studies in ISA mapping have employed various satellite data with different spatial 

resolutions and temporal frequencies. Medium and low spatial resolution images such as  

Landsat, MODIS data, have rich spectral information, high temporal resolution and covers 

large geographical extents which is suitable for large-scale impervious surface mapping (Xu 

et al., 2018). However, challenges associated with ISA mapping from medium and low 

spatial resolution satellite images especially in areas that have low ISA intensity and where 

urban lands are mixed with nonurban lands (Xian et al., 2019). Mixed pixels usually 

dominate most urban areas with complicated landscapes (Sun et al., 2018; Zhang and Huang, 

2018) in many medium resolution images. For instance, ISA and other areas such as concrete 

roads and some natural rocks may have similar reflectance features and thus are difficult to 

separate. Therefore, the derive ISA from medium and low resolution images are usually 

underestimated (Weng, 2012; Cai, Li and Jin, 2016; Yu et al., 2018).   

The availability of multispectral high-resolution imagery in recent years as provided by 

different satellite sensors such as QuickBird, IKONOS, and WorldView has offered a new 

opportunity for detailed impervious surface trajectory monitoring within urban areas 

(Iabchoon, Wongsai and Chankon, 2017; Zhang and Huang, 2018). Although these images 

support a more in-depth understanding of urban development patterns according to Feng et al. 

(2017), there are still challenges associated with ISA mapping from high spatial resolution 

satellite images. Zhang and Huang (2018) reported that few studies have focused on the 

monitoring of impervious surfaces using time series of high resolution images to depict the 

change profiles of ISA within urban landscapes. Also, most of these high resolution images 

have not been extensively used for mapping impervious surfaces in large areas (Xian et al., 

2019). Both cases are attributed to lack of data availability, cost, processing time as well as 

large spatial heterogeneity in multitemporal high-resolution images (e.g., different viewing 

angles, illumination conditions, spatial registration errors, and different shadow sizes and 

shapes). Guo et al. (2014) also pointed out that spectral similarity of different objects and 

shadows of tall buildings or large trees limit the impervious surface extraction from high-

resolution imagery. Alternatively, Tang and Xu (2017) study indicated that the spectral 

confusion problem among the impervious surface, soil, and vegetation shadow can be 

improved with the help of hyperspectral remote sensing images. 

 Xia et al. (2011) earlier study indicated that the hyperspectral remote sensing images can not 

only provide a broad variety of spectral features concerning visible light, near-infrared and 

short-wave infrared ranges but coupled with mixed pixels decomposition algorithms enables 
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the extraction of urban impervious surfaces. Weber et al. (2018) also asserted that though 

hyperspectral images might be able to solve, the problem of spectral similarity of different 

land cover and spectral heterogeneity of the same land cover type, it is limited to small map 

coverage (Xu and Wang, 2016) and high price hinder the application. SAR images help 

extract impervious surfaces under the large tree crowns (Guo et al., 2014). Nonetheless, the 

coherent noise of SAR images is a significant problem for impervious surface extraction. The 

single-source imagery has various restrictions on urban impervious surface mapping 

according to (Sun et al., 2019). 

 Xu, Mountrakis and Quackenbush (2017) elucidated that the incorporation of multiple 

datasets from different satellite image sensors has been considered promising to address the 

uncertainties related to ISA extraction from low-medium and high- spatial-resolution images, 

optical images and SAR images, high-spatial-resolution images and light detection and 

ranging (LiDAR) data. Im et al. (2012) in an earlier study pointed out that  LiDAR data 

height information that significantly distinguishes between urban land cover types with 

similar spectral signatures (e.g., buildings, roads, and bare) can help improve ISA extraction.  

Sun et al. (2019) and Xian et al. (2019) in their studies likewise pointed out that with the 

combination of available multiple spectral and spatial resolution data for satellites imagery 

from different sensors can offer the possibility of deriving information about the nature and 

properties of different materials on the urban ground at sub-pixel level. 

Numerous methodologies have been developed to extract ISA from satellite images with 

various spatial scales and evaluate their dynamics (Sun et al., 2017; Xu et al., 2018). 

Basically, the methods for ISA mapping can be grouped into four major categories: 

classification-based (i.e., pixel or object-based), mixture analysis (i.e., sub-pixel-based), 

spectral index-based and deep learning-based segmentation (Weng, 2012; Sun et al., 2017, 

2018; Yu et al., 2017; Tian et al., 2018; Wei and Blaschke, 2018; Zhang and Huang, 2018; 

Hua et al., 2020). Most classification-based methods (i.e., supervised classifiers) require 

training samples e.g., maximum likelihood classifier (Masek, Lindsay and Goward, 2000), 

machine learning classifiers such as artificial neural networks (ANN) (Hu, 2009; van de 

Voorde, de Roeck and Canters, 2009), decision tree (DT) (Xian and Crane, 2006; Lu, Moran 

and Hetrick, 2011; Xu, 2013), classification and regression tree (CART) (Xian and Crane, 

2006; Xu and Wang, 2016),  random forest (RF) (Zhang, Zhang and Lin, 2014; Adeyemi, 

Adeniyi; Botai, Joel; Ramoelo, 2015; Z. Xu et al., 2018), support vector machine (Sun, 2011; 

Okujeni, van der Linden and Hostert, 2015; Shi et al., 2017; Xu, Mountrakis and 
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Quackenbush, 2017) and regression modelling (Okujeni et al., 2018; Yu et al., 2018). Some 

sub-pixel based methods that have been used for ISA mapping are spectral mixture analysis 

(SMA) e.g., normalized spectral mixture analysis (NSMA) (Henits, Mucsi and Liska, 2017), 

linear spectral mixture analysis (LSMA) (Ma, Kuang and Huang, 2010; Li et al., 2011; Wang 

et al., 2018), spatially adaptive SMA (SASMA) (Deng and Wu, 2013), modified Linear 

Spectral Mixture Analysis (Xu, Liu and Xu, 2018), multiple endmember spectral mixture 

analysis (MESMA) (Tan et al., 2014; Shahtahmassebi et al., 2016) and temporal mixture 

analysis(TMA) (Yang et al., 2012; Pok, Matsushita and Fukushima, 2017; Lilian et al., 2018).  

The typical spectral index-based segmentation  specified for built up ISA mapping are: 

normalized difference built-up index (NDBI) (Zha, Gao and Ni, 2003), modified normalized 

difference impervious surface index (MNDISI) (Sun et al., 2017),  biophysical composition 

index (BCI) (Deng and Wu, 2012), perpendicular impervious surface index (PISI) (Tian et 

al., 2018), urban index (UI) (Kawamura, Jayamanna and Tsujiko, 1997), impervious surface 

area index (Carlson and Arthur, 2000), index-based built-up index (IBI) (Xu, 2008), 

exponential enhancing impervious surface method (P index) (Ma, Kuang and Huang, 2010), 

normalized difference impervious surface index (NDISI) (Xu and Du, 2010), enhanced built-

up and bareness index (EBBI) (As-syakur et al., 2012), built-up and bare-land index (BBI) 

(Zhou et al., 2014), normalized difference impervious index (NDII) (Wang et al., 2015), 

combinational build-up index (CBI) (Sun et al., 2016), Visible Infrared Imaging Radiometer 

Suite with Day or Night Band (VIIRS-DNB) (Ma and Li, 2018), blue steel tile-roofed 

buildings index (BSTBI)(Guo et al., 2018), Enhanced Normalized Difference Impervious 

Surfaces index (ENDISI)(Chen et al., 2019) and ratio-based impervious surface index (RISI) 

(Fang, Wei and Dai, 2019).  

More recently, deep learning-based method is topical in many research areas, including urban 

remote sensing., its unique ability in automatic feature learning and the remarkable strength 

in representation and fitting for non-linear complicated functions (LeCun, Bengio and 

Hinton, 2015; Zhang, Zhang and Du, 2016; Ma et al., 2019). According to the study of 

(Huang, Yu and Feng, 2019), the deep learning-based frameworks mainly include four 

prevalent algorithms which are: deep belief network (DBN) - semi-supervised learning, 

convolutional neural network (CNN) - supervised learning, automatic encoder (AE) - 

unsupervised learning and recurrent neural network (RNN) - regression analysis or object 

classification. Some examples of the most commonly used such as convolutional neural 

network (CNN) are: one-dimensional (1D) or two-dimensional (2D) CNNs (Maggiori et al., 
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2016; Marmanis et al., 2016; Kussul et al., 2017); deep convolutional neural networks 

(DCNNs) (Scott et al., 2017; Zhu et al., 2017), three-dimensional convolutional neural 

networks (3D CNNs) (Sun et al., 2018); fully convolutional network (FCN) (He et al., 2018), 

automatically extract impervious surfaces based on deep learning and multi-source remote 

sensing data  (AEIDLMRS) (Huang, Yu and Feng, 2019), gated graph convolutional network 

(GCN) (Shi, Li and Zhu, 2020) etc. 

Although these ISA extraction methods have been widely applied, there are some merits and 

demerits associated with some of these techniques based on data analysis (Table 1.1). 
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Table 1.1 Synoptic of some impervious surface area mapping techniques. 

Categories Merits and Demerits Reference 

Classification-

based 

They support the use of numerous training samples.  (Tian et al., 2018) 

It is difficult to resolve mixed-pixel problems in pixel-based classification i.e., with the spectral and textural complexity of ISA, there is 

mixed-pixel with combination of ISA and other land cover types that results in unsatisfactory results. 

(Sun, 2011) 

(Zhang and Du, 2015) 

Optimizing the segmentation parameters limits the use of object-based classification in large study area.  (Yu et al., 2017) 

Regression models are though effective in ISA distribution mapping nationally and globally, their challenges are to select suitable 

dependent variables from low resolution images and independent variables from high quality ISA reference data. 
(Lu et al., 2014) 

Decision tree can be effectively in large area ISA mapping from large, high dimensional and nonlinear data but it’s also sensitive to noises 

as it, relies heavily on the quality of sample data 
(Sun, 2011) 

Sub-pixel 

based 

This method has proven effective in handling mixed-pixel problem e.g., SMA is able to identify endmember proportion and their 

corresponding spectral signatures for a geographical scene in remote sensing image. TMA uses the endmember temporal spectral rather than 

electromagnetic spectral.   

(Sun et al., 2017) 

(Tian et al., 2018) 

It is not suitable for large area mapping due to dependence on well selected representative endmembers (e.g., material difference),inter-class 

variability quantification, collinearity of endmembers and complicated implementation process.  

(Somers et al., 2011) 

(Lu et al., 2014) 

ISA are normally overestimated in areas with low-density urban features and underestimated in high-density urban areas when using a sub-

pixel-based method. 
(Sun, 2011) 

Random forest is insensitive to noise in the training dataset, does not suffer from over-fitting ability to determine variable importance and 

handle unbalanced datasets. 

(Watts and Lawrence, 

2008;Watts et al., 

2009;Loosvelt et al., 

2012;Rodriguez-Galiano et 

al., 2012)  

(continued overleaf) 



8 

 

Table 1.1 (continued) 

spectral index-

based 

They are easy to implement in practical application, with no need of training sample and endmembers selection. i.e., characterized by 

simplicity and flexibility. 
Tian et al. (2018) 

Before extraction of ISA spectral indices such as NDBI, BCI and CBI requires masking of water bodies and bare land or soil due to spectral 

similarity with built-up materials.  

Deng and Wu (2012) 

(Xu and Wang, 2016) 

It is difficult to select an optimal threshold to segment ISA from background surfaces in these indices. (Lu et al., 2014) 

NDISI takes the advantage of the thermal infrared (TIR) bands coupled with distinctively different emissivity of ISA during urban mapping. 

The low resolution of TIR bands of multispectral sensor (Landsat) also limits their identification of ISA with varying surface properties. 

Though MNDISI is with the advantage of night time light luminosity and a soil-adjusted vegetation index to enhance the ISA features, 

nevertheless, it is difficult to use due to lack of data sources. Subsequently, PISI has a significant positive correlation with ISA percentage, 

the threshold can be adjusted according to actual needs with higher ISA extraction precision and better separability from soil and vegetation. 

(Xu, 2010) 

(Liu et al., 2013) 

(Sun et al., 2017) 

(Tian et al., 2018) 

RISI effectively distinguishes impervious surfaces distribution from other ground objects, especially bare soil in Landsat imagery. This 

spectral index requires the use of the coastal band after a 0-1 transformation to further increase the difference between impervious surfaces 

and bare soil. 

(Fang, Wei and Dai, 2019) 

Deep learning-

based 

It has a unique ability in automatic feature learning and the remarkable strength in representation and fitting for non-linear complicated 

functions 

(Zhang, Zhang and Lin, 2014) 

(Yin, Wang and Wang, 2015) 

FCN can accommodate the integration of multi-source remotely sensed data and combination of features at multiple scales (i.e., transmitting 

information between multiple convolutional layers, pooling layers, activation layers and concatenation layers) which improves algorithm 

accuracy. FCN have the ability to transfer learning, which enables the extraction of dynamic information (e.g., urban land detection at 

different scales) using parameters obtained from training samples in a single period. 

(He et al., 2018) 

(Yang et al., 2017) 

(Chen et al., 2016) 

(Maggiori et al., 2016) 

(Fu et al., 2017) 

DNN fails to fine local detail without the consideration of the interactions between pixels i.e., coarse segmentation outputs such as non-

sharp boundaries and blob-like shapes caused by convolution filters with large receptive fields and pooling layers. 
(X. Zhu et al., 2017) 

GCN can be generally applied to other binary or multi-label segmentation tasks, such as road extraction, settlement layer extraction, or 

semantic segmentation of very high-resolution data in general. It can also work directly with unstructured data, such as point clouds. 
(Shi, Li and Zhu, 2020) 

3D CNN method can automatically extract spectral, spatial, textural, and elevation features via multi-step convolutional, ReLU, and pooling 

operators, which result in better extraction performance of impervious surfaces (especially for building roofs and roads). 
(Sun et al., 2018) 
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Despite the significance of ISAs studies, most of the satellite data and methods for estimating 

or mapping ISA data have not been sufficiently explored in major cities in Africa. 

Environmental and urban climate studies used land surface temperature (LST) and emissivity 

data for numerous purposes but mainly to analyse LST patterns and how they contribute to 

urban heat island predictions, surface characteristics and surface energy fluxes so that 

landscape properties, and patterns can be characterized (Ibrahim, 2017). Awareness of LST 

provides information on spatio-temporal variations on the state of surface stability which is 

essential in many applications (Leprieur et al., 2000). Although in urban thermal environment 

studies, traditional methods such as in-situ land surface temperature (LST) measured by 

meteorological station were used, but it hardly reflect the spatial air-temperature variation 

based on different surfaces that characterize the heterogeneous urban landscape (Weng, 2009; 

Morabito et al., 2015). The development of thermal infrared bands of remote sensing data of 

space-borne sensors over the years has offered considerable measurement possibilities (e.g. 

spectral, spatial and temporal) combined with timely data acquisition and wide area coverage 

i.e., regional to global scale (Li et al., 2013; Yu and Lu, 2014). However, the spatial 

resolution of the commonly used thermal remote sensed data is medium or low, which limits 

the extracted information needed for a fine investigation of the urban environment (Xiao et 

al., 2018).  

Some of these wide varieties of infrared thermal sensors are: National Oceanic And 

Atmospheric Administration - Advanced Very High Resolution Radiometer (NOAA–

AVHRR), Moderate Resolution Imaging Spectroradiometer (MODIS), Geodynamic 

Experimental Ocean Satellite (GOES), Heat Capacity Mapping Mission (HCMM), infra-red 

thermometers (IRT), Thermal Infrared Sensor (TIRS), Spinning Enhanced Visible and 

Infrared Imager (SEVIRI), Tropospheric Infrared Mapping Spectrometers (TIMS), Advance 

Spaceborne Thermal Emission And Reflection Radiometer (ASTER), Moderate Resolution 

Imaging Spectroradiometer/Advance Spaceborne Thermal Emission And Reflection 

Radiometer airborne simulator (MASTER), and Landsat (Voogt and Oke, 2003; Olarewaju 

Oluseyi, Fanan and Magaji, 2009; Weng, 2009; Tomlinson et al., 2011; Abutaleb et al., 2015; 

Adeyemi et al., 2015; Zhao and Wentz, 2016; Tran et al., 2017). The retrieval of the LST 

from thermal infrared bands of remote sensing data of space-borne sensors has attracted 

much attention, and its history dates back to the 1970s (McMillin, 1975). Li et al. (2013) 

elucidated for accurate direct estimation of LST from the radiation emitted in the TIR spectral 
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region, radiometric calibration, cloud screening, atmospheric correction and emissivity are 

necessary parameters.  

Consequently, there have been several algorithms and methods used for land surface 

temperature (LST) retrieval from remote sensing data. Previous studies have used spectral 

radiance model to assess LST from data (Sobrino, Jiménez-Muñoz and Paolini, 2004; Weng, 

Dengsheng and Jacquelyn, 2004). Although LST has also been directly linked to satellite 

based thermal infrared (TIR) data through the radiative transfer equation, the disadvantage is 

that it requires an in-situ atmospheric profile which must be launched simultaneously with the 

satellite passes which is very difficult to achieve (Alipour, Sarajian and Esmaeily, 2011). Qin, 

Karnieli and Berliner ( 2001) in an earlier study developed the split window and mono 

window algorithm and demonstrated their effectiveness of using Landsat data. Some scholars 

further used single band of Landsat data for retrieving LST by applying mono-window 

algorithm  (Li et al., 2013; Ning et al., 2018) while others used two thermal bands applying 

split-window algorithm (Rozenstein et al., 2014). Sahana, Hong and Sajjad (2018) asserted 

that the mono window algorithm had an advantage over split window algorithm based on the 

comparative study because the creation of the algorithms was initially based on single 

thermal band. Jiménez-Munoz and Sobrino (2003) and Jiménez-Muñoz and Sobrino (2010) 

also developed the single-channel algorithm for land surface temperature retrieval from 

Landsat and Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) 

data respectively. Alipour, Sarajian and Esmaeily (2011) pointed out that the single-channel 

algorithm has an advantage as it can be used when the ground truth data is not available. 

The degree of urban sprawl has been measured by the increase of ISA (Hereher, 2016). With 

increasing concern in many African cities, examining the interaction between the LST and 

ISA in an urbanized environment is key to understanding components of urban climate e.g., 

urban heat island (UHI) extent. In the past, many researchers have explored this relationship 

as a key environmental indicator mostly in the developed countries (Zhang, Odeh and Han, 

2009; Deng and Wu, 2013). Some of the studies that have also investigated this relationship 

were based on the several methods that have been developed to extract ISA from satellite 

images at different spatial scales (Yu and Lu, 2014; Nie and Xu, 2015; Morabito et al., 2016, 

2018; Henits, Mucsi and Liska, 2017; Wei and Blaschke, 2018). 

 In major cities in Africa, very few studies have been conducted by scholars regarding the 

examination of the interplay between land surface temperature variation and the spatial and 

temporal patterns of built-up impervious surfaces. Kamdoum, Adepoju and Akinyede (2014)  



11 

 

investigated the relationship between SUHI and the percent impervious surface area (%ISA) 

in Ibadan, south-west Nigeria between 1984 and 2006. They used Landsat 5 TM (1984) and 

the Landsat 7 ETM+ to characterize the %ISA and vegetation with Linear Mixture Spectral 

Analysis (LMSA) and NDVI respectively. Their results indicated a positive correlation 

between LST and %ISA suggesting that percentage ISA accounts for a large share of SUHI 

problem in the study area. Adeyemi et al. (2015) describes the effect of impervious surface 

area and vegetation changes on mean surface temperature using thematic spectral indices and 

mean surface temperatures derived from the thermal bands of Landsat 7 ETM+ and Landsat 8 

LCDM respectively in Tshwane Metropolis, Gauteng Province, South Africa. Simwanda et 

al. (2019) conducted a comparative analysis to examine the relationship between LST and the 

spatial patterns, composition and configuration of impervious surfaces and green spaces in 

four representative African cities, Lagos (Nigeria), Nairobi (Kenya), Addis Ababa (Ethiopia) 

and Lusaka (Zambia) using Landsat OLI/TIRS data. 

In general, despite the above mentioned, most of the studies conducted on ISA mapping and 

the relationship with LST i.e., quantitatively (comparison based on spatial distribution; 

statistical analysis based on sampling methods; scale effects of their relationship) and spatial 

pattern-wise have been in developed cities across the globe (e.g., Europe, Asia and America) 

with few have been done in major cities in Africa. As a pilot area of comprehensive 

innovation modification in the City of Tshwane (COT), Gauteng, South Africa, Pretoria has 

experienced population growth coupled with rapid socio-economic development (i.e., 

uncontrolled and unplanned urbanization and industrialization) over the years, which have 

given rise to increase in impervious surface area. Thus, the question posed asked is whether 

ISA is distinguishable from non-ISA using satellite remote sensing data (e.g., multispectral 

low or medium or high resolution imagery) using various methods (e.g., classification-based 

or sub-pixel-based or spectral index-based etc.) in a complex urban landscape in South 

Africa? ISA emerging not only as a feature of urbanization but also a major index of 

environmental quality. Therefore, its sprawl experienced over the years in relation to surface 

temperature variability may provide more insight that is key to understanding other 

components of urban climate in Pretoria, South Africa. 

1.2. Significance of the research 

The result from this study will presents methodologies that can be incorporated in 

frameworks significant in addressing existing uncertainties of urbanization (i.e., ISA 
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mapping) and its impact on climate change (i.e., LST variability) in major cities in South 

Africa (e.g., Pretoria). Therefore, the consistent results derived from this research will also 

provide vital information on the degree of urban sprawl and influence on urban heat island 

extent to a multitude of social, economic, and environmental policies, city planners, 

sustainable developers, ecological assessment, regulations, and decision-makers across the 

country. 

1.3. Research Aim  

The main aim of this study is to explore built-up ISA mapping and investigate its influence 

on land surface temperature variability using remote sensing and ancillary data in Pretoria, 

City of Tshwane, Gauteng Province, South Africa. 

1.4. Research Objectives 

The specific objectives were to: 

1. explore spectral index to improve built-up impervious surface area delineation from 

very high-resolution multispectral data (e.g., WorldView-2). 

2. examine exposed rooftop impervious surface area based on different colours 

(properties) their interplay with surface temperature variability  

3. determine if the spatio-temporal built-up ISA distribution pattern in relation to 

elevation and its influences urban heat island (UHI) extent using an optimal analytical 

scale, across Pretoria, South Africa. 

4. assess the spatio-temporal change characteristics of ISA expansion using its retrieved 

surface temperature  at selected administrative subplace units (i.e., local region scale). 

1.5. Research hypothesis 

1. Improved spectral index-based segmentation method will be able to delineate ISA 

from a high resolution multispectral imagery. 

2. ISA properties (e.g., colour of rooftop impervious surface area) could influence LST 

variations. 

3. Spatio-temporal distribution of built-up ISA in relation to elevation and its interplay 

with LST can help detect UHI magnitude. 
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4. ISA surface temperature weighted SDE method could reveal the principle direction of 

ISA expansion at local region level. 

1.6. General methodology of the study 

The first technical chapter (i.e., chapter 2) uses the spectral reflectance from a very high 

resolution pan-sharpened (~0.5m) WorldView-2 (WV-2) imagery. The second chapter (i.e., 

chapter 3) employed pan-sharpened (~0.5m) WorldView-2 (WV-2) imagery, LIDAR-derived 

normalized height model and bare earth model or DEM (2m) and Landsat 8 TIRS (pan-

sharpened 15m). Both chapters 2 and 3 were conducted in an urban residential area of 

Pretoria, Lynnwood Ridge, Gauteng Province, South Africa. Chapter 4 and Chapter 5 study 

analysis employed medium resolution multispectral Landsat (30m) imager data respectively. 

These studies were conducted in Pretoria, Gauteng Province, South Africa. 
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Figure 1.1 Flowchart showing the methodology for the NBEI for WV-2. 
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Figure 1.2 Flowchart showing the methodology to analyse rooftop impervious surfaces impact on surface temperature (LST)variability. 
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Figure 1.3 Flowchart showing the methodology to analyse of ISA-elevation and surface temperature distribution. 
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Figure 1.4 Flowchart showing the methodology to assess spatio-temporal urban expansion trend analysis. 
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1.7. Study area 

The study covers Pretoria (Figure 1.5) which is a city in the north-northeast of Johannesburg 

in the northeast of South Africa. It is located at Longitude 25044’46’’S and Latitude 

28011’17’’E of which is the central part of the City of Tshwane Metropolitan Municipality. 

According to Raper (1987), Pretoria is named after the Voortrekker leader Andries Pretorius. 

It is also popularly known as the Jacaranda City due to the thousands of Jacaranda trees 

planted in its streets, parks, and gardens. According to South African Weather Service, 

(2011), the Province was estimated to have a population of 12.2 million people which is 25% 

of South Africa total population and indicating it is the fastest-growing Province that has 

witnessed a population growth of over 33% between 1996 and 2011. The geographical 

distributions of the major languages in Pretoria are Afrikaans, English, Ndebele, Zulu, 

Northern Sotho, Tswana, and Tsonga.  

The climate is influenced by altitude and it experiences hot and rainy summer and also winter 

(crispy and dry with frost occurring in the southern areas) in the major cities i.e., Pretoria on 

the other hand with a topography 1330m above sea level has an average temperature ranging 

from 29 °C max to 18 °C min in January; 19 °C max to 5 °C in June and precipitation of 

674mm (Climate data for Pretoria, 2011). Also, South African Weather Services, (2013) 

reported that during a nationwide heat wave in November 2011, Pretoria experienced 

temperatures that reached 39 °C which was unusual for that time of the year. Similar record-

breaking extreme heat events were observed in January 2013, when Pretoria experienced 

temperatures exceeding 37 °C (99 °F) on several days. The all-time high recorded in Pretoria 

was 42 °C (108 °F) on 25 January 2013 South African Weather Services (2013). The year 

2014 saw one of the wettest years on record for the city with precipitation of 914 mm 

experienced to the end of December.  

Because of its status as the economic hub of South Africa and a large influx of people into the 

city and her sub-urban population is expected to increase drastically in coming years coupled 

with different levels of urban development according to Statistic South Africa report in the 

year 2011. In this research we selected as pilot study areas an urban residential area of 

Lynnwood Ridge  (Figure 1.6), Pretoria subplace units (Figure 1.7) and Pretoria (Figure 1.5), 

Gauteng Province, South Africa.  
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Figure 1.5 The location of the study area relative to Pretoria, South Africa. 
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Figure 1.6 The location of the study area relative to Lynnwood Ridge, Pretoria, South Africa. 
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Figure 1.7 The location of the study area relative to Pretoria administrative subplace, South Africa. 
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1.8. Structure of the thesis 

This study will be organized into the following chapters: 

Chapter 1. The first chapter presents the overall background and research problem areas, research 

aim and objectives of the dissertation and hypothesis. This chapter also shows the significance of 

the research, general methodology of the study and structure of the thesis. 

Chapter 2. we proposed a New Built-up Extraction Index (NBEI) based on WorldView-2 (WV-2) 

imagery. The chapter further explored the feature selection (ranking) ReliefF algorithm to selected 

important bands that show the spectral variability of the types of the built-up materials, age, colour, 

etc. We further performed a comparative examination with previous built up spectral indices and 

threshold analysis to eliminated non-built-up interference.  

Chapter 3. we determined the delineate rooftop impervious surface area using WV-2 (pan 

sharpened ~0.5m) imagery, derived texture measures and LIDAR-derived normalized height model 

and bare earth model or DEM (2m) in the urban residential area Lynnwood Ridge, Pretoria, 

Gauteng Province, South Africa. We assessed the utility of Landsat 8 TIRS (pan sharpened 15m) to 

retrieve LST.  

Chapter 4. we tested the methodology for multi-temporal evaluation of ISA distribution in relation 

to elevation and its influence on daytime surface temperature variability using Landsat 8 OLI TIRS 

data acquired over across Pretoria, South Africa.  Moreover, we assessed the use of Getis-Ord Gi* 

statistics to identifying clusters of ISA surface temperature (hotspot regions) to reveal the urban 

heat island (UHI) extent. 

Chapter 5. we tested the methodology to understand the spatio-temporal characteristics of ISA 

expansion with surface temperature based on Landsat-5 Thematic Mapper (TM) and Landsat-8 OLI 

(Operational Land Imager) and TIRS (Thermal Infrared Sensor) at selected administrative subplace 

units (i.e., local region level) in Pretoria, South Africa. Additionally, we assessed the use of the 

weighted standard deviational ellipse to reveal the principle direction of ISA expansion at local 

region level. 

Chapter 6. Synthesis - Conclusion, Limitation, Recommendation and Future Research. 

Chapter 7. References 



23 

 

Chapter 2 Spectral index to improve the extraction of built-up impervious 

surface area from WorldView-2 imagery 
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Abstract 

Globally, the unprecedented increase in population in many cities has led to rapid changes in urban 

landscape, which requires timely assessments and monitoring. Accurate determination of built-up 

information is vital for urban planning and environmental management. Often, the determination of 

the built-up area information has been dependent on field surveys, which is laborious and time-

consuming. Remote sensing data is the only option for deriving spatially explicit and timely built-

up area information. There are few spectral indices for built-up areas and often not accurate as they 

are specific to impervious material, age, colour, and thickness, especially using higher resolution 

images. The objective of this study is to test the utility of a new built-up extraction index (NBEI) 

using WorldView-2 to improve built-up material mapping irrespective of material type, age and 

colour. The new index was derived from spectral bands such as Green, Red edge, NIR1 and NIR2 

bands that profoundly explain the variation in built-up areas on WorldView-2 image (WV-2). The 

result showed that NBEI improves the extraction of built-up areas with high accuracy (area under 

the receiver operating characteristic curve, AUROC = ~0.82) compared to the existing indices such 

as Built-up Area Index (BAI) (AUROC = ~0.73), Built-up spectral index (BSI) (AUROC = ~0.78 ), 

Red edge / Green Index (RGI) (AUROC = ~0.71) and WorldView-Built-up Index (WV-BI) 

(AUROC = ~0.67). The study demonstrated that the new built-up index could extract built-up areas 

using high-resolution images. The performance of NBEI could be attributed to the fact that it is not 

material specific, and would be necessary for urban area mapping. 
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2.1. Introduction 

The global urban population proliferated from 220 million to 2.8 billion over the twentieth century 

(Xu, 2010). This unprecedented increase in population concentration in cities led to rapid urban 

landscape changes (Odindi, Mhangara and Kakembo, 2012; UNDP, 2012). The highest rate of 

urbanization and associated land use or cover changes have been observed in developing countries 

(Montgomery and Hewett, 2005). Over the last decades, Southern Africa has been facing 

significant land use and land cover changes, such as loss of natural land, i.e., forest or plantations, 

agricultural lands and grasslands coupled with growing built-up impervious surfaces which are 

developed and constructed artificial surfaces that water cannot infiltrate to reach the soil, such as 

buildings or rooftops, paved roads, driveways, roads sidewalks, parking lots and so on (Adeyemi et 

al., 2015). The dynamic nature of land use or cover is associated with economic benefits and 

improved life. The latter effect has been associated with a series of ecological, environmental and 

climatic issues (Jennings and Jarnagin, 2000; Xu, 2010; Deng et al., 2015). Therefore, in recent 

years, detecting these human-made features has attracted increasing interest especially for 

understanding their adverse impact in the context of planning and improvement of the environment. 

Often, the determination of the built-up area information has been dependent on field data 

collection, which is tedious and time-consuming. 

Satellite remote sensing data have served as a useful source of built-up area information in previous 

studies due to large-area coverage and short revisit cycles (Varshney and Rajesh, 2014). Among 

these studies, Landsat imagery is the most commonly used because the satellite series provide 

nearly 45-year data records with wide-swath coverage, free availability and relatively medium 

spatial resolution (Yu et al., 2017). However, confusion among various urban land features based 

on factors such as the spectral and spatial resolution of the data and technique employed has made 

it impossible to yield desirable results (Waqar et al., 2012). Weber (2001) earlier pointed out that 

due to the complexity of the urban landscape, classification from satellite images is a difficult task 

because these images do not exhibit a unique and distinguishable spectral response. On the other 

hand, high spatial resolution images (e.g., IKONOS, Quickbird, WorldView-2/3) have provided 

new research opportunities especially with the growing demands for monitoring most exceptional 

urban objects such as building or rooftop footprints and road which were difficult to identify in 

medium resolution images such as Landsat (Bouziani, Goïta and He, 2007; Bouzekri, Lasbet and 

Lachehab, 2015). The primary challenge with using high-resolution images is cost, but when 

available it provides useful information for urban assessment and monitoring as compared to 

moderate resolution satellite images.  
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According to Sun et al.(2017), the numerous ways to estimate the extent and quantities of built-up 

areas from medium resolution imagery (e.g., Landsat) in the previous studies can be grouped into 

five categories: pixel/object-based classification; spectral mixture analysis (SMA); regression 

model, decision tree and spectral index-based segmentation. They further asserted that though these 

classification methods have been widely used, there are challenges and limitations for applying at 

regional and global scales e.g., subjective scene-to-scene data analysis, time-consuming and 

complicated computing (Deng et al., 2015). The limitation of pixel-based approach which is 

commonly used but does not account for the spatial pattern (i.e., image texture, pixel proximity, 

feature size and shape) and mixed-pixel problems in the classification (Sun, 2011). The object-

oriented approach treats an image as a set of significant objects, which requires spatial, spectral and 

texture characteristics (Yan et al., 2006; Qian, Zhou and Hou, 2007a). These requirements create 

difficulty in optimizing segmentation parameters that hinders the application of object-oriented 

classification to a large area (Yu et al., 2017). Although, SMA-based methods have proven useful 

for handling the mixed-pixel problems in medium resolution imagery, built-up or impervious 

surface area, are commonly overestimated in areas with low-density urban features and 

underestimated in high-density urban areas (Sun, 2011; Weng, 2012). SMA-based methods are also 

not suitable for large-area mapping due to difficulties in end-members related to inter-class 

variability quantification, and complicated implementation process (Yang, Matsushita and 

Fukushima, 2010; Lu et al., 2014). Also, the regression models (e.g., decision tree) limitations are 

associated with model calibration and validation from medium resolution images and high-quality 

impervious surface area (ISA) reference data and extrapolation of the models in other study 

areas(Weng, 2012). Although decision tree is a rule-based method that can effectively process 

large, high dimensional and nonlinear data, which is suitable for large-area built-up mapping, it is 

more sensitive to noise and depends significantly on the quality of sample data (Sun, 2011). Thus, 

all of the above mentioned are semi-automated and involves human intervention such as a manual 

selection of representative samples required by the classifiers and incorporates urban morphology 

information (Waser et al., 2014; Wei and Blaschke, 2018).  

Thematic-oriented spectral indices have proven to be of good potential in large-area built-up 

automated mapping due to their easy implementation, parameter-free and convenience in practical 

applications (Sun et al., 2016). Most of the built-up indices for rapid mapping of built-up areas 

have been developed for medium resolution imagery (Kaimaris and Patias, 2016). Table 2.1 lists 

built-up indices developed from medium resolution multispectral Landsat with their merits and 

demerits. Sameen and Pradhan (2016) reported that most of the studies only developed spectral 
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indices for the rapid extraction of built-up areas from medium resolution satellite images (e.g., 

Landsat).  

Therefore, with the growing demands to observe, assess and monitor land change processes and 

biophysical characteristics of urban environments more accurately, it is necessary to develop new 

built-up indices for recently available multispectral high spatial resolution satellite imagery such as 

IKONOS, Quickbird, and WorldView-2/3 (Myint et al., 2010). Based on the problems mentioned 

above- in index-based built-up area mapping, there is a need to develop new indices that are 

accurate and able to accommodate the spectral variability of the built-up materials. The objective of 

the study is to propose and test the utility of a NBEI based on WV-2 imagery. The key research 

questions are: 

1. Which WV-2 spectral bands are essential in characterizing built-up areas i.e., consider the 

spectral variability of the built-up materials (e,g., types, age, colour, etc)?  

2. Could NBEI threshold analysis eliminate non built-up interference to ensure high accuracy 

for build-up ISA extraction? 

3. In a comparative analysis with previous spectral indices, will NBEI perform better? 

2.2. Material and Methods 

The methodological workflow is briefly summarized in the flowchart of Figure 1.1. 

2.2.1. Study Data 

One cloud-free WV-2 multispectral image of the study area was obtained from Digital Globe in 

October 2015. WV-2 was launched in October 2009 as the first commercial multispectral satellite 

that comprises 2 m eight multispectral bands and 0.5 m panchromatic bands(Wolf, 2010). The 

satellite has a swath width of 16.4 km, an average revisits time of 1.1 days and is capable of 

collecting up to 9.75×105 km2 per day. Therefore, the satellite has the spectral and spatial 

resolutions that meet a variety of remote sensing applications such as mapping rooftops (Nasarudin 

and Shafri, 2011; Taherzadeh and Shafri, 2013). the Department of Forestry, Fisheries and the 

Environment (DFFE), South Africa (https://www.environment.gov.za) subcontracted National 

Land Cover (NLC) classification dataset of 2013-2014 completed by a consulting company 

GeoterraImage (Pty) ltd in 2015, 1:10,000 aerial photography at 0.5m spatial resolution (November 

2015) from CDNGI together with Google Earth search engine were used for validation purpose to 

verify the rooftop colours in the study site. Software to be used for desktop analysis were; ESRI 

(ArcGIS), EXELIS Environment for Visualizing Images (ENVI) IDL version 5.2, QGIS, Microsoft 
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office, WEKA, R statistical software environment (RStudio, Inc., Boston, MA, USA, Version 

1.1.463) software.  
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Table 2.1 List of built-up indices 

Formula Imagery Merits and Demerits References 

NDBI = ((SWIR1-NIR)/(SWIR1+NIR)) Landsat Ineffective in differentiating built-up area from bare 

land areas and requires modification to enhance its 

accuracy.  

(Zha, Ni and Yang, 2003) 

NB1 = (RED*SWIR1)/NIR Landsat Higher positive values of NBI indicated a greater 

possibility of bare ground areas. 

(Chen et al., 2006) 

IBI = (NDBI-(NDVI+MNDWI)/2)/(NDBI+(NDVI+MNDWI)) Landsat Detect asphalt and concrete surfaces and eliminate 

other land use or cover classes using the vegetation 

and water index values. 

(Xu, 2008) 

Improved NDBI = NDBI -NDVI Landsat High subtracted values between the continuous 

images of NDBI and NDVI coupled with 

thresholding technique indicates more probability 

of having built-up regions 

(Chunyang et al., 2010) 

NBI = (SWIR1*RED)/NIR Landsat Red band spectral response was used to enhance the 

extraction of the built-up region 

(Chen et al., 2010) 

NDISI=(Tb-(MNDWI+NIR+SWIR1)/3)/Tb+ 

(MNDWI+NIR+SWIR1)/3) 

Landsat It can represent the real percentage of the 

impervious surface but sensitive to seasonality. 

(Xu, 2010) 

EBBI = (SWIR1-NIR)/10*(SWIR1+TIR) Landsat It is terrific in distinguishing between built-up and 

bare land due to the use of TIR band. It detects 

mixed regions as built-up in bare land areas in 

regions with a highly heterogeneous landscape, 

which exhibit high values in NIR and SWIR 

because of the drier vegetation. 

(As-syakur et al., 2012) 

BAEI = (RED + L)/(GREEN + SWIR1) Landsat Excellent in detecting built-up regions, it also has 

some portion of confusion between built-up and 

rock due to similar spectral response. Masking of 

vegetation was required because of its enhancement 

with built-up regions due to the Red band. 

(Bouzekri, Lasbet and Lachehab, 2015) 

(continued overleaf)    
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Table 2.1 (continued)    

Formula Imagery Merits and Demerits References 

BUI=(2*((RED*SWIR2)- 

(SWIR1*SWIR1))/((RED+SWIR1)+(SWIR1+SWIR2)) 

Landsat It reveals high positive values for water, high 

negative values for bare soil and vegetation, and 

minor negative values for the built-up area.  The 

main focus is on the last finding, i.e. in values 

ranging around 0.0. Although, it does not follow 

the logical boundary of the built-up area values 

adopted in previously developed indices but allows 

for the best distinction of constructions. 

(Kaimaris and Patias, 2016) 

NBUI = EBBI - (SAVI + ((GREEN-SWIR1)/(GREEN+SWIR1)) Landsat It highlights the contrast reflection range and 

absorption in built-up and bare land areas 

(Sinha, Verma and Ayele, 2016) 

MNDISI=(TS-(MNDWI+NIR+SWIR1)/3)/TS+ 

(MNDWI+NIR+SWIR1)/3) 

Landsat It suggests that built-up indices are sensitive to 

image seasonality, and summer is the best time 

phase for ISA mapping 

(Sun et al., 2017) 

BSTBI = (W1BLUE+W2NIR-GREEN) * SWIR2 

Where, W1 = (λGREEN – λBLUE) / (λNIR -λ BLUE); 

W2 = (λNIR – λGREEN) / (λNIR –λ BLUE) 

Landsat It cannot represent the totality of the industrial 

zone, i.e. underestimation. Age and covering of 

dust could also suppress the performance of the 

index. 

(Guo et al., 2018) 

ENDISI = BLUE – α * [(SWIR1/SWIR2) + (MNDWI)2] / 

BLUE + α * [(SWIR1/SWIR2) + (MNDWI)2] 

α = 2 * (BLUE)Mean/ 

[(SWIR1/SWIR2)Mean + ((MNDWI)2)Mean] 

MNDWI = (Green – SWIR1)/(Green + SWIR1) 

Landsat It reduce the impacts of arid land, bare rock, and 

bare soil on IS extraction effectively (i.e., higher 

separability degree). It presented high  values in 

some grassland areas i.e. making impervious 

surface pixels covered with pervious surface pixels 

(Chen et al., 2019) 

L represents an arithmetic constant equal to 0.3, NDBI = “Normalized difference built-up index name”, NBI = “New Built-up Index”, IBI = “Index-based Built-Up Index”, NBI = “New Built-up 

Index”, EBBI = “Enhanced Built-Up and Bareness Index”, BAEI = “Built-up area extraction index”, BUI = “Built-up index”, NBUI = “New Built-up Index”, Ts = "retrieved surface 

temperature", Tb = " brightness temperature of the thermal band",  MNDWI = " modified normalized difference water index",  NDISI = " normalized difference impervious surface index", 

MNDISI = " Modified Normalized Difference Impervious Surface Index". SAVI = “Soil-adjusted Vegetation Index ", BSTBI = “blue steel tile-roofed buildings index”, ENDISI=” Enhanced 

Normalized Difference Impervious Surfaces index”,(.)Mean = “image mean value, RED, BLUE, GREEN, NIR, SWIR1 and SWIR2  = “ wavelength of surface reflectance bands”. 
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2.2.2. Image acquisition and pre-processing 

The WV-2 scene used in this study was orthorectified and geometrically corrected by Digital Globe 

(Mutanga et al., 2015; Gairola et al., 2016; Madonsela et al., 2017). The WV-2 bands (Table 2.2) 

were then atmospherically corrected and transformed into canopy reflectance using the Quick 

Atmospheric Correction (QUAC) extension in Environment for Visualizing Images (ENVI) 

software (ENVI, 2015). After the radiometric calibration, the WV-2 multispectral bands pan-

sharpening was performed using the ENVI Gram-Schmidt Spectral Sharpening algorithm that 

improved the visualisation of rooftop material (Laben and Brower, 2000). Finally, the WV-2 image 

was then referenced to the Universal Transverse Mercator (UTM zone 35 South) projection using 

WGS-84 Geodetic datum (Omer et al., 2015). 

Table 2.2 WorldView-2 imagery characteristics 

Spectral bands Wavelength (nm) Spatial resolution (m) 

Coastal blue 400-450 2 

Blue 450-510 2 

Green 510-580 2 

Yellow 585-625 2 

Red 630-690 2 

Red-edge 705-745 2 

NIR1 770-895 2 

NIR2 860-1040 2 

Pan 450-800 0.5 

2.3. Feature selection using ReliefF Algorithm 

2.3.1. Feature selection 

Feature selection is an important pre-processing step in pattern recognition and machine learning, 

artificial intelligence and data mining communities. It helps us to focus the attention of a 

classification algorithm on those features or bands that are the most relevant to predict the classes 

(i.e., built-up) (Durgabai and Ravi Bhushan, 2014). Based on statistical distribution using a large 

number of features as the inputs of initiating algorithms have the disadvantage (e.g., inefficient as it 

consumes memory and time, irrelevant features may confuse classification algorithms) and 

advantages (e.g., improving understandability and lowering the cost of data acquisition and 

handling). Feature selection methods can be grouped into two categories, which are ranking 

features according to the same evaluation criterion and choosing a minimum set of features that 

satisfies an evaluation criterion. In this work, we implemented the ReliefF algorithm for feature 
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ranking in the WEKA software to identify the significant wavelengths sensitive to the built-up 

areas (e.g., road and rooftops).  

2.3.2. Algorithm implementation 

In this study, we employed the use of the robust ReliefF algorithm because of its ability to handle 

both a binary and multiclass problems and accommodate an incomplete and noisy data(Robnik and 

Konenko, 2003). Based on the generated training or stratified random sample points (n=130) on 

built-up areas (e.g., roads and rooftops), we first extracted from the eight WV-2 bands (i.e., 

features) reflectance values using the "Extraction" module of the spatial analyst tool of ArcGIS 

software. Before this step, the validity of all these sample points selected was carefully checked 

through visual inspection of both aerial photography (November 2015) as well as Google Earth 

engine to avoid mislabelling problems. Subsequently, the ReliefF algorithm was implemented in 

the WEKA software using the k nearest neighbours (KNN). The ReliefF algorithm randomly 

selects from the training a sample ni, and then performs searches for k nearest neighbors in two 

ways i.e., from the same class (nearest hits hj) and a different class, called nearest misses mj(C) (see 

Equation 2.1).  It updates the quality estimation W[A] for all attributes "A" depending on the WV-2 

reflectance values associated with the training sample (ni) hits and misses. The contribution for 

each class of the misses is weighted with the prior probability of that class p(C) (estimated from the 

sample points). Since we want the contributions of hits and misses in each step to be in 0 to 1 

symmetric, we ensured that misses probability weights sum to 1. As the class of hits is missing in 

the sum, we divided each probability weight with factor 1 - p (class (ni)) (which represents the sum 

of probabilities for the misses). The process is repeated for t times. Selection of k hits misses and 

ensured greater robustness of the ReliefF algorithm about the noise.  k parameter that controls the 

locality of the estimates was set to 10 (Robnik and Konenko, 2003; Durgabai and Ravi Bhushan, 

2014). Finally, the ReliefF algorithm ranked the WV-2 bands sensitiveness to the built-up areas 

based on the estimated weight ranging from 0 to 1 with large weights assigned to important WV-2 

bands. ReliefF algorithm was used successfully for feature extraction (Durgabai and Ravi Bhushan, 

2014; Wieland and Pittore, 2014; Anusha and Sathiyamoorthy, 2016). 

2.3.3. Algorithm representation 

The input: for each training instance a vector or point of the attribute (i.e., either road or rooftop) 

Output: the vector w of estimations of the qualities of attributes. 

1. set all weights w[A]:=0.0; 
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2. for i:=1 to t do begin 

3. randomly select an instance n𝑖 ; 

4. find k-nearest hits ℎ𝑗 ; 

5. for each class C ≠class (ni) do 

6. from class C find k nearest misses 𝑚𝑗 (c); 

7. for A: =1 to a do 

8. 
1

(A,ni,hj)
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j

diff
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Equation 2.1 

9. End 

 

2.4. Built-up spectral Index creation 

2.4.1. Spectral index creation 

Spectral indices are part of processing methods called multi-spectral transformations (Bouzekri, 

Lasbet and Lachehab, 2015). Caloz and Collet (2001) earlier defined an index as a variable 

synthetic, digital characterizing the intensity or the extension of an overly complex phenomenon to 

be broken down into a manageable number of parameters. The stratified random sampling 

technique was used to develop an empirical method to formulate the built-up index. Deng et al. 

(2015) asserted that the selection of stratified random samples is vital for the construction of the 

spectral index. Gao and Mas (2008) pointed out that in the selection of samples, the large number 

represents the reliability of specific land cover spectral signature much better than small numbers. 

Therefore, in this study as a compromise of efficiency and reliability, the generated stratified 

random sample points or pixels on built-up materials used in the above feature ranking were 

comprehensively used to examine their spectral pattern. In the development of the NBEI we 

employed the following steps: 

1. Evaluating the spectral pattern to identify significant WV-2 wavelengths that are sensitive 

to dissimilarities in a target’s spectral response, which represent the built-up areas as 

compared to other land features (Samsudin, Shafri and Hamedianfar, 2016).  



34 

 

2. We postulate that the significant WV-2 bands obtained from the feature ranking using the 

ReliefF algorithm will be the same spectral bands that show the absorption and reflectance 

regions of the spectral pattern. 

3. Since built-up samples may exhibit a high spectral variability due to their complex 

materials, we hypothesize that an effective spectral index will be developed based on the 

ratios (i.e. band combinations) between the sum of spectral bands that signifies the 

absorption and reflectance regions of the spectral pattern. 

2.4.2. Comparative Analysis 

To better examine the performance of NBEI in creating a distinction between built-up and non 

built-up features in WV-2 imagery, we also conducted a comparative analysis. In this study, five 

related spectral indices: built-up area index (BAI) (Mhangara et al., 2011), built-up the spectral 

index (BSI) (Sameen and Pradhan, 2016), red edge/green Index (RGI) (Belgiu, Drǎguţ and Strobl, 

2014) and Worldview built-up index (WV-BI) (Environment for Visualizing Images ENVI, 2014) 

were implemented for the comparative analysis since they could enhance built-up features 

information with a degree of vagueness. The empirical formulas of these indices are expressed in 

Table 2.3 below. Finally, the threshold technique employed in the study for the separation of built-

up and non built-up areas i.e., to determine the optimal threshold value follows the same steps 

employed in the study of (Xu, 2008; Chen et al., 2010). 

Table 2.3 List of compared WV- 2 images built-up indices. 

Name Formula Reference 

Built-up area index (BAI) ((Blue - NIR1))/ ((Blue + NIR1)) (Mhangara et al., 2011) 

Built-up spectral index (BSI) ((Yellow - 2*NIR1)/ (Yellow + 2*NIR1)) (Sameen and Pradhan, 2016) 

Red edge/Green Index (RGI) ((Red edge - Green)/ (Red edge +Green)) (Belgiu, Drǎguţ and Strobl, 2014) 

Worldview built-up index  

(WV-BI) 

((Coastal blue - Red edge)/ (Coastal blue + Red 

edge)) 

(Wolf, 2010; Environment for 

Visualizing Images ENVI, 2014) 

New built-up extraction index  ((NIR2 +NIR1) - (Green + Red edge))/ ((NIR2 

+NIR1) + (Green + Red edge)) 

(Adeyemi et al., 2021a) 

2.4.3. Precision Evaluation 

In this study, the accuracy of the five built-up spectral indices was assessed based on un-stratified 

random evenly distributed samples (n=244) obtained from reference data (aerial photo at 0.5m 

spatial resolution and visual inspection on Google Earth) to validate the index derived image. 10-

fold cross-validation was used to rearrange the samples to ensure that each fold is a good 

representation of the whole datasets i.e., with a lower sample distribution variance compared to the 
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hold-out cross-validation (Danjuma,2015). Finally, we implemented the performance evaluation 

metrics using the area under the receiver operating characteristic curve (AUROC) which is a graph 

that summarizes the performance of the indices (classifier) over all possible thresholds. It is 

generated by plotting the true positive rate (y-axis) against the false positive rate (x-axis). Wieland 

and Pittore (2014) further explained that the true positive rate is the proportion of actual positives 

that are classified as positives, while true negative rate, is the proportion of actual negatives, which 

are classified as negatives. It was computed using InformationValue and plotROC package in the R 

statistical software environment (RStudio, 2018; Prabhakaran, 2016; Sameen and Pradhan, 2016).  

2.5. Results  

2.5.1. An empirical analysis of ReliefF algorithm 

Figure 2.1 gives an overview of the WV-2 bands importance for delineating built-up using the 

ReliefF algorithm.  As shown in Figure 2.1, NIR2 is ranked the highest with weight of 0.017. 

Amongst the eight spectral band features, the most important features that can be used for the 

formulation of the new normalized band ratio for built-up area delineation were NIR2, NIR1, Red 

edge and Green or Yellow.  

 

Figure 2.1 WV-2 spectral bands features ranked by their importance for identifying built-up areas. 
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2.5.2. Reflectance profile of built-up surfaces and spectral index creation 

The concept for developing spectral indices is to identify the weakest and strongest reflectance 

band from multi-spectral data (Wu, 2004). Figure 2.2 shows that the built-up (i.e., rooftop and 

roads) reflectance is distinct. As indicated in Figure 2.2, the spectral profiles of rooftop and road 

exhibit a similar reflectance pattern of shape, but differ largely in the magnitude particularly in the 

Red edge to NIR spectrum. The built-up surfaces indicated reflection highly in the NIR (centered 

between 833nm and 950nm) regions and absorption at the Green (545nm) and Red edge (725nm) 

regions of the WV-2.  

 

Figure 2.2 WV-2 mean spectral profiles of built-up areas extracted. 

2.5.3. Spectral index creation and Threshold Selection for built-up mapping 

Based on the identified weakest and strongest bands coupled with conventional approaches, Waqar 

et al.(2012) explained that spectral indices are formed to enhance required land cover over wide 

range of wavelength values and suppress others. To develop the NBEI, the WV-2 bands NIR2, 

NIR1, Red edge and Green were used respectively. NBEI  was developed using normalized ratio of 

the addition of NIRs and Green and Red edge spectral regions which is mathematically expressed in 

Equation 2.2 as: 
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    Equation 2.2 

The NBEI can enhance the built-up land feature easily because the subtraction of the Green and 

Red edge bands from the NIR bands will result in positive values for built-up land pixels only i.e., 

the index takes advantage of the condition where the features with higher NIR2 and NIR1 values 

but lower Green and Red edge values. Likewise, the subtraction of the Green and Red edge bands 

from the NIR bands in the band combination helped enhance the  depiction of built-up area  while 

suppressing other non-built-up areas (Xian et al., 2019). Evidently, the NBEI is a normalized 

difference index with features such as: (1) a ratio-based index, (2) values ranging between -1 to + 1 

and (3) enhanced built-up information has positive values, while the suppressed land covers (e.g., 

vegetation, base land or soil etc.) has zero to negative values.  

Furthermore, based on threshold analysis of binary images (Figure 2.4) derived from previously 

developed built-up indices, the results of the comparative study in Figure 2.3 indicate the following 

threshold values in Table 2.4 respectively.  

Table 2.4 Dynamic ranges of previous WV-2 built-up indices. 

In comparison, our developed index (i.e. NBEI) demonstrated its potential to map built-up rooftops 

and asphaltic roads based on the produced index threshold values in Table 2.4 and Figure 2.3. The 

stratified 10-fold cross-validation indicate the AUROC of NBEI improved the detection of built-up 

(AUROC = ~0.82) as compared to the existing ones such as BSI (AUROC = ~ 0.78 ), BAI 

(AUROC = ~0.73), RGI (AUROC = ~0.71) and WVBI (AUROC = ~0.67) respectively (Figure 

2.6). The threshold values indicate built-up or impervious surfaces (i.e., n=130 stratified random 

samples of built-up pixels). Threshold values within the range of 0.03 to 0.509 (see Table 2.4), are 

primarily clustered values with histogram frequencies of 5 to 20. Threshold values within ranges of 

<0.03 and >0.509 are mostly frequency that optimizes non-built-up areas. Overall, our results 

 Index Threshold 

BAI -0.09≥ built-up ≥-0.81 

BSI -0.390≥ built-up ≥-0.894 

NBEI 0.03 ≥ built-up ≥ 0.509 

RGI 0.085 ≥ built-up ≥0.69 

WV-BI -0.009 ≥ built-up ≥-0.689 
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shows that NBEI has successfully separated built-up areas from other land cover types with 

relatively high precision. 

 

 
(a)  

 

(b)  

 

(c)  

 

(d)  

 

(e)  

 

Figure 2.3 Threshold histograms showing the range of the threshold pixel values depicting built-

up areas in (a) BAI, (b) BSI, (c) Proposed (NBEI), (d) RGI (e)WV-BI. 
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(a)  

 

(b)  

 

(c)  

 

(d)  

 

(e)  

 

Figure 2.4 Result of compared spectral indices images (a) BAI, (b) BSI, (c) Proposed (NBEI), (d) 

RGI, (e) WV-BI. 
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(a)  

 

(b)  

 
(c)  

 

(d)  

 
(e)  

 

Figure 2.5 Thematic output after thresholding of (a) BAI, (b) BSI, (c) Proposed (NBEI), (d) RGI, 

(e) WV-BI. 
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(a)  

 

(b)  

 

(c)  

 

(d)  

 

(e)  

 

Figure 2.6 AUROC curve showing the 10-fold cross-validation performance evaluation of all the 

built-up indices of WV-2, (a) BAI, (b) BSI, (c) Proposed NBEI, (e) RGI, (d) WV-BI. 
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2.6. Discussion 

According to Varshney and Rajesh (2014), index-based algorithms it is possible to classify built-up 

areas such as roads and rooftops and so on automatically at the minimal time when compared to the 

conventional image classification process. Due to the convenience of spectral indices in detecting 

specific land cover, a large number of indices have been developed in the past decade (Deng et al., 

2015). However, few spectral indices are available to enhance built information directly from the 

VHR image (e.g., WV-2). This study proposed NBEI for built-up extraction based on WV-2 bands. 

Accuracy assessment results show that overall extraction accuracy for built-up areas using NBEI is 

greater than that of previously developed indices. This shows that our proposed NBEI can be used 

to achieve much better results for extraction and better delineating of built-up areas in our study 

area. 

In this study, we examined the capability of NBEI to identify different roads and to build rooftops 

materials. Amongst, the eight WV-2 spectral bands, the significant bands used for the formulation 

of the new index for built-up area detection were NIR2, NIR1, Red edge and Green. These 

significant wavelengths were able to depict a significant difference in the shape of spectral 

signature (Shahi et al., 2015). The NIR1 and NIR2 bands located at the reflectance region and the 

Green band at the absorption region helped to enhance built-up areas (Samsudin, Shafri and 

Hamedianfar, 2016) while the Red edge band suppresses the vegetation (Pu and Landry, 2012; Y. 

Zhu et al., 2017). Although previous worldview-2 built-up indices employed for comparison were 

based on various bands (i.e., Coastal Blue, Blue, Green, Yellow, Red edge and NIR1), the ReliefF 

algorithm employed in our approach, found that Green, Red edge, NIR1 and NIR2 are the most 

suitable bands to extract the built-up areas from the worldview-2 image. Also, the visual 

examination of these spectral indices performance presented in Figure 2.5, further explains the 

superior performance obtained of NBEI. For instance, the low accuracy of BAI, RGI and WV-BI 

(AUROC ≤ 0.73) could be attributed to the fact that many rooftops (e.g., red and brown) were not 

detected accurately. This might be because of the absence of NIR2 in these indices that can 

comprehend the different rooftops surface illumination. Also, the subtraction of the Green and Red 

edge bands from the NIR bands in the band combination was helpful in enhancing the depiction of 

built-up area  while suppressing other non-built-up areas (Xian et al., 2019) i.e., vegetation and 

bare land or soil. BSI performed reasonably well with negative threshold values when compared to 

NBEI which had good coverage of built-up areas with positive threshold values. Even though the 

study area comprises a heterogeneous natural (e.g., vegetation, bare land or soil) and artificial land 
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cover, NBEI developed in this study provides the advantage of independence from making a mask 

for non-built-up to focus only on built-up areas. 

2.7. Conclusion 

The new spectral index (NBEI) proposed in this study improves the extraction of built-up areas 

automatically from WV-2 imagery. The evaluation of the NBEI compared with four other spectral 

built-up indices developed for WV-2 imagery in the previous study showed a better result for the 

detection and extraction of built-up areas with less time and pre-processing. Since the performance 

of the spectral index depends on the spectral response of land cover characteristics that vary from 

one region to another due to climatic, topographic and socio-economic changes, the effectiveness 

of the new built-up extraction index for WV-2 still needs to be tested at different study sites within 

the urban settings (e.g., commercial, industrial etc.), provided there is the availability of this 

commercial satellite imagery. 
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Chapter 3 Exposed rooftop impervious surface analysis using satellite data in an 

urban residential environment. 

Satellite level (high resolution and medium resolution) 
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Abstract 

Rapid urbanization because of population growth has led to the conversion of natural lands into 

large man-made landscapes which affects the micro-climate. Rooftop reflectivity, material, colour, 

slope, height, aspect, elevation are factors that potentially contribute to temperature variability. 

Therefore, strategically designed rooftop impervious surfaces have the potential to translate into 

significant energy, long-term cost savings, and health benefits. In this experimental study, we used 

the semi-automated Environment for Visualizing Images (ENVI) Feature Extraction that uses an 

object-based image analysis approach to classify rooftop based on colours from WorldView-2 

(WV-2) image with overall accuracy ~90.4% and kappa coefficient ~0.87 respectively. The 

daytime retrieved surface temperatures were derived from 15m pan-sharpened Landsat 8 TIRS   

with a range of ~14.6OC to ~65OC (retrieval error = 0.38OC) for the same month covering Lynwood 

Ridge a residential area in Pretoria. Thereafter, the relationship between the rooftops and surface 

temperature (LST) were examined using multivariate statistical analysis. The results of this 

research reveal that the interaction between the applicable rooftop explanatory features (i.e., 

reflectance, texture measures and topographical properties) can explain over 22.10% of the 

variation in daytime rooftop surface temperatures. Furthermore, analysis of spatial distribution 

between mean daytime surface temperature and the residential rooftop indicated that the red, brown 

and green roof surfaces show lower LST values due to high reflectivity, high emissivity and low 

heat capacity during the daytime. The study concludes that in any study related to the spatial 

distribution of rooftop impervious surface area surface temperature, effect of various explanatory 

variables must be considered. The results of this experimental study serve as a useful approach for 

further application in urban planning and sustainable development. 
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3.1. Introduction 

Generally, there has been an unprecedented increase in population concentration in cities which 

have led to rapid urban landscape changes (UNDP, 2012).  Parece and Campbell (2013) reflected 

that over 50% of the global population lives in urban settlements and the United Nations Population 

Division (2009) estimate that it will increase to 69% by 2050. One of the most important 

environmental impacts of urban land modification is land surface temperature (LST) and 

atmospheric temperature variability which affects urban microclimate and heat stress (Voogt and 

Oke, 2003). Chudnovsky, Ben-Dor and Saaroni (2004) also pointed out that physical properties of 

urban landscape (i.e. ISA) such as colour, street geometry, sky view and other man-made activities 

influence surface temperature. LST variability has likewise been seen as the main indicator of 

surface urban heat island when observed at a large geographical scale i.e., urban-rural surface 

temperature difference (Yuan and Bauer, 2007; Rajasekar and Weng, 2009; Hu and Jia, 2010; 

Rinner and Hussain, 2011; Ahmed et al., 2013; Deng and Wu, 2013) to mention a few. Based on 

the studies of  Zhao et al. (2015), asserted that urban heat island aggravates heat waves, increases 

energy consumption and elevates the risk of heat-related morbidity and mortality due to heat stress. 

Due to the above mentioned concerned, urban heat island has continuously gained increasing 

attention from ecologist, environmentalist, urban planners and policymakers in developed counties. 

This has led to the suggestion of several mitigation strategies such as: increasing the number parks 

and green spaces, use of green or high albedo cooling rooftops, cold pavement materials and better 

urban design for airflow (Javed Mallick and Bharath, 2008; Chen, Wei and Wu, 2009; Susca, 

Gaffin and Dell’Osso, 2011; Ng et al., 2012; Doick, Peace and Hutchings, 2014; Gao et al., 2014). 

Over the last decades, Southern Africa has been facing major unplanned land transformation such 

as loss of vegetation cover (e.g., cultivated lands and grasslands) coupled with increasing 

impervious surfaces areas (i.e., rooftops, cemented areas and asphaltic roads) and bare lands due to 

continuous increase in population and socio-economic activities (Adeyemi et al., 2015). Therefore, 

understanding the dynamic nature of land use or cover can enable us to further understand the 

direct impact of anthropogenic activities on the environment. The main aim of this experimental 

study is to assess the impact of rooftop impervious surface based on a property (colours) on surface 

temperature variability through WV-2 (pan-sharpened ~0.5m), Landsat 8 TIRS (pan-sharpened 

15m) and LIDAR-derived normalized height model and bare earth model (2m). In particular, we 

conducted the study in an urban residential area Lynnwood Ridge, Pretoria, Gauteng Province, 

South Africa (Figure 1.6). 
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3.2. Background 

Growth is sometimes reflected by the chaotic expansion of urban sprawl and the spontaneous 

appearance of urban buildings in rural areas or on the peripheries of cities (Bouzekri, Lasbet and 

Lachehab, 2015). This rapid urban landscape change as indicated by Odindi, Mhangara and 

Kakembo  (2012) has been because of the exceptional increase in population concentration in 

cities. Deng and Wu (2013) also asserted that one of the most significant environmental impacts of 

land modification is land surface temperature (LST) and atmospheric temperature variability which 

affects surface energy exchange, anthropogenic heat discharge, building energy consumption, 

atmospheric pollution, urban microclimate and heat stress (Voogt and Oke, 2003; Weng, 2009). As 

a result, the research on LST variability is crucial in the development of sustainable urban policy 

(Ahmed et al., 2013). 

3.2.1. Brief assessment satellite measurement of surface temperature  

 LST had been previously acquired by in-situ measurements i.e., ground-based observation from 

fixed thermometer networks at meteorological or weather stations or by mounted thermometer on 

vehicles traversing the study areas (Voogt and Oke, 2003; Weng, Dengsheng and Jacquelyn, 2004). 

Consequently, improved satellite data over the years have led to the use of a wide variety of 

infrared thermal sensors that gives a more synoptic coverage of LST at local and regional level 

(Yuan and Bauer, 2007). These satellite or airborne thermal sensors are AVHRR, MODIS, ASTER, 

Landsat TM/ETM+/LDCM, GOES, HCMM, IRT, TIRS, SEVERI, TIMS, MODIS/ASTER 

Airborne Simulator (MASTER) etc. (Voogt and Oke, 2003; Olarewaju Oluseyi, Fanan and Magaji, 

2009; Weng, 2009; Tomlinson et al., 2011; Abutaleb et al., 2015; Zhao and Wentz, 2016).  

Based on the thermal infrared bands of remote sensing data of space-borne sensors, three 

recommended methods have been used to retrieve LST. These three methods are: (1) the radiative 

transfer equation, (2) Qin, Karnieli and Berliner (2001) mono-window and split window algorithm, 

and (3) Single-Channel Algorithm (Jiménez-Munoz and Sobrino, 2003; Sobrino, Jiménez-Muñoz 

and Paolini, 2004; Jiménez-Muñoz and Sobrino, 2010). The disadvantage of the first method is that 

it requires in situ atmospheric profile launched simultaneously with the satellite passes which 

makes it very difficult to achieve. Usually, the second and third methods are used when the ground 

truth data is not available (Alipour, Sarajian and Esmaeily, 2011). The disadvantage of the first 

method is that it requires in-situ atmospheric profile launched simultaneously with the satellite 

passes which makes it very difficult to achieve. Usually, the second and third methods are used 

when the ground truth data is not available.  
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Quantitative studies on land use or cover change associated with urbanization impact on LST 

distribution have also been a source of vital information for urban planners (Zhang, Odeh and Han, 

2009; Liu and Zhang, 2011; Xie and Zhou, 2015). The degree of urban sprawl has been measured 

by the increase of impervious surface area (Civco et al., 2002; Yang et al., 2003). These impervious 

surfaces are associated with transportation (asphaltic roads and streets, highways, parking lots and 

sidewalks) and cemented buildings and rooftops (Adeyemi, Botai, Ramoelo, 2015). Since 

impervious surface area is more stable and less affected by seasonal changes unlike vegetation, it 

provides a good metric for analysis of urban thermal patterns (Yuan and Bauer, 2007; Zhang, Odeh 

and Han, 2009; Xie and Zhou, 2015).  

Even though remote sensing data continues to contribute to the detection and understanding of the 

interplay between man-made land features and surface temperature in most studies performed in 

the developed countries, very little research has been done on rooftop properties impacts. Zhao et 

al. (2015) pointed out that rooftops are the major impervious surfaces in the urban environment and 

it is important to evaluate their surface property (colours) interaction with land surface temperature. 

Thus in Pretoria, South Africa (i.e., a developing country), much work is needed to promote such 

an approach. 

3.2.2. ISA semi-automatic detection using high-resolution imagery  

Though recent studies have indicated that automatic detection and assessment of the percentage of 

impervious surface areas such as building rooftop types or materials in heterogeneous urban areas 

has been challenging but also an important task in remote sensing of urban landscape (Ghaffarian 

and Ghaffarian, 2014). Detection of rooftop type according to Taherzadeh and Shafri (2013) studies 

pointed out its importance in disaster awareness, solar photovoltaic energy modelling, urban heat 

island assessment, and runoff quality (Szykier, 2008; Rajasekar and Weng, 2009). Li, Zhang and 

Davey (2015) also explicated that rooftop information plays a prominent role in widespread 

applications such as urban planning, 3D city modelling and flight simulation. Even though 

advantages of having rooftop information have been indicated in previous studies, accurate 

extraction of the rooftop appearance (colour) remains a challenge with existing and traditional 

image classification methods due to many factors (Ok, 2013). 

The need for new satellite sensors coupled with new classification methods in recent years has been 

used to meet up the requirements of urban sprawl. This is because traditional classification methods 

are time-consuming, laborious and expensive (Han, 2010). For instance, the study of  Zhou and 

Troy (2008), indicated that supervised classification of rooftop impervious surfaces in a complex 
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urban landscape at parcel level does not only require very high resolution (VHR) imagery but also 

adequate training data due to lack of physical accessibility to the rooftops that requires permission. 

Also, many studies around the world have been done to depict complex urban landscape using 

discriminant capabilities of available hyperspectral data which is better than the traditional 

multispectral imagery that only used a few wide-bands spectral channels (Heiden et al., 2007; He 

Yang; Ben Ma; Qian Du; Chenghai Yang, 2010; Taherzadeh and Shafri, 2011). Even though, 

Kaszta et al. (2016) suggested that combined airborne LiDAR and hyperspectral survey as one of 

the several remote sensing solutions useful for differentiation of land cover components in 

heterogeneous urban landscape, it is very expensive and limited in Africa. Other high spatial 

resolution satellites such as IKONOS and Quickbird though have been used, Herold et al. (2002) 

revealed that they have relatedly low spectral resolution which limits their ability to separate 

impervious and non-impervious materials. New satellite sensors such as WorldView-2 (WV-2), 

which are readily available, not only offers a very high spatial resolution but also extended and 

innovative spectral bands when compared with other multispectral sensors like Landsat and SPOT 

(i.e., medium spatial resolution) which are not recommended for urban studies (Taherzadeh and 

Shafri, 2013; Belgiu, Drǎguţ and Strobl, 2014).  

Furthermore, studies have shown that the traditional pixel-oriented approach has been used for 

classifying urban landscapes using high spatial resolution multispectral imagery (Chen, Stow and 

Gong, 2004; Wang et al., 2007). Adam, Csaplovics and Elhaja (2016) explained that the pixel-

oriented approach utilizes spectral information (digital numbers, DN) stored in the image i.e., 

classifies images by considering only the spectral similarities with the pre-defined land cover 

classes. This spectral information has also been asserted in earlier studies to be insufficient in 

classifying urban impervious surfaces (rooftops) in detail due to the spectral similarities between 

materials leading to misclassified pixels (Van der Linden, 2007). In contrast to the pixel-oriented 

approach are the image objects and segments which are the basic units used in object-oriented 

classification (Ishimwe, Abutaleb, Ahmed and Ngie, 2014). Each image object is composed of 

spatially adjacent pixels clustered based on homogeneity criteria used in image segmentation 

procedure (i.e., partitioning of an image into non-intersecting regions) (Blaschke, 2005). Object-

oriented approach does not only use the image spectral and spatial information like the pixel-

oriented approach but has the advantage of other information such as texture, shape and contextual 

relationship which improves the classification accuracy (Juniati and Arrofiqoh, 2017). Several 

comparative investigations have also been conducted that examines the relative performance of the 

pixel-oriented against the objected-oriented approach using different classification algorithms on 
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high spatial resolution imagery (Blaschke, 2008; Ouyang et al., 2011; Makinde et al., 2016). 

Although many authors claimed that object-oriented classification performs better on a high spatial 

multispectral resolution imagery in depicting impervious surface areas in a complex urban 

landscape, very few studies have been carried out in Africa. 

Aldred and Wang (2007) earlier revealed that rooftops are prominent features of buildings as seen 

from above by satellite sensors and can be considered as useful surrogates for building footprints 

that are essential to mapping urban landscapes. As separate land cover class as indicated in 

impervious studies, the large variability in material composition, colour, shape, size and orientation 

of buildings in complex urban areas means that rooftops are distinguishable from other impervious 

surfaces more by properties (Herold et al., 2002). Even though previous studies asserted that high 

spatial resolution multispectral imagery created the possibility to delineate rooftops (Liu, Wang and 

Liu, 2005; Aldred and Wang, 2007; Taherzadeh and Shafri, 2013; Zhao et al., 2015), there is no 

extensive study exploring this method in major cities in Africa.  

3.3. Materials and Methods 

3.3.1. Data and Material Acquisition 

One cloud-free WorldView-2 (WV-2) multispectral high-resolution image of the study area was 

obtained from Digital Globe in October 2015. WV-2 was launched in October 2009 as the first 

commercial multispectral satellite that comprises 2m eight multispectral bands and 0.5 m 

panchromatic bands (Wolf, 2010). The satellite has a swath width of 16.4 km, an average revisits 

time of 1.1 days and is capable of collecting up to 975,000 square kilometres per day. Therefore, 

the satellite has spectral and spatial resolutions that meet a variety of remote sensing applications 

such as mapping rooftops (Nasarudin and Shafri, 2011; Taherzadeh and Shafri, 2013). The spectral 

ranges of the eight bands in nanometres are described in Table 3.1. 

Table 3.1 WorldView-2 imagery characteristics 

Band Number Spectral Range (nm) Band Name Spatial resolution (m) Year 

1 400-450 Coastal blue 2 2015 

2 450-510 Blue 2  

3 510-580 Green 2  

4 585-625 Yellow 2  

5 630-690 Red 2  

6 705-745 Red-edge 2  

7 770-895 NIR1 2  

8 860-1040 NIR2 2  
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One cloud-free spring time Level 1 Terrain Corrected (L1T) medium-resolution image recorded by 

Landsat-8 OLI (Operational Land Imager) and TIRS (Thermal Infrared Sensor) on 16th September 

2015 at 08:02h local time (Path =170, Row = 078) were obtained from the US Geological Survey 

(USGS) Global Visualization Viewer (United States Geological Survey, 2013). The spectral ranges 

of the eleven bands in micrometres are described in Table 3.2. 

Table 3.2 Details of Landsat-8 OLI and TIRS image used for the study. 

Furthermore, the already pre-processed Airborne LiDAR (light detection and ranging) point clouds 

data for 2013 by the Natural Resources and Environment (NRE) Council for Scientific and 

Industrial Research (CSIR), South Africa was acquired from using the Carnegie Airborne 

Observatory (CAO) Alpha system (Cho et al., 2012; Naidoo et al., 2015). The processing of the 

raw LiDAR cloud data points is detailed in Asner and Levick (2012). The LIDAR data provided 

highly accurate building height information need for detailed rooftop temperature analysis based on 

rooftop configuration and properties feasible and executable (Awrangjeb, Zhang and Fraser, 2013; 

Zhao et al., 2015). Likewise in this study, ancillary data such as temperature data from the South 

African Weather Station (SAWS), the Department of Environmental Affairs (DEA), the 

Department of Forestry, Fisheries and the Environment (DFFE), South Africa 

(https://www.environment.gov.za) subcontracted National Land Cover (NLC) classification dataset 

of 2013-2014 (https://egis.environment.gov.za/sa_national_land_cover_datasets) completed in 

2015; Pretoria administrative shapefile boundary source from Statistics South Africa 2011 

(http://www.statssa.gov.za); 1:10,000 aerial photography 0.5m (2012-2015) from the Chief 

Directorate National Geo-spatial Information (CDNGI) (http://www.cdngiportal.co.zatogether with 

Pan 450-800 Pan 0.5  

Band Number Spectral Range (µm) Spatial Resolution (m) Band Name Path/Row Year 

1 0.435–0.451 30 Coastal/Aerosol 170/078 2015 

2 0.452–0.512 30 Blue   

3 0.533–0.590 30 Green   

4 0.636–0.673 30 Red   

5 0.851–0.879 30 NIR   

6 1.566–1.651 30 SWIR 1   

7 2.107–2.294 30 SWIR-2   

8 0.503–0.676 15 Pan   

9 1.363–1.384 30 Cirrus   

10 10.60–11.19 100 TIR-1   

11 11.50–12.51 100 TIR-2   
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Google Earth search engine were used for validation purpose to verify the rooftop colours in the 

study site. Software used for desktop analysis will be; ESRI (ArcGIS), ENVI - Environment for 

Visualizing Images (image processing software; Research Systems, Inc. Version 5.3), QGIS 

(version 3.8.0), Microsoft office, and Matlab version 8.5 software.  

3.3.2. Satellite image pre-processing 

The WV-2 scene used in this study (acquired in October 2015) was orthorectified and 

geometrically corrected by Digital Globe (Mutanga et al., 2015; Gairola et al., 2016; Madonsela et 

al., 2017). The WV-2 was then atmospherically corrected and transformed to canopy reflectance 

using the Quick Atmospheric Correction (QUAC) extension in Environment for Visualizing 

Images (ENVI) software (Environment for Visualizing Images ENVI, 2014). After the radiometric 

calibration, the WV-2 multispectral bands pan-sharpening  to 0.5m was performed using the ENVI 

Gram-Schmidt Spectral Sharpening algorithm which improved the visualization of roofing 

materials (Laben and Brower, 2000). Also, the obtained Landsat-8 OLI and TIRS Level 1 Terrain 

Corrected (L1T) was pan-sharpening to 15m was performed using the ENVI Gram-Schmidt to have 

the highest possible resolution comparable to the above high resolution imagery for further 

analysis. Finally, all the resultant images were referenced to the Universal Transverse Mercator 

(UTM zone 35 South) projection using WGS-84 Geodetic datum (Omer et al., 2015).  

3.4. Methodology 

3.4.1. Masking non-rooftop impervious surfaces 

The environment of the study area (Figure 1.6) comprises a heterogeneous natural and artificial 

land cover. Preliminary mask was implemented on the WV-2 image to exclude the non-rooftop 

impervious surfaces with the aid of threshold analysis of spectral indices (Table 3.4) and other 

ancillary data (Kaszta et al., 2016). As observed from the study area, the non-rooftop impervious 

surfaces were vegetation Normalized Difference Index by Rouse et al. (1973); Wolf (2010), 

asphaltic road; Built up Area Index by Mhangara et al. (2011) and shadow detection index (SDI) by 

Shahi et al. (2014). The generated thematic outputs from each index representing the above non-

rooftop impervious surface areas were polygonized and merged. The resultant vector was used to 

build a mask that was applied to exclude non-rooftop pixels from the subsequent classification 

process. 
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3.4.2. Creation of rooftop samples 

Training datasets is significant to understanding the features in the real world and to map a mental 

picture of the land use or cover type while the validation samples were used for independent 

validation of the obtained land cover maps (Bhaskaran, Paramananda and Ramnarayan, 2010; 

Aguilar et al., 2014; Ishimwe, Abutaleb, Ahmed and Ngie, 2014). Lynwood Ridge is a residential 

area with privately owned properties, so we couldn’t use a handheld GPS receiver to collect rooftop 

footprint samples. As a result, X and Y coordinates of these rooftops were manually digitized based 

on six colours observed from the WV-2 imagery (0.5m) and reference data such as 1:10,000 aerial 

photography (0.5m) and Google Earth Engine (Digital Globe). The rooftop polygons were 

uploaded using the ESRI ArcGIS and ENVI software (Table 3.3). These exposed building rooftops 

created were used as both training objects (58 polygons) and validation objects (58 polygons) for 

classification and accuracy assessment (Figure 3.1). 

Table 3.3 Summary of the rooftop colour classes assigned to training and validation dataset. 

 

Rooftops colours Assigned Training Objects Assigned Validation Objects Total ∑ 

Blue 2 2 4 

Brown 29 29 58 

Dark 7 7 14 

Green 4 4 8 

Red 6 6 12 

White 10 10 20 

 116 
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Figure 3.1 WV-2 (0.5m pan-sharpened) exposed building footprints used for classification. 

3.4.3. Separability analysis of samples 

Spectral separability analysis test is a measure of how similar the distribution of the groups of 

pixels are (i.e., which configuration can be correctly associated with these classes) using statistical 

pattern classification (Richards and Jia, 2006). In comparison to previous studies of (Jia and 

Richards, 1999; Flasse, 2001; Yeom, Han and Kim, 2013) to mention a few, separability of the 

training objects for the rooftops footprints based on six colours observed in the study areas was 

assessed using the Jeffries-Matusita (J-M) distance index using ENVI software. The J-M distance is 

mathematically described in Equation 3.1 and 3.2. Where, a and b = the two region classes, Ca is 

the covariance matrix of a, δa is the mean vector of a, T is the transposition function. Yeom, Han 

and Kim (2013)  pointed out that the value range commonly used in remote sensing practice is from 

0 to 2.0 to indicate how statistically separable the selected pairs. In this study, we used a J-M 
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distance of ≥ 1.90 as a threshold of spectral separability between different rooftop footprints based 

on colour group pair. 

2(1 )abJ M e −− = −
       Equation 3.1 
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3.4.4. Additional rooftop parameters  

Apart from the WV-2 eight spectral bands earlier used to classify the rooftops, additional features 

or bands selected to further explore its relationship with the derived surface temperature are 

described in Table and Figures below. A self-developed band ratio named built up extraction index 

(NBEI) for WV-2 image which effectively detects built-up materials was used as one of the 

explanatory features for the rooftops (Figure 3.3). Furthermore, Waser et al. (2014) explicated that 

the Principal Component Analysis (PCA) involves a mathematical procedure that transforms a 

number of (possibly) correlated variables into a (smaller) number of uncorrelated variables called 

principal components. In this study, after performing the PCA transformation on the WV-2 image 

using ENVI software to reducing the redundancy and intercorrelation among the original spectral 

bands, the first principal component accounted for as much of the variability in the data as possible, 

and each succeeding component accounts for as much of the remaining variability as possible 

(Swan and Sandilands, 1995). Since the first principal component explain >95% of the variance 

(i.e., cumulative proportion of all components), we used it to extract information on spatial 

variability (Pacifici, Chini and Emery, 2009; Gong, Liu and Huang, 2019). Similar to the report of 

Madonsela et al. (2017), information on spatial variability was extracted in the form of texture 

using Gray Level Co-occurrence Matrix (GLCM) in ENVI software (Haralick, Dinstein and 

Shanmugam, 1973). In this study, we adopted second-order co-occurrence texture measures (Table 

3.4) on the first principal component simply because they account for spatial relations amongst 

neighbouring pixels using a co-occurrence matrix (Zhang, Zhang and Lin, 2014; Salas, Boykin and 

Valdez, 2016) based on a 3x3 window size to detect fine-scale variability according to Kelsey and 

Neff (2014). 

Subsequently, Salas, Boykin and Valdez (2016) asserted that the incorporation of some topographic 

features such as which describe terrain component is an important part of spectral response 

(Strahler, Logan and Bryant, 1978; Janssen, Jaarsma and Van Der Linden, 1990).  According to 
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previous studies, the first and last vertical returns are derived from the LIDAR point clouds (Asner 

and Levick, 2012; Cho et al., 2012; Naidoo et al., 2015; Zhao et al., 2015). The digital terrain 

model (DTM) or bare earth model was constructed from ground points (last return) with all the 

anthropogenic features removed while the digital surface model (DSM) representing all the above-

ground features such as buildings and vegetation was computed from non-ground points (first 

return). The normalized height model (NHM) with a pixel size of 0.5m was computed by 

subtracting the DTM from DSM (Awrangjeb, Zhang and Fraser, 2013). Rooftop height was easily 

derived by extracting pixel values of intersecting exposed rooftops from the NHM (Figure 3.4 a-d). 

Furthermore, the slope and aspect raster layers were computed from the DTM using the ENVI-

LiDAR software extension (Environment for Visualizing Images ENVI, 2014). Few studies have 

investigated whether these additional rooftop parameters can influence daytime rooftop surface 

temperature except for the study of Zhao et al. (2015). 

Table 3.4 List of spectral dataset and texture features. 

Name Formula Reference 

Normalized Difference 

vegetation Index (NDVI) 

((Red - NIR2)/(Red + NIR2)) (Wolf, 2010) 

Built up area index (BAI) ((Blue - NIR1))/((Blue + NIR1)) (Mhangara et al., 2011) 

Shadow detection index (SDI) (((NIR2 - Blue)/(NIR2 + Blue)) - NIR1) (Shahi et al., 2014) 

New built up extraction index 

(NBEI) 

((NIR2 +NIR1) - (Green + Red edge))/ ((NIR2 +NIR1) + 

(Green + Red edge)) 

(Adeyemi et al., 2021) 
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N represents the number of distinct gray levels in the quantized image, μ represents the mean value 

of 𝑃, 𝑃(𝑖, 𝑗)represent (𝑖, 𝑗)𝑡ℎ entry in normalized gray-tone spatial-dependence matrix, = 𝑃(𝑖, 𝑗)/R, 

R represents a normalizing factor. 

3.5. Image classification 

Image classification refers to the extraction of differentiated classes or themes (land use or cover 

categories) based on spatial, spectral and temporal patterns from remote sensing data (Qian, Zhou 

and Hou, 2007b). A wide range of classification methods has been developed to derive land cover 

information from remote sensing images. Pixel-oriented approach (supervised or unsupervised 

classification) has been the conventional method of land cover mapping. Even though it is a widely 

used technique, it has been reported that it suffers from ignoring the spatial pattern (i.e., image 

texture, pixel proximity, feature size and shape) in classification (Qian, Zhou and Hou, 2007b). 

Maximum likelihood classifier has been the most widely used pixel-oriented algorithm that only 

utilizes the spectral information (i.e., brightness and colour) without considering texture and 

contextual information (Zhou and Robson, 2001). Object-oriented approach, on the other hand, 

treats an image as a set of significant objects, making use of spatial, spectral and or texture 

characteristics (Yan et al., 2006).   

3.6. Object-oriented classification 

Object-oriented classification have to do with the understanding of image objects (i.e., region of 

interest) rather than pixels (Bhaskaran, Paramananda and Ramnarayan, 2010). This classification 

method does not operate directly on a single pixel or region of pixels, but objects which are regions 

of pixels, but objects which are regions of interest with similar spectral (brightness and colour), 

spatial and texture characteristics (Ishimwe, Abutaleb, Ahmed, and Ngie, 2014). Due to the 

emergence of high-resolution multispectral imagery (e.g., Quickbird, IKONOS, WV-2) commercial 

software, object-oriented classification has increasingly been used to improve accuracy and better 

discriminate urban land cover are spectrally similar (Wang et al., 2007). The advent of this 

commercial software such as ENVI Feature Extraction module an image processing software 

package from ITT Visual Information Solution (formerly Research Systems, Inc.), implements a 

standard object-based approach consisting of segmentation, segment-classification and 

generalization, based on attributes of spatial, spectral (brightness and colour), and texture 
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Ng Ng
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characteristics (Environment for Visualizing Images ENVI, 2014). Similar to the study of Tsai, 

Stow and Weeks (2011), we employed the ENVI Feature Extraction to segment WV-2 image into 

regions of pixels that is partitioning a raster image into objects (real-world features) by grouping 

neighbouring pixels with common values and location (Blaschke, 2004; Wang et al., 2007). During 

the segmentation phase, the edge detection algorithm was used to detect edges of features were 

objects of interest (rooftops) coupled with an appropriate Scale Level of 90. Merging segments is a 

step used to aggregate small segments within larger ones where over-segmentation may be a 

problem. The Merge Level that delineates the boundaries of features as well as possible was 

iteratively chosen to be 30 (i.e., the lowest 30% of gradient magnitude values are discarded from 

the gradient image). The Full Lambda- Schedule algorithm created by Robinson, Redding and 

Crisp (2002) was employed. The algorithm iteratively merges adjacent segments based on a 

combination of spectral and spatial information. Merging segments is a step used to aggregate 

small segments within larger ones where over-segmentation may be a problem. The Merge Level 

that delineates the boundaries of features as well as possible was iteratively chosen to be 27. 

Texture Kernel Size value, which is the size of a moving box centred over each pixel in the image 

was set to 3 because we were segmenting smaller areas with higher variance such as urban 

residential environment. Furthermore, the rooftop footprint delineations (polygons) from the aerial 

images were rarely similar to the automatically generated segments of the WV-2 image, the 

corresponding image segments had to be selected manually based on their positions by visually 

checking. From Table 3.1, a total of 116 evenly distributed rooftop footprints selected based on the 

six colours classes observed, were used both for training and validation purposes (Waser et al., 

2014). Feature attributes are necessary to compensate for some common problems associated with 

high-resolution image data such as the spectral variability within the same land-cover class (Lu and 

Weng, 2007). According to Hirose et al. (2004), coupled with spectral information, texture and 

shape information of image objects provide useful information for detailed object-based 

classification. Therefore, in this research, feature attribute selection for predefined segments was 

based on several trials from past reported studies that pointed out their contribution to improving 

the object based classification results (Myint et al., 2011; Salah, 2014; Kaszta et al., 2016).  

Finally, the semi-automated object-based classification (Feature Extraction) was based on a K-

nearest neighbour classifier (KNN) that classifies segments based on their proximity to 

neighbouring training regions was used to perform the classification. The KNN is identified by a 

distance measure that compares the feature vectors of the unlabelled instance and the set of training 

instances provided to the classifier. Wieland and Pittore (2014) asserted that once a list of nearest 
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neighbours is obtained (e.g., 1, 3, 5 etc., odd value less than or equal to the total number of training 

regions for all classes), the prediction is based on voting (majority or distance-weighted). KNN 

algorithm as indicated in previous object-oriented classification studies is applied in this study 

because of its simplicity and flexibility (Waser et al., 2014). 

3.7. Performance evaluation of object-oriented classification 

In this study, the accuracy of the object-oriented KNN classifier was assessed based on validation 

objects or samples obtained from the reference data described above. To determine the accuracy of 

the generated classification maps, a confusion matrix according to the works of  (Congalton, 1991) 

was employed. For the classification map, the Overall Accuracy (OA) and kappa coefficient 

parameters were computed. The kappa (also known as KHAT in Equation 3.3) variance is the most 

commonly used measure to assess the correlation between the reference and validation datasets 

(Fan, Weng and Wang, 2007).  Its values have been categorized into three possible ranges: values 

greater than 0.80 (i.e., > 80%) signifies strong agreement; values between 0.40 and 0.80 (i.e., 40-

80) signifies moderate agreement and values below 0.40 (i.e., <40) signifies poor agreement 

(Congalton and Green, 2009). The ground truth training samples (i.e., reference) were acquired 

from high spatial resolution data (Google earth imagery) coupled with reference data such as the 

National Land Cover datasets (2000 - 2014). Therefore, the sample variance of the kappa is 

computed using Delta method (Congalton and Green, 2009): 
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      Equation 3.3 

Where, r = the number of rows in the error matrix, Xii = the number of observations in row i 

column i(along the diagonal),Xi+ = is the marginal total of row i (right of the matrix), X+i = the 

marginal total of column i (bottom of the matrix), N = the total number of observations included in 

the matrix., kappa value of 0.80 (i.e., >80%) signifies strong agreement; 0.40 and 0.80 (i.e., 40-80) 

signifies moderate agreement; below 0.40 (i.e., <40%) signifies poor agreement.  

3.8. Land surface temperature (LST) retrieval from Landsat 8 TIRS bands 

The single-channel algorithm (SCA) developed by Jiménez-Munoz and Sobrino (2003) was 

employed to retrieve LST from the ENVI pan-sharpened (15m) and geometrically corrected TIRS 

bands from Landsat 8 (10.6 – 11.19 µm).  
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3.8.1. Conversion to at-satellite brightness temperature 

The thermal band's digital numbers were first calibrated to minimize the noise caused by aerosols, 

water vapour etc. before being converted to top-of-the-atmosphere (TOA) radiance. The following 

formulas are used to perform this process Equation 3.4): 

For Landsat 8: 

* 10L DN LR M Band A= +       Equation 3.4 

Where, R is TOA radiance (watts/ (meter squared * ster * μm), ML and AL were also obtained from 

the header file of the Landsat 8 image (Survey, 2013). Thereafter, the radiance (R) images of the 

two Landsat sensors were converted to at-satellite brightness temperature, Tb i.e., blackbody 

temperature under the assumption of a uniform emissivity in Equation 3.5: 

( )
2

1ln / 1
b

K
T

K R
=

+
       Equation 3.5 

Where, Tb is at-satellite brightness temperature, R is radiance while K1 (WATTS/METER 

SQUARED * STER * ΜM) and K2 (KELVIN) are constants which are 774.89 and 1321.08 

respectively. The K1 and K2 constant for Landsat sensors are provided in the image header file. As 

indicated by many authors, Tb is not the true surface temperature due to atmospheric interference 

and variations in land cover (Weng and Lu, 2008; Hu and Jia, 2010). In this study, the (Sobrino, 

Jiménez-Muñoz and Paolini, 2004) single-channel atmospheric correction method was used to 

remove the noise.  

3.8.2. Determination of emissivity (ε)   

Firstly we derived the surface emissivity (ε) which is commonly carried out by differentiation of 

NDVI which has an advantage when the researcher has no detailed information on derived land 

cover in the study area (Carlson and Ripley, 1997; Sobrino, Raissouni and Li, 2001). The 

Normalized Difference Vegetation Index (NDVI) was now used to estimate the Proportion of 

vegetation (Pv) which is to assess the role of vegetation in each pixel of the satellite images 

(Gutman and Ignatov, 1998). The formula in Equation 3.6 below was designed for calculating the 

vegetation proportion: 
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Where the NDVImin and NDVImax were the maximum and minimum values obtained from the 

derived vegetation index image. The emissivity was then calculated by from (Sobrino, Jiménez-

Muñoz and Paolini, 2004) established formula (Equation 3.7): 

0.004 0.986Pv = +       Equation 3.7 

Where ε is the surface emissivity image. 

3.8.3. Conversion of at-satellite brightness temperature to LST  

Finally, the calculated land surface emissivity for each Landsat image was used to convert the 

brightness temperature image to Land Surface Temperature (LST) using the Planks equation 

described in  Equation 3.8 (Weng, Dengsheng and Jacquelyn, 2004) ; 

(KELVIN)

1 / )*ln(

b

b

T
LST

T  + +
=

      Equation 3.8 

  

To convert the LST image to Celsius image using the Equation 3.9 

(CELSIUS) (KELVIN) 273.15LST LST −=       Equation 3.9 

Where λ is the wavelength of radiation emitted in Landsat 5 TM (11.5µm) (Markham and Barker, 

1985)(Markham and Baker, 1985) and Landsat 8 LCDM (10.8 µm) (Survey, 2013). ρ= h * c/σ, σ = 

Stefan Boltzmann’s constant, h = Plank’s constant, C = velocity of light, ε = surface emissivity 

image, LST = surface temperature image. The daytime time Landsat 8 TIR retrieved mean surface 

temperature imagery is shown in Figure 3.2. Also, the Landsat 8 TIRS retrieved mean surface 

temperature of 27.6OC was compared with the ground observation mean temperature from the 

South African Weather Station (SAWS) for the same day which was 27.218OC. Thus, the LST 

retrieval error was 0.38OC. Therefore, the retrieved surface temperature from the Landsat 8 TIR 

employed for this study provided good results and can be used for further analysis.  

3.9. Statistical analysis 

 Exploratory data analysis was further applied to understand the relationship among the above-

listed rooftop explanatory features (independent variables) and satellite-derived surface temperature 

(dependent variable). Based on the stratified random rooftop samples (n = 116), a descriptive 

statistic of the dependent and independent variables was first performed. Pearson's correlation was 

subsequently used to examine the dependence between the multiple variables (i.e., spectral and 
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texture variables) at the same time to generate a resultant table containing the correlation 

coefficients between each variable and the others i.e., (1) WV-2 spectral bands (2) among the 

texture measures. Afterwards, the stepwise regression method (i.e., Automated forward and 

backward stepwise selection using Matlab software – trial version) was used to determine the best 

regression model to predict the temperature (Zhao et al., 2015). The One-way analysis of variance 

(ANOVA) was implemented to test if there is a significant difference in retrieved daytime rooftop 

surface temperature based on the six rooftop colours (with stratified random sample n = 116) at a 

confidence level of 95%, p<0.05 (Adeyemi et al., 2015). The above statistical analysis was 

implemented using Matlab software. Finally, the methodological workflow is briefly summarized 

in the flowchart of Figure 1.2. 
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Figure 3.2 Daytime surface temperature derived from Landsat 8 TIRS (15m pan-sharpened). 

 

Figure 3.3 New built up extraction index (NBEI) for WV-2. 
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Figure 3.4 Topographic features (a) Aspect (b) Bare Earth Model BEM/DEM (c) Normalized 

height model, NHM (d) Slope. 

3.10. Results and discussion 

3.10.1. Reflectance profile for representative rooftop colours in WV-2 image 

Figure 3.5 depicts the mean spectral profile for the six dominant rooftop colours observed on the 

WV-2 images covering the study area. As noticed in Figure 3.5, though the profile exhibits a 

similar reflectance pattern, the difference in peak reflectance values at the NIR1 for the identified 
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rooftop colours samples (Figure 3.5) shows that they have different reflectivity. The white and 

brown rooftop exhibited the highest reflectance peak (i.e., 0.326µm and 0.305µm), followed by the 

red and green rooftop reflectance peak (0.286µm and 0.273µm) while the blue and dark rooftop 

have the lowest reflectance peak (0.171µm and 0.133µm) respectively. Therefore, the spectral 

signatures of white, brown, red and green rooftop have a high surface reflectivity i.e., more of the 

incoming solar energy is reflected to space even though they absorb at the visible region when 

compared with the study of Adeyemi et al., 2015). The low reflectivity of the surface can be 

attributed to blue and dark rooftops spectral signature because they tend to absorb more of the 

visible. To further know how separable and representative the rooftop colour samples are for 

subsequent classification, a separability test was also performed.  

 

Figure 3.5 WV-2 mean spectral profiles of the actual rooftop colours extracted. 

3.10.2. Separability Analysis  

Table 3.5 shows the result of the spectral separability algorithms (i.e., Jeffries-Matusita distance) 

using ENVI software. J-M separability analysis result of the representative rooftop (n=116) colour 

classes in ascending order. Table 3.5 Jeffries-Matusita separability algorithm report of the 

representative rooftop colour classes in ascending order. The J-M distance show dependency upon 

the rooftop classes considered using all the WV-2 spectral bands. High J-M distance between the 

rooftop colours classes indicates a significant spectral separability as seen between the following 
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groups such as Blue-Dark, Green-Red, Blue-Brown, Blue-Green, Blue-white, Red-white, Blue-Red 

pairs with values close to the upper bound (~ 1.866 - 1.978). Moderate separability with J-M 

distances of ~1.641 - 1.855 was detected for Brown-Red, Dark-white, Brown-white, Dark-Red 

pairs. 

Table 3.5 J–M distance between the representative rooftop colours in the WV-2 spectral spaces. 

A low J-M distance value between ~1.386-1.562 indicated a possible overlap (low separability) 

between the rooftop colours classes such as Green-white, Dark-Green, Brown-Green, Brown-Dark 

pairs since the maximum value is 2.0. From the observed J-M distance values, it could be deduced 

that the representative rooftop colour classes accounted for a good spectral separability using the 

WV-2 bands. Therefore, remote detection of rooftop colours using the above colour samples in the 

study may not require subclasses of spectral confusion is minimal across the WV-2 bands.   

3.10.3. Performance evaluation report 

The performance evaluation was achieved in ENVI software was based on the set of independently 

derived reference polygons (ground truth ROI). The actual ROIs were used to test the semi-

automated object-based classification of the rooftop colours from the WV-2 image using the KNN. 

The confusion matrix result presented in Table 3.6 shows that the KNN classifier exhibited the 

lowest CE i.e., below 5% in the Blue, Green and Red rooftops relative to the other classes. 

Rooftop colour pair J-M Distance 

Green - white 1.38617024 

Dark - Green 1.52418354 

Brown - Green 1.55813549 

Brown - Dark 1.56200107   

Brown - Red 1.64132219   

Dark - white 1.70556618   

Brown - white 1.71307072   

Dark - Red 1.85500190   

Blue - Dark 1.86611820   

Green - Red 1.86728293   

Blue - Brown 1.91279785   

Blue - Green 1.92979360   

Blue - white 1.94408315   

Red - white 1.94669041   

Blue -Red 1.97819866   
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Similarly, the KNN classifier had a CE ≤ 10% particularly in the Brown (~9%) rooftop, whereas, 

the highest CE was observed in white (~12%) and Dark (~17%) rooftops. 

Table 3.6 Confusion matrix for rooftop colour classification on a WV-2 image using KNN (%). 

Based on the spectral separability of image objects, Green rooftop was mostly confused with 

Brown (~31%) and white (~20%) rooftops. Though, < 35% of blue rooftops were misclassified as 

dark (~33%), the confusion matrix result shows that other rooftops had <5% misclassification. The 

improved classification accuracy in the confusion matrix described above for the KNN classifier 

can be attributed to the fact that the object-based classification is conducted on image objects 

(multi-pixel segments) rather than on individual pixel. Therefore, the chances of misclassification 

are minimized since the image objects used to share similar spectral characteristics. Overall results 

shows, the object-based classification (KNN) based on the rooftop colours presented in Figure 3.6 

produced an overall accuracy of ~90.4% and a kappa coefficient of ~0.87 respectively on the WV-2 

image. 

3.10.4. Descriptive statistics 

Table 3.7 reports descriptive statistics of selected dependent and independent variables generated 

from WEKA. The dependent variable was the rooftop surface temperature (LST) derived from the 

pan-sharpened (15m X 15m pixels) Landsat 8 TIRS sensor on daytime time with a standard 

deviation of 6.54OC. Also, the independent variables were rooftop configuration variables, which 

are grouped into spectral reflectance (WV-2 bands), spectral index (NBEI), texture (second-order 

Object-Based classification (KNN)  
Actual  

Rooftop 

colours 

Blue Brown Dark Green Red White Row Total UA (%) CE (%) 

P
re

d
ic

te
d

 

Blue 67.26 0 0 0 0 0 3.08 100 0 

Brown 0 96.69 2.39 30.95 3.95 2.53 47.13 90.94 9.06 

Dark 32.74 3.16 95.40 0 0.10 0.16 17.47 83.19 16.81 

Green 0 0 0 49.07 0 0.02 5.01 99.93 0.07 

Red 0 0.15 0 0 95.95 0 6.61 98.98 1.02 

White 0 0 2.21 19.99 0 97.29 20.64 88.49 11.51 

Column Total 100 100 100 100 100 100 100 

  

PA (%) 67.26 96.69 95.40 49.07 95.95 97.29 

   

OE (%) 32.74 3.31 4.60 50.93 4.05 2.71 

   

Overall Accuracy 90.35 

        

kappa Coefficient 0.865 
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co-occurrence measures) and topography (slope, height, aspect, elevation). Correspondingly, 

spectral reflectance, spectral index, and texture measures all have low standard deviations. These 

low standard deviation values illustrate the similarity of rooftops in this residential neighbourhood. 

Although the topographical variables such as elevation (DEM/BEM), slope, height (NHM) all have 

a low standard deviation, aspect indicates a higher standard deviation which signifies that the 

positioning or directions of these rooftops are not the same. 

 

Figure 3.6 Object-based classification result for exposed rooftop colours using K Nearest 

Neighbour (KNN) algorithm. 
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Table 3.7 Descriptive statistics of the rooftops selected dependent variable and independent 

variables (n=114rooftop samples). 

Pearson’s correlation among eight reflectance bands from WV-2 is shown in Table 3.8. With 

few variables having low correlation between (0.16 – 0.44) while many have a high 

correlation (≥ 0.51). This indicates that there is a more high correlation among all reflectance 

variables. Therefore, either of the eight WV-2 reflectance was entered into a regression 

model at any one time. Furthermore, Table 3.9 shows the correlation among the second-order 

co-occurrence texture measures. Although, both high and low, positive and negative 

correlation was observed among the texture measures, in this study we considered the texture 

measure that only indicates low positive and low negative correlation with other variables. In 

this case, the GLCM mean and correlation features were the only texture measure that 

satisfies this benchmark.  

Features(Daytime analysis) Minimum Maximum Mean Standard deviation 

LST (Degree Celsius) 15.82 64.01 25.58 6.54 

Coastal Blue reflectance 0.061 0.115 0.092 0.018 

Blue reflectance 0.058 0.222 0.102 0.028 

Green reflectance 0.050 0.295 0.103 0.037 

Yellow reflectance 0.053 0.336 0.146 0.047 

Red reflectance 0.080 0.400 0.190 0.056 

Red edge reflectance 0.08 0.430 0.216 0.070 

NIR1 reflectance 0.095 0.63 0.267 0.089 

NIR2 reflectance 0.082 0.622 0.256 0.091 

NBEI 0.024 0.484 0.233 0.081 

Contrast 0 30.667 1.127 3.068 

Correlation -0.750 1 0.517 0.409 

Dissimilarity 0 4.889 0.559 0.632 

Entropy 0 2.197 1.030 0.592 

Homogeneity 0.162 1 0.767 0.187 

Mean 0.667 19.670 6.880 3.062 

Second Moment 0.111 1 0.465 0.270 

Variance 0 16.321 0.607 1.723 

Aspect 2.582 359.14 268.37 69.26 

DEM 1337.95 1370.64 1353.76 7.172 

Normalized Height Model  

(NHM) 

0 7.750 3.737 1.251 

Slope 0.661 12.539 4.960 2.442 
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Since each model has the same parameters, we can compare these results and decide which 

WV-2 spectral bands contribute most to understanding rooftop surface temperature. From the 

R-square adjusted value (p-value < 0.05) in Table 3.10, Green reflectance represent good 

spectral parameters that explain variations in rooftop surface temperature. Detailed regression 

analysis results by using Green reflectance band as spectral information will be discussed 

next. 

Table 3.8 Pearson correlation of WV-2 reflectance bands. 

Table 3.9 Pearson correlation of texture measures. 

Table 3.10 Regression Comparison. 

All the p-value < 0.05. 

 

  CB B G Y R RE NIR1 NIR2 

CB  1        

B  0.97 1       

G  0.87 0.94 1      

Y  0.51 0.57 0.76 1     

R  0.35 0.44 0.66 0.96 1    

RE  0.17 0.23 0.46 0.86 0.90 1   

NIR1  0.17 0.21 0.42 0.72 0.77 0.93 1  

NIR2  0.16 0.18 0.36 0.63 0.67 0.86 0.97 1 

 Contrast Correlation Dissimilarity Entropy Homogeneity Mean 

 

Second 

moment 

Variance 

Contrast 1        

Correlation -0.04 1       

Dissimilarity 0.89 -0.14 1      

Entropy 0.43 -0.32 0.69 1     

Homogeneity -0.64 0.25 -0.91 -0.83 1    

Mean 0.31 -0.14 0.33 0.19 -0.28 1   

Second 

moment 

-0.34 0.39 -0.61 -0.97 0.78 -0.13 1  

Variance 0.93 0.07 0.82 0.44 -0.58 0.25 -0.35 1 

 CB B G Y R RE NIR1 NIR2 

R2 (%) 28.3 27.6 29.7 17.3 28.8 27.3 21.8 23.7 

R2 (Adj) (%) 19 19.8 22.1 13.5 17.1 17.8 16.6 16.3 
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3.10.5. Regression Analysis Results for the Daytime Rooftop Temperature  

Table 3.11 Stepwise regression models. 

The stepwise regression employed minimizes within-class variance while maximizing the 

between-class variance at 5% significance level (Montgomery, Peck and Vining, 2012). In 

this case, the dependence of some of the covariates on each other and how it affects the 

model was observed i.e., the combination of backward elimination (starting with all candidate 

variables and deleting all non-significant variables by testing them one by one) and forward 

selection (all variables are tested one by one if their contribution is significant after a new 

variable has been added). Table 3.11 reports on stepwise regression models based on 

different WV-2 spectral bands coupled with the relevant texture measures (i.e., GLCM mean 

and correlation), proposed spectral index (NBEI) and topographic features (slope, 

height/NHM, aspect, and elevation/BEM/DEM). 

Regression equation:  

LST = -29.87Correlation +1.87Mean + 6.89NHM + 242.22Green*Correlation – 

50.71Green*NHM – 18.22NBEI*NHM – 3.36Correlation*Mean + 3.19Correlation *NHM 

Table 3.11 describes the automated stepwise regression analysis results between the variables 

(mean daytime rooftop surface temperature, LST) and independent variables or explanatory 

features such as Green reflectance from the WV-2 image, NBEI, GLCM Mean, GLCM 

Correlation coupled with topography. By using all of these selected variables in the detailed 

stepwise regression analysis, we successfully explain 22.10% of the daytime rooftop 

Model Summary  

df R2 R2(Adj) p-value RMSE 

102 29.7% 22.1% 9.87e-05 5.78 

Coefficients 

Variables Estimates SE Coefficient t-Statistic p-value 

Correlation -29.87 11.62 -2.57 0.011 

Mean 1.87 0.62 2.99 0.003 

NHM 6.89 2.63 2.62 0.010 

Green*Correlation 242.22 83.71 3.38 0.001 

Green*NHM -50.71 16.30 -3.11 0.002 

NBEI*NHM -18.22 6.74 -2.70 0.008 

Correlation*Mean -3.36 0.88 -3.83 0.000 

Correlation*NHM 3.19 1.35 2.36 0.020 

95% statistically significant 
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temperature. In daytime temperature analysis, the Green reflectance from WV-2 imagery 

coupled with the normalised height model (NHM) of each building negatively and strongly 

contributes to the daytime rooftop surface temperature i.e., in this study the reflectance 

interactions with a height of rooftops result in low daytime temperature. For rooftop texture 

measures, correlation negatively contributes to the rooftop surface temperature but mean 

positively contributes to the rooftop surface temperature. Also, the self-developed New built 

up extraction index (NBEI) interaction with NHM negatively contribute to the daytime 

rooftop surface temperature.  

 

Figure 3.7  Boxplot of rooftop surface temperature variability based on colours. 

3.10.6. Effects of rooftop colours on LST 

Spatial distribution between mean daytime surface temperature and the residential rooftop 

colours were analysed to investigate their degree of correspondence. Based on the stratified 

random samples  (n=116), the mean LST of each rooftop colours were summarized using 

boxplots analysis (Figure 3.7). Rooftop colour types such as dark and blue roof tend to have 

higher surface temperatures ranging from 28.7OC – 29.3 OC and 28.7OC – 28.85OC followed 

by green, red and brown roof with temperature values ranging from 28.35OC – 28.86OC, 28.2 

OC – 28.85OC, 27.8OC – 28.8OC. A similar pattern appears for white roof where the 

temperature values are lower i.e., 28.16OC – 28.60OC. Meanwhile, the dark roof shows the 

highest value (i.e., 28.84 OC) among the rooftop colours during the daytime. The result also 
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showed that some rooftop colours have a homogenous surface temperature (e.g., white roof) 

while some have a heterogeneous temperature such as blue roof i.e., depending on the size of 

the rooftop whether the pixel is boundary pixel. Based on these findings, it can be said that 

these rooftop types of the urban residential environment impact the daytime surface 

temperature differently not only due to the surface material but also surface reflectivity and 

emissivity of the rooftop colours. 

Table 3.12 Analysis of Variance of rooftop surface temperature variability based on colour. 

Source SS Df MS F Prob>F 

Groups 1.05197 5 0.37039 9.77 1.01159e-07 

Error 4.09469 108 0.03791   

Total 5.94666 113    

At 95% significant level (α =0.05) 

Furthermore, the analysis of variance was conducted to see how statistically significant the 

influence of each rooftop colour was on the mean daytime surface temperature pattern. The 

hypothesis for this analysis is that at 95% confidence interval, Ho: Null hypothesis specifies 

there is no significant difference in the LST values of these rooftops based on colour, while 

the H1: Alternative hypothesis indicates there is a difference in their LST values. To test the 

hypothesis that the rooftop colour type has a significant effect on the LST value, a one way 

ANOVA was performed. From the result in Table 3.12, the small p-value of about 1.01159e-

07 indicates that the rooftop means surface temperatures are not the same. Since the p-value 

is  < 0.05 (p-value =1.01159e-07) when comparing mean LST values of these rooftops mean 

surface temperatures, we reject Ho null hypothesis and accept H1 the alternative hypothesis 

(i.e., blue roof ≠ brown roof≠ dark roof ≠ green roof ≠ red roof ≠ white roof). Also, this 

implies that there is a significant difference between the rooftop colours spectrally derived 

from WV-2 image using the supervised semi-automated feature extraction or object-based 

classification.  

3.11. Discussion 

The urban expansion experienced across Pretoria over the years is observed as a sign of 

growth and prosperity but has continuously brought about expanded infrastructure that makes 

use of more rooftop impervious surfaces (Adeyemi, Botai, and Ramoelo, 2015). An increase 

in rooftop which is the major ISA in the urban residential environment according to Zhao et 

al. (2015) has brought about a series of adverse impacts on the environment of which surface 

temperature variation resulting in urban heat islands is one of the major effects. In this study, 
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we focused on assessing the impact of rooftop impervious surface based different colours on 

surface temperature variability in a residential area Lynnwood Ridge in Pretoria, Gauteng 

Province, South Africa. We first analysed the factors (i.e. explanatory variables such as 

texture measures, topography) that influence both daytime rooftop surface temperatures to 

understand this relationship at a comprehensive level.  

From the processed satellite images, the result clearly shows that the interaction between the 

applicable rooftop explanatory features (i.e., reflectance, texture features and topographical 

properties) can explain over 22.10% of the variation in daytime rooftop surface temperatures 

(Table 3.11). This adjusted R2 value with these significant explanatory variables suggests that 

most of the rooftops exhibited fewer heat retentions as observed in the daytime temperature 

variations. In addition, the low feature explainability can be attributed to the study of  Zhao et 

al. (2015) that asserted that the main challenge in using remotely sensed data for structure-

based analysis (e.g., rooftop size) is that most freely available thermal imagery (e.g., ASTER 

and Landsat imagery) fail to offer fine-resolution spatial details at the structure level. 

Furthermore, analysis of spatial distribution between mean daytime surface temperature and 

the residential rooftop indicated that dark and blue roof surface exhibited a high LST value 

(i.e., 28.84OC and 28.78OC ) due to the low reflectivity, low emissivity and high heat capacity 

while the red, brown and green roof surface show lower LST values (i.e., 28.77OC, 28.65OC 

and 28.58OC) due to high reflectivity, high emissivity and low heat capacity during the 

daytime (Figure 3.7). Similarly, our findings partly confirm what has already been 

highlighted in the few previous studies (Myint et al., 2013; Zheng, Myint and Fan, 2014; 

Zhao et al., 2015; Morabito et al., 2016) to mention a few that have dealt with similar issues 

but not in the African context. Based on the findings of this experimental study we propose 

that remotely sensed imagery and processing can be used potentially to evaluate the 

contribution of residential rooftop properties (i.e., colour) in understanding urban heat island 

in South Africa. Future research should focus on obtaining other related rooftop ancillary 

features by fieldwork or survey and use of fine resolution surface temperature from thermal 

infrared images such as MASTER (7m MODIS/ASTER airborne simulator) (Zhao and 

Wentz, 2016)for a better understanding of microclimate patterns at the urban level to provide 

sustainable approaches to ameliorate urban heat island effect. 
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3.12. Conclusion 

This study investigates the relationship between rooftop surface temperature, rooftop 

reflectance, texture measures and topographical properties based on rooftop colours in an 

urban residential environment. Very high-resolution (VHR) multispectral imagery 

(WorldView-2) enables detailed analysis of urban residential rooftop spectral characteristics 

and texture measures while the medium resolution multispectral imagery (Landsat 8 TIR) 

facilitates the retrieved rooftop surface temperature. Also, the LiDAR point clouds make it 

possible to obtain rooftop topographical properties such as rooftop aspect, slope, building 

height and elevation when integrated into the statistical regression analysis. The results of the 

regression analysis explained around 22.10% of the daytime rooftop temperature. The 

interaction between the rooftop spectral properties and normalized height for the buildings 

were the major factors influencing rooftop surface temperatures. Further statistical analysis 

also revealed a clear, statistically significant difference in emissivity and heat capacity 

rooftops with different colour during the daytime. Even though, our study confirms the 

dominance of some installed rooftop colours with high reflectivity, high emissivity and low 

heat capacity (i.e., red, brown and green roof) visually the presence of urban residential tree 

canopy also might have contributed to heat mitigation as pointed out in previous studies of 

(Rinner and Hussain, 2011; Susca, Gaffin and Dell’Osso, 2011; Ng et al., 2012; Doick, Peace 

and Hutchings, 2014; Zhao et al., 2015) to mention a few. Finally, findings from this study 

are not generalizable and are only valid for formal residential areas i.e., with similar climate, 

socio-economic activities and urban characteristics (e.g., rooftop properties) and comparable 

imperviousness densities. Therefore, this experimental research provides relevant information 

and methodology that will not only helps to understand the impact of rooftop properties (e.g., 

colour) on surface temperature but also encourage sustainable rooftop designs to mitigate 

urban heat island effects in residential environment. 
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Abstract 

Evaluating changes in built-up impervious surface area (ISA) to understand the urban heat 

island (UHI) extent is valuable for governments in major cities in developing countries 

experiencing rapid urbanization and industrialization. This work aims at assessing built-up 

ISA spatio-temporal and influence on land surface temperature (LST) variability in the 

context of urban sprawl. Landsat-5 Thematic Mapper (TM) and Landsat-8 OLI (Operational 

Land Imager) and TIRS (Thermal Infrared Sensor) were used to quantify ISA using built-up 

Index (BUI) and spatio-temporal dynamics from 1993-2013. Thereafter using a suitable 

analytical sampling scale that represents the estimated ISA-LST, we examined its distribution 

in relation to elevation using the Shuttle Radar Topography Mission (SRTM) and also create 

Getis-Ord Gi* statistics hotspot maps to display the UHI extent. The BUI ISA extraction 

results show a high predictive accuracy with area under the receiver operating characteristic 

curve, AUROC = 0.8487 for 1993, AUROC = 0.8302 for 2003, AUROC = 0.8790 for 2013. 

The ISA spatio-temporal changes within ten years interval time frame results revealed a 14% 

total growth rate during the study year. Based on a suitable analytical scale (90x90) for the 

hexagon polygon grid, the majority of ISA distribution across the years was at an elevation 

range of between >1200m – 1600m. Also, Getis-Ord Gi* statistics hotspot maps revealed that 

hotspot regions expanded through time with a total growth rate of 19% and coldspot regions 

decreased by 3%. Our findings can represent useful information for policymakers by 

providing a scientific basis for sustainable urban planning and management. 
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4.1. Introduction 

Growth is sometimes reflected by an expansion of urban sprawl and the spontaneous 

appearance of urban buildings in rural areas or on the peripheries of cities (Bouzekri et al. 

2015). These rapid urban landscape changes as indicated by Odindi et al. (2012) have been 

because of the exceptional increase in population concentration in cities. According to 

Demographia (2017) and Sahana et al. (2018) 53% of the global population lives in urban 

settlements and by 2030 this number is expected to have increased more than 60%. 

Developing countries are more likely to experience the highest rate of urbanization and 

industrialization in the near future i.e., conversion of vegetation areas to impervious surface 

materials (Sahana et al. 2018). Over the last decades, Pretoria, South Africa has been facing 

major land use or cover changes, such as loss of natural land, i.e. forest or plantations, 

agricultural lands and grasslands coupled with growing ISA such as roads, sidewalks, parking 

lots, rooftops and bare lands due to a continuous increase in the population (Schoeman et al. 

2013; Adeyemi et al. 2015). Though the loss of vegetation (i.e., ISA increase) may have 

increased surface temperature due to change in surface component distinctive radiative, 

thermal, moisture and aerodynamic properties (Owen et al. 1998), there is still limited 

spatially explicit information on how ISA surface temperature is affecting the city (e.g., urban 

heat island extent). 

With the development of satellite thermal infrared remote sensing data, considerable LST 

measurements can be retrieved (Nie and Xu 2015). Consequently, there have been several 

algorithms and methods used for LST retrieval from remote sensing data. Qin et al.(2001) in 

an earlier study developed the split window and mono window algorithm and demonstrated 

their effectiveness of using Landsat data. Jiménez-Munoz and Sobrino (2003) and Jiménez-

Muñoz and Sobrino (2010) also developed the single-channel algorithm for LST retrieval 

from Landsat and ASTER data respectively. In this study, the single-channel algorithm was 

employed due to its advantage of been used when the ground truth data is not available 

(Alipour et al. 2011). Oke (1982) in an earlier study revealed that latent heat exchange was 

observed in vegetation areas while impervious surface and low vegetated areas exhibited 

sensible heat exchange. Since then, much emphasis was first placed on using the normalized 

difference vegetation index (NDVI) as the major land cover indicator of urban microclimate 

(Gallo et al. 1993; Lo et al. 1997; Owen et al. 1998). Nevertheless, successive studies have 

indicated the subjectiveness of NDVI (vegetation) seasonal variations (Zhang et al. 2009) and 

the presence of bare soil which displays a wider variation in surface radiant temperature due 
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to soil moisture variations, land surface emissivity, albedo (Carlson and Traci Arthur 2000; 

Chen et al. 2006; Huang et al. 2008; Jiang and Tian 2010). This inconsistency suggests that 

NDVI alone may not be a sufficient metric to quantify surface urban heat island (Yuan and 

Bauer 2007).  

The degree of urbanization has been measured by an increase of ISA (Civco et al. 2002; 

Yang et al. 2003; Bauer et al. 2004). With increasing environmental concerns, examining the 

relationship between the ISA and LST provided an alternative for studies of urban expansion 

and related urban heat island (UHI) phenomena. In previous studies, Yuan and Bauer (2007) 

found that a strong positive linear relationship exists between LST and %ISA for different 

study seasons. Likewise, a strong positive correlation of LST with normalized difference 

built-up index (NDBI) suggested that the index ISA can quantitatively describe the spatial 

distribution and temporal variation of urban thermal patterns (Zhang et al. 2009). Although 

many recent studies in developed nations have examined urban imperviousness effects on 

LST (e.g., Nie and Xu 2015; Henits et al. 2017; Morabito et al. 2018; Wei and Blaschke 2018 

etc.), very few studies have looked into how the expansion of urban built-up ISA in major 

cities in Africa have intensified UHI (Kamdoum et al. 2014; Adeyemi et al. 2015; 

Dissanayake et al. 2019 etc.). Since built-up impervious surface areas are more stable and 

less affected by seasonal changes, it may provide a complementary metric for spatio-temporal 

analysis of land surface temperature variability and pattern in major cities in developing 

countries (e.g., South Africa). Therefore, the aim of this study is to assess built-up ISA 

spatio-temporal distribution and influence on LST variability using a optimal spatial 

analytical scale across Pretoria, Gauteng Province, South Africa (Figure 1.5). The key 

research questions are: 

1. Can the built-up Index (BUI) reveal the spatio-temporal changes of ISA within ten 

years interval time frame? 

2. With a suitable analytical scale, is it possible to describe the distribution of ISA-LST 

in relation to elevation? 

3. Could the Getis-Ord Gi* statistics hotspot maps display the UHI extent based on the 

distribution of estimated ISA-LST? 
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4.2. Materials and Methods 

4.2.1. Data Collection and Pre-processing 

Remote sensing data used in this research was mainly from the Landsat 5-TM (Thematic 

Mapper) recorded on 19th September 1993 at 07:24 h local time, 18th November 2003 at 

07:40 h local time and Landsat-8 OLI (Operational Land Imager) and TIRS (Thermal 

Infrared Sensor)  on 13th November 2013 at 08:04 h local time (Path: 170, Row: 78) 
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Table 4.1). The Landsat images were pre-processed using two important steps: (1) converting 

digital numbers (DNs) to top-of-atmosphere (TOA) radiance and then to TOA reflectance; 

and (2) conversion of the TOA reflectance to surface reflectance using the Fast Line-of-sight 

Atmospheric Analysis of Hypercubes (FLAASH) in ENVI software (Liang et al. 2003; 

Krause 2005; Environment for Visualizing Images, 2014). The digital elevation model 

(DEM) data came from the Shuttle Radar Topography Mission (SRTM) for September 2014. 

It was employed to obtain the elevation pixels for this study area due to its unique 

combination of worldwide coverage and void-filled high spatial resolution (30m).  The above 

image data were acquired from the United States Geological Survey Global Visualization 

Viewer (https://glovis.usgs.gov) and reprojected to the UTM Zone 35S projection system 

with WGS84 datum. Also, ancillary data such as the  Department of Forestry, Fisheries and 

the Environment (DFFE), South Africa (https://www.environment.gov.za) subcontracted 

National Land Cover (NLC) classification dataset of 2013-2014 

(https://egis.environment.gov.za/sa_national_land_cover_datasets) completed in 2015; 

Pretoria administrative shapefile boundary source from Statistics South Africa 2011 

(http://www.statssa.gov.za); 1:10,000 aerial photography 0.5m (2012-2015) from the Chief 

Directorate National Geo-spatial Information (CDNGI) (http://www.cdngiportal.co.za), 

together with Google Earth Images were also used. Software used for desktop analysis 

include: ESRI (ArcGIS), QGIS (v3.8.0), Microsoft office and R statistical software 

environment (RStudio, Inc., Boston, MA, USA, Version 1.1.463). 
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Table 4.1 Summary of data used in research. 

4.3. Methodology 

The methodological workflow is briefly summarized in the flowchart of Figure 1.3. 

4.3.1. Spectral index derived impervious surface area   

The ISA was retrieved using the Kaimaris and Patia, (2016) built up index (BUI) using Red 

bands, SWIR1 and SWIR2 of the Landsat imagery. Their combination leads to a new optimal 

construction index. They indicated that the manual thresholding of the built up index (BUI), 

the focus is on the last finding which happens to be built up areas i.e. in values ranging 

around 0.0, isolating the irrelevant information for green vegetation, bare soil and water to 

high positive or negative values. Although this spectral index may not follow the logical 

boundary of the built-up or ISA area values adopted in indexes that have been developed in 

the past for multispectral images (Jayamanna, Kawamura and Tsujiko, 1996; Zha, Ni and 

Yang, 2003; Xu, 2007, 2008; As-syakur et al., 2012 etc.), but allows for the best distinction 

of ISA. The new index, BUI, is calculated according to the formula in Equation 4.1: 

2*[(Red* 2) (SWIR1*SWIR1)]

[(Red SWIR1)*(SWIR1 SWIR 2)]

SWIR
BUI

−
=

+ +    Equation4.1 

Data Types  Datasets 

 Date Image type Path/Row 

 1993-09-19 Landsat 5-TM 170/78 

Remote 

Sensing data 

2003-11-18 Landsat 5-TM 170/78 

 2013-11-13 Landsat-8 OLI/TIRS 170/78 

DEM data 2014-09-25 Shuttle Radar Topography Mission (SRTM) with 30m spatial 

resolution 

Boundary file 2011 Pretoria Administrative boundary shape data 

Ancillary data 2012-2015 1:10,000 aerial photography from 2012-2015 with spatial resolution 

of 0.5m and 

 2015 Google Earth Images 

 

 2015 NLC classification dataset of 2013-2014 
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4.3.2. Performance evaluation of spectral indices 

In this study, the accuracy of the built up spectral index (BUI) for the three years was 

assessed based on well distributed ancillary samples (n=200) obtained from reference 

datasets (e.g., aerial photo and Google Earth images) to validate each derived thematic 

output. Based on 10-fold cross-validation (Danjuma, 2015; Adeyemi et al., 2021a), we 

implemented the accuracy assessment of BUI  by computing area under the receiver 

operating characteristic curve (AUROC) using Information Value package in the R statistical 

software environment (RStudio; Prabhakaran, 2016). The AUROC is a graph that 

summarizes the performance of the spectral index (classifier) over all possible thresholds. It 

is generated by plotting the true positive rate or sensitivity (y-axis) against the false positive 

rate or specificity (x-axis). Wieland and Pittore (2014) further explained that the true positive 

rate is the proportion of actual positives that are classified as positives, while true negative 

rate, is the proportion of actual negatives, which are classified as negatives. It measured how 

the indices BUI performed in identifying impervious surfaces or built-up areas in this 

research. 

4.3.3. Land Surface Temperature (LST) Retrieval 

The single-channel algorithm (SCA) developed by Jiménez-Munoz and Sobrino (2003) was 

employed to retrieve LST from the geometrically corrected TIR band 6 from Landsat 5-TM 

(10.44 - 12.42µm) and mean of band 10 and 11 from Landsat-8 TIRS (10.6 – 11.19 µm) and 

(11.50–12.51 µm) respectively. 

4.3.3.1. Conversion to at-satellite Brightness Temperature (Tb) 

The thermal band's digital numbers were first calibrated to minimize the noise caused by 

aerosols, water vapour etc. before being converted to top-of-the-atmosphere (TOA) radiance. 

The following formulas are used to perform this process (Equation 4.2): 

For Landsat 5TM: 

( )
max min

min min

max min

6DN cal

cal cal

L L
R Band Q L

Q Q

 −
= − + 

−      Equation 4.2 

Where R is TOA radiance (watts/ (meter squared * ster * μm), Qcalmax = 255, Qcalmin = 0 while 

Lmax and Lmin can be obtained from the header file of the Landsat 5TM imagery (Markham 

and Barker, 1985) in Equation 4.3: 
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For Landsat 8: 

* 10L DN LR M Band A= +        Equation 4.3 

 Where R is TOA radiance (watts/ (meter squared * ster * μm), ML and AL were also obtained 

from the header file of the Landsat 8 image (United States Geological Survey, 2013). 

Thereafter, the radiance (R) images of the two Landsat sensors were converted to at-satellite 

brightness temperature, Tb i.e., blackbody temperature under the assumption of a uniform 

emissivity  in Equation 4.4: 

( )
2

1ln / 1
b

K
T

K R
=

+
       Equation 4.4 

Where Tb is at-satellite brightness temperature or black body temperature, R is radiance while 

K1 (WATTS/METER SQUARED * STER * ΜM) and K2 (KELVIN) are constants which are 

774.89 and 1321.08 respectively. The K1 and K2 constant for Landsat sensors are provided in 

the image header file. As indicated by many authors, Tb is not the true surface temperature 

due to atmospheric interference and variations in land cover (Weng and Lu, 2008; Hu and Jia, 

2010). In this study, the (Sobrino, Jiménez-Muñoz and Paolini, 2004) single-channel 

atmospheric correction method was used to remove the noise.  

4.3.3.2. Determination of surface emissivity (ε)   

Firstly we derived the surface emissivity (ε) which is commonly carried out by differentiation 

of NDVI which has an advantage when the researcher has no detailed information on derived 

land cover in the study area (Carlson and Ripley, 1997). Surface emissivity (ε)  varies with 

land covers on ground surfaces (Sun et al., 2017). In urban environments, vegetated surfaces 

have stronger thermal holding capacity and higher cooling effects than non-vegetated areas. 

The Normalized Difference Vegetation Index (NDVI) was now used to estimate the 

Proportion of vegetation (Pv) which is to assess the role of vegetation in each pixel of the 

satellite images (Gutman and Ignatov, 1998). The formula below was designed for 

calculating the NDVI and vegetation proportion (Equation 4.5 and Equation 4.6): 

Red

Red

NIR
NDVI

NIR

−
=

+        Equation 4.5 

2

m

m m

I

NDV I I

in

ax in

NDVI NDV
Pv

NDV

 −
=  

−        Equation 4.6 
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Where the NDVImin and NDVImax were the maximum and minimum values obtained from the 

derived vegetation index image. (Sobrino et al., 2008) measured the relationships between  ε  

and proportion of vegetation (Pv)  on a variety of ground surfaces based on the Landsat-

extracted NDVI, at each 30m pixel with formula established according to (Sobrino, Jiménez-

Muñoz and Paolini, 2004)  in Equation 4.7: 
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 Equation 4.7 

Where ε is the surface emissivity image and Red is the surface reflectance of the Red band. 

4.3.3.3. Conversion of at-satellite brightness temperature to LST  

Finally, the calculated land surface emissivity for each Landsat images was used to convert 

the brightness temperature image to Land Surface Temperature (LST) using the Planks 

equation described in  Equation 4.8 (Weng, Dengsheng and Jacquelyn, 2004) ; 

(KELVIN)

1 / )*ln(

b

b

T
LST

T  + +
=

          Equation 4.8 

  

To convert the LST image to Celsius image using the Equation 4.9: 

(CELSIUS) (KELVIN) 273.15LST LST −=          Equation 4.9 

Where λ is the wavelength of radiation emitted in Landsat 5 TM (11.5µm) (Markham and 

Barker, 1985) and Landsat 8 LCDM (10.8 µm) (United States Geological Survey, 2013). ρ= 

h * c/σ, σ = Stefan Boltzmann’s constant, h = Plank’s constant, C = velocity of light, ε = 

surface emissivity image, LST = surface temperature image. The rescaled to 30m spatial 

resolution daytime time retrieved surface temperature (LST) images were also normalized. 

4.3.4. LST Level Distribution 

Recent studies have pointed out that if thermal data were not recorded on the same date each 

year, a normalization method should be used to reclassify the LST results (Tang and Xu, 

2010; Zhang et al., 2017; Wei and Blaschke, 2018). Hence, the retrieved LST from the 

Landsat images thermal bands for the three years were normalized between maximum and 
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minimum values to be able to conduct a comparative analysis (Amiri et al., 2009; Song and 

Wu, 2016). The formula in Equation 4.10 for the Normalization of retrieved LST was 

expressed as:  

( ) ( ) min

( )

( ) max ( ) min

Celsius Celsius

LST Celsius

Celsius Celsius

LST LST
N

LST LST

−
=

−     Equation 4.10 

Where LSTi is the LST of the pixel for a particular image, LSTmax is the maximum value of 

LST, LSTmin is the minimum value of LST of the same image as that of the LSTi. 

Furthermore, based on stratified random samples (n=200) on land cover types generated on 

reference data (e.g., aerial photo and Google earth engine), we verified the overall metrics 

error for the normalized retrieved LST image for each year using the root mean square error 

(RMSE) and mean absolute error (MAE).  Both RMSE and MAE are measures of precision 

used to quantify the relative estimation error at the pixel level (Ishola, Okogbue and Adeyeri, 

2016). This was implemented using and mmetrics package in the R statistical software 

environment (RStudio; Cortez, 2015). These metrics can be expressed as follows in Equation 

4.11 and Equation 4.12: 

j j
2

1

1
(LST LST )

n

j

RMSE
n =

= −
      Equation 4.11 

  

j j

1

1
LST LST

n

j

MAE
n =

= −
       Equation 4.12  

Where  LST j is the estimated LST for pixel j; LSTj is the actual LST of pixel j retrieved from 

the Landsat thermal images; n is the total number of pixel samples of the Landsat images. 

4.3.5. Hexagon sampling grid 

Grid analysis has been used to evaluate the composite effects due to its flexibility of analysis 

with scale variation, bounding of quantitative values and locations, and statistics of area 

proportions in these regular shapes (Xiao et al., 2018). Regular rectangular or square grid and 

hexagonal grid have also been compared in some studies and their relative merit was also 

examined. Aiazzi et al. (2002) earlier study analyzed hexagonal sampling under general 

assumptions and compared with conventional rectangular sampling and found out that 

hexagonal sampling was attractive for remote sensing application where the acquisition 
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process is crucial to preserve image quality without introducing data transmission overheads. 

He and Jia (2005) affirmed that hexagonal structure is considered to be preferable to the 

rectangular structure due to its higher sampling efficiency, consistent connectivity and higher 

angular resolution and is even proved to be superior to square structure in many applications. 

Birch, Oom and Beecham (2007) also investigated the use of rectangular and hexagonal grids 

application in ecological observation, experiment and simulation such as the role of nearest 

neighbourhood in experimental design, the representation of connectivity in maps, and a new 

method for performing field surveys. They establish that a hexagonal grid is simpler and less 

ambiguous than a rectangular grid. Furthermore, studies have shown that quantifying the 

indeterminacy and complexity of the LST response to urban land cover requires a flexible 

and effective method of examination since suitable scales must also be selected to evaluate 

the composite effects (Liu and Weng, 2009; Schwarz, Lautenbach and Seppelt, 2011; Zhou et 

al., 2016; Zhou, Wang and Cadenasso, 2017; Xiao et al., 2018).  Therefore, we created a 

hexagonal polygon grid with a size 90 X 90 grid over the spectral index derived ISA extent 

for each year (i.e., 1993, 2003 and 2013) within the study area with the origin coordinate 

system. The decision to use the grid size of 90 is similar to the study of Xiao et al. (2018) 

after empirically testing various grid sizes. At the 90 X 90grid scale, we observed that the 

hexagon grid size is much smaller than the impervious surface patches, thereby preserving 

useful interpretation of variables such as LST and elevation pixels i.e., ensure that an 

adequate number of pixels is considered. Afterward, the mean LST and elevation pixels 

values intersecting with each grid were aggregated with the spatial statistics tool “zonal 

statistics module” of ArcGIS software. 

4.3.6. Statistical Analysis 

We ensure that all the ISA elevation pixels value for each year is delineated based on the 

hexagonal polygon grid at 90x90 scale covering the spectral index estimated ISA, to calculate 

the ISA change at each meter increment in elevation by their mean LST and for further 

statistical analysis in this study. Also based on the sampling grid, we computed a density plot 

to describe the distribution of ISA-elevation for each year using the acquired value of each 

grid. To further investigate the relationship between the ISA-LST with elevation, the 

correlation analysis was used to show a consistent linear trend at the 95% confidence level 

(p<0.05) for each year using the scatterplot. Finally, the optimized hot spot analysis (Getis-

Ord Gi*) tool in the ArcGIS software, developed by Environmental Systems Research 

Institute (Mitchell, 1999; Environment for Visualizing Images, 2016) was applied to explore 
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the spatial cluster of ISA surface temperature arrangements appearing in Pretoria based on 

the hexagonal polygon grid covering the spectral index estimated ISA. This technique 

characterizes the presence of hot spots (high clustered values) and cold spots (low clustered 

values) over an entire area by looking at ISA-LST value within the context of its 

neighbouring features (Getis and Ord, 1992; Ord and Getis, 1995). To be a statistically 

significant hot spot, a feature must have a high value and should also be surrounded by other 

features with high values and vice versa (Tran et al., 2017; Kang, Cho and Son, 2018). 

The Getis-Ord Gi* statistical formula used for the hotspot analysis is mathematically 

expressed as follows in Equation 4.13, Equation 4.14 and Equation 4.15 (Environment for 

Visualizing Images, 2016; Kim and Choi, 2017; Tran et al., 2017): 
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where xj is the attribute value for feature j, wi,j is the spatial weight between feature i and j 
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The resultant Getis-Ord Gi* statistic generates z-scores that identifies hexagon bin having 

spatially clustered high or low ISA-LST values across the city for each of the study years 

(Harris et al., 2017). For positive and larger z-scores indicated the more intense the clustering 

of high values (hot spot), negative and the smaller the z-score signified the more intense the 

clustering of low values (cold spot) and z-score near zero indicates no apparent spatial 

clustering (Jana and Sar, 2016; Tran et al., 2017). The z-score represents the statistical 

significance of clustering for a specified distance (i.e., 90% significant: >1.65 or < -1.65; 
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95% significant: >1.96 or <-1.96; 99% significant: >2.58 or <-2.58). From the final resultant 

Getis-Ord Gi* statistic map, the ISA-LST pattern will be divided into seven categories: very 

hot spot, hot spot, warm spot, not statistically significant, cool spot, cold spot, and very cold 

spot. This method will give a better display of the UHI extent through the study years. The 

above list of statistical analysis was implemented using both R statistical software 

environment and ESRI (ArcGIS). 

4.4. Results  

4.4.1. Spectral index derived impervious surface features 

The derived BUI images for the three selected years (i.e., 1993, 2003, 2013) shows ranges 

from -0.499 to 0.688, -0.527 to 0.610 and -0.229 to 0.616 respectively (Table 4.2). After 

thresholding analysis of the built up spectral index (BUI) for the three years, Figure 4.1(a-c) 

shows thematic images each indicating built-up ISA i.e., asphaltic roads, cemented floors and 

buildings etc., in Pretoria. The resultant threshold values derived from the BUI images (1993, 

2003 and 2013) are shown in Table 4.2 for the identification of ISA respectively. 

Table 4.2 Dynamic ranges of BUI index derived ISA or built-up from the Landsat images. 

Moreover, the extracted ISA thematic images were quantitatively assessed for their accuracy. 

The area under the receiver operating characteristic curve (AUROC) shows that the 

performance of each of the BUI threshold values in detecting the impervious surface or built-

up areas across the study area over the 30year period.  As shown in Figure 4.1(d-f), the 

AUROC values calculated were: BUI (AUROC = 0.85) for 1993, BUI (AUROC = 0.83) for 

2003, BUI (AUROC = 0.88) for 2013 respectively. Therefore, based on the stratified 10-fold 

cross-validation the results indicate that the BUI threshold values successfully identified 

built-up with relatively high precision. 

4.4.2. Dynamics of impervious surface area with elevation 

In this study, the percent ISA was used to indicate the extent of the urban development. 

Impervious surface, as an important urban land cover feature, not only indicates the degree of 

urbanization, but is also a major contributor to the environmental impacts of urbanization 

BUI index Minimum Maximum Threshold 

1993 -0.499 0.688 -0.131≥ISA≥0.195 

2003 -0.527 0.610 -0.166≥ISA≥0.006 

2013 -0.229 0.616 0.06≥ISA≥0.616 
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(Arnold and Gibbons, 1996). Figure 4.1(a-c) shows the ISA changes and persistence across 

Pretoria. After, the ISA of the study area was mapped from the Landsat images spanning a 

total time frame of 30 years: 1993, 2003, and 2013, the change detection was based on 

impervious surface coverage in Hectares (ha.) for each year i.e., Total Area = 68722.76ha;1ha 

= pixel count X 900m2 X 0.0001. 

Table 4.3 Spatio-temporal analysis of the impervious surfaces across the study years. 

Table 4.3 reveals the spatial and temporal changes of the impervious surfaces during the 30 

study years. The result shows that the ISA increased dramatically from 12111ha in 1993 to 

~16466ha in 2003 and further to 21646ha in 2013, a net increase of 9535ha during the study 

period. Therefore, temporally the ISA growth rate of 5% was observed between the years 

1993 and 2003, while a significant growth rate of 9% was recorded between the years 2003 

and 2013. Hence, the total ISA growth rate during the 30 study years is 14%. Subsequently, 

the DEM image is at a spatial resolution of approximately 30m same as BUI and LST 

images, therefore it is possible to aggregate (i.e., zonal statistics) their corresponding ISA 

pixel values for further analysis. In our study, based on the hexagon polygon grid (90 x 90) 

covering thematic ISA output, sample pixels of approximately 135,000, 183,000 and 240,000 

were selected for 1993, 2003 and 2013 thematic images respectively. These ISA pixels for 

each year formed 8%, 11% and 15% of the total number of pixels in the study areas which 

was used to plot their elevation distribution histogram (i.e., fitted normal distribution). Figure 

4.2(a-c) density plot illustrates the distribution of the ISA over the years over different 

elevation levels with a mean and standard deviation of 1342.72m and 75.64m (1993), 

1587.25m and 83.58m (2003) and 1357.58m and 84.04m (2013) respectively. The count and 

histogram peaks enabled us to depicts the elevation range with the majority of ISA across the 

years i.e., most of the ISA spread were concentrated between an elevation of between > 

1200m-1600m. 

 

1993 2003 2013 1993-2003 2003-2013 1993-2013 

Area(Ha) Area(Ha) Area(Ha) Growth rate (%) Growth rate (%) Growth rate (%) 

12111 16466 21646 5 9 14 
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Figure 4.1 (a)-(c) shows the thematic output after thresholding of BUI index image and (d)-

(f) illustrates AUROC curve showing the performance of spectral index in delineating built-

up ISA for 1993,2003 and 2013. 

4.4.3. Land Surface Temperature Retrieval (LST) for ISA 

Over the years, the urban expansion experienced in the selected administrative subplaces for 

this study in Pretoria is not only seen as a sign of growth and prosperity but has continuously 

brought about expanded infrastructure which are impervious surfaces (Adeyemi et al., 2015). 

These increase in man-made features (i.e., ISA)  and their sequential relationship with 
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climatic variables such as surface temperature (e.g., LST) are crucial to understanding urban 

sprawl (Tian et al., 2018). In this study, the ISA data extracted with multispectral Landsat-5 

TM and Landsat 8 with six bands (VIS-SWIR) images, were used to investigate the spatio-

temporal dynamics and the expansion direction of urban sprawl at local administrative 

subplace units in Pretoria from 1995 to 2015. The first results in Figure 5.1 highlight the 

potential use of random forest classifier with different sample sizes to estimate ISA from 

Landsat image for the entire study years. Based on the four sub-datasets with corresponding 

sizes 20%, 40%, 60% and 80% of the total training data for each year, two different trends 

were clear: when the training sample size was large enough (80%), the highest accuracy for 

the RF model was observed for 1995 and 2015 i.e., ~97% and ~98% respectively. Whereas 

highest accuracy for rf model for  2005 occurred with 20% of the training samples i.e., ~95%. 

The high accuracies associated with the training samples sizes which were large enough for 

each of the years, shows that the RF model was less sensitive to the imbalanced training data. 

Though this might be contradictory to many past studies on different satellite images such as 

Jin et al. (2014), Colditz (2015) and Mellor et al. (2015) to mention a few that asserted that 

the greater the land cover class area is, the more training samples that are needed to produce 

the best classification accuracy. The use of RF model in our study reveals similarity to the 

studies of Shrestha, et al. (2021) and Thanh Noi and Kappas (2017) that asserted that the RF 

classifier is less sensitive to the imbalanced training data as long as the training sample size is 

representative enough i.e. either large or small. After the visual examination of the random 

forest classifier thematic ISA outputs for the study years presented in Figure 5.2, their 

quantitative assessment based on 10-fold cross-validation, the AUROC was used to assess the 

unbiased predictive accuracy. Although the random forest classifier overall predictive 

accuracy was fairly high (i.e., AUROC = 0.8572 for 1995, AUROC = 0.8709 for 2005, 

AUROC = 0.8949 for 2015) because of the selection of representative training samples or 

pixels (Maxwell, Warner and Fang, 2018), there were still errors observed in the final 

thematic outputs due to mixed pixels i.e., ISA and vegetation (Xu et al. 2018) associated with 

the use of medium resolution multispectral satellite imagery. Secondly, we examined the ISA 

spatio-temporal dynamics within ten years interval time frame (i.e., 1995 -2015) at local 

region level. Results in Table 5.3 and Figure 5.4 above reveals while more than 70 % of the 

selected administrative subplaces (i.e., Arcadia, Capital Park, Eastwood 2, Loftus Stadium, 

Koedoespoort Industrial, Pretoria Central, Pretoria Industrial, Pretoria West, Riviera) in this 

study experienced dramatically increase in ISA growth rate. Generally, the ISA spatio-

temporal dynamics in the study area could be attributed to the incessant urban sprawl 
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resulting in many places across Pretoria. Since Pretoria is one of the three capital cities in 

South Africa, the remarkable ISA growth over the years could also be due to political and 

socio-economic factors.  

Finally in our study, guided by the previous study of  Xiao et al. (2018) on an optimal 

analytical scale, we used the hexagon sampling grid covering and aggregating the depicted 

ISA surface temperature pixels to examine the spatio-temporal developing trends of ISA 

expansion with the aid of weighted standard deviational ellipse (SDE) method. Similar to the 

recent studies of  Xu et al., 2018; Man et al., 2019 and Hua et al., 2020), our results indicated 

that the ISA exhibited an expansion trend generally in the east-south-east, east, north-north-

east, east-north-east and south-east directions. This can be attributed to the change  ISA 

growth rate coupled with population and various land use activities at the local administrative 

subplace units. In this study, it can therefore be asserted that the spatio-temporal pattern of 

ISA surface temperature is an important metric in understanding the principle direction of 

ISA expansion.  

(a-c) illustrates the spatial pattern of absolute normalized LST retrieved for the study. The 

computed LST map for the entire study area shows that for 1993, 2003 and 2013, LST values 

range between 13.42 OC - 42.12 OC, 16.72 OC - 48.23 OC and 18.99 OC - 53.26 OC 

respectively. This study revealed that the maximum LST for the whole area went up by 11 OC 

from 1993, 2003 and 2015, which were 42.12 OC, 48.23 OC and 53.26 OC; the minimum 

temperature increased by 5 OC from 13.42 OC, 16.72 OC and 18.99 OC, during the same season 

with ten-year interval. This result indicates that the changes in land cover types thermal 

emittance have resulted in changes in temperature as reported by the South African Weather 

Service (SAWS) in recent years.  Adeyemi et al. (2015) point out in an earlier study that ISA 

can be used as a complementary metric for surface urban heat island studies. Consequently, 

the hexagon polygon grid earlier created covering more than 15,000 of the spectral index 

estimated ISA pixel, was used to performed zonal analysis on the retrieved LST images (i.e., 

aggregate mean of the ISA-LST pixel values) for the 30 study years in Pretoria. Based on the 

spatial distribution of ISA surface temperature, the results show that the mean ISA-LST of 

1993 was 29.08 OC (standard deviation of 1.89 OC), followed by 2003 with a mean ISA-LST 

of 31.14 OC (standard deviation of 2.44 OC) and the highest mean ISA LST of 37.07 OC 

(standard deviation of 1.20) in 2013. Also, we verified the overall metrics error between the 

predicted and actual LST to assess the accuracy of the retrieved normalized LST image for 

the study area.  The result indicates that the overall error for the study area is quite low: ~1.48 
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OC for RMSE and ~1.07 OC for MAE (1993), ~1.43 OC for RMSE and ~1.10 OC for MAE 

(2003) and ~0.84 OC for RMSE and ~0.54 OC for MAE (2013) respectively. Thus, the 

thermal bands of Landsat 5TM and Landsat 8 TIRS data employed for this study provided 

good retrieved surface temperature results and were further used to describe the distribution 

of ISA (urban expansion) in relation to elevation and hotspot analysis in subsequent sections. 

4.4.4. Relationship between ISA surface temperature and elevation 

The DEM image was also snapped with LST images so that pixels of different images 

represent same area on ground, we performed the zonal statistics on them using the hexagon 

polygon grid to evaluate the distribution of ISA-LST in relation to elevation. Figure 4.2(d-f) 

scatter plots show a consistent linear pattern between ISA-LST and elevation for all three 

years. The result does not only show the equation of the linear relationship between ISA-LST 

and elevation but also indicated negative correlation coefficient values i.e., r = -0.184, -0309 

and -0.298 for the three years respectively. The slope of the trend line specifies the change in 

ISA-LST distribution with elevation change. It can be seen that the mean ISA-LST has a 

falling trend with elevation, with the steepest slope found in the 2003 image (Figure 4.2e), 

indicating that the magnitude of UHI reaches the highest while the lowest level of magnitude 

of UHI was found in the 1993 image (Figure 4.2d). 

4.4.5. Hotspot analysis  

Based on the hexagon polygon grid (90 x 90) covering ISA pixel samples, we were able to 

also identify the location and degree of spatial clustering of ISA-LST for the study years with 

the aid of Getis-Ord Gi* statistics hotspot maps. The spatial distribution of the Getis-Ord Gi* 

critical value (z-scores) and significant level (p-values) was derived from the hot spot 

analysis. The statistical results for the ISA-LST pattern were divided into seven categories: 

very hot spot, hot spot, warm spot, not statistically significant, cool spot, cold spot, and very 

cold spot (Kim and Choi, 2017; Tran et al., 2017; Kang, Cho and Son, 2018). The resultant 

maps for this study (Figure 4.3d-f) show that the spatial clustering of hot regions in red 

colours (significant level  0.10≤p-value≤0.01) are places with high clusters of ISA with high 

LST values i.e. with critical value (z-score): 90% significant: 1.65-1.96, 95% significant: 

1.96-2.58 and 99% significant: >2.58).On the other hand, the spatial clustering of cold 

regions in blue colours (significant level  0.01≤p-value≤0.10) correspond to areas with high 

clusters of ISA but with low LST values i.e. with critical value (z-score): 90% significant: -

1.96 - -1.65, 95% significant: -2.58 - -1.96 and 99% significant: <-2.58. Based on the spatial 
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pattern of ISA-LST, significant hotspots regions increased by 13% between the years 1993 to 

2003 and 6% between the years 2003 to 2013. Hence, the total hotspot region growth rate 

during the 30 study years is 19%. In contrast, significant coldspot regions decreased by 2% 

between the years 1993 to 2003 and 1% between the years 2003 to 2013. Also comparing the 

results of the hotspot analysis for the study years, there is clear spatial patterns of high ISA-

LST that mostly spread north-northwest, north-west, west-northwest, west, west-southwest, 

south-west, south, north-northeast and north-east from the central part of Pretoria since 1993-

2013. However, most of the cold spots were found in the east, east-southeast and south-east 

part of Pretoria.  
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Figure 4.2 (a)-(c) Density plot showing the elevation range with majority of ISA and (d)-(c) 

Scatterplots explaining the relationship between ISA-elevation and ISA-LST for each year. 
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Figure 4.3 (a)-(c) Retrieved LST maps (OC) and (d)-(e) hotspot analysis of Pretoria city based 

on ISA-LST for 1993, 2003 and 2013. 
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4.5. Discussion 

The urban expansion experienced across the Pretoria perceived as a sign of growth and 

prosperity has continuously brought about expanded infrastructure that makes use of more 

ISA (Adeyemi et al., 2015). These increase in man-made features are crucial to understanding 

urbanization and its impact on urban heat islands, earth surface energy balance, hydrological 

cycles, and biodiversity (Tian et al., 2018). In this study, we first performed the multi-

temporal analysis of ISA across Pretoria from the Landsat images spanning a total time frame 

of 30 years: 1993, 2003, and 2013. The first results in Table 4.2 highlight the potential use of 

BUI to estimate built-up ISA from the medium resolution multispectral Landsat images using 

the threshold analysis. Although the threshold index value showed high positive values for 

water, high negative values for bare soil and vegetation, and minor negative values for the 

built-up area, similar to the study of Kaimaris and Patias (2016), we focused on the last 

finding, i.e. in values ranging around 0.0.  Secondly, results in Table 4.3 above reveal that 

ISA growth rate of 5% was observed between the years 1993 and 2003, while a significant 

growth rate of 9% was recorded between the years 2003 and 2013. Hence, the total built-up 

ISA growth rate during the 30 study years is 14 %. Since Pretoria is one of the three capital 

cities in South Africa, the remarkable built-up ISA growth over the years could be attributed 

to political and socio-economic factors. 

Guided by the previous study of  Xiao et al. (2018) on a suitable analytical scale for the use 

of hexagon polygon grid (90m x 90m) covering thematic ISA output, sample pixels of 

approximately 135,000, 183,000 and 240,000 were selected for 1993, 2003 and 2013 

thematic images respectively. These ISA pixels for each year formed 8%, 11% and 15% of 

the total number of pixels in the study areas which was used to plot their elevation 

distribution histogram (i.e., fitted normal distribution). Figure 4.2 density plot illustrates the 

distribution of the ISA over the years over different elevation levels with a mean and standard 

deviation of 1342.72m and 75.64m (1993), 1587.25m and 83.58m (2003) and 1357.58m and 

84.04m (2013) respectively. The count and histogram peaks enabled us to depicts the 

elevation range of > 1200m – 1600m were with the majority of ISA distribution across the 

years i.e., areas suitable for constructions. 

According to Mathew et al. (2016), the maximum and minimum temperatures for different 

periods of different years are highly variable due to the climatic unpredictability with the 

season which makes the UHI intensity at a particular location change significantly. Due to the 

above reasons, they asserted that retrieved LST values of all pixels of an image have to be 
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normalized to make it possible to consolidate the UHI effect over the study area over a long 

period. In this study, Figure 4.3 illustrates the spatial pattern of absolute normalized LST 

images retrieved from 1993-2013. This study results revealed that the maximum LST for the 

whole area went up by 11OC from 1993, 2003 and 2015, which were 42.12 OC, 48.23 OC and 

53.26 OC; the minimum temperature increased by 5 OC from 13.42 OC, 16.72 OC and 18.99 

OC, during the same season with ten-year interval. The red colour in Figure 4.3(a-c) indicates 

high temperature in central part of the city, and the light greenish colour shows low 

temperature at the periphery or outskirt of the study area which comes under new developed 

formal residential or rural areas. Temperature is low in new developed formal residential or 

rural areas because of vegetation while the central part of the city shows higher temperature 

pixels due to the presence of ISA. Additionally, Adeyemi et al. (2015) point out that ISA can 

be used as a complementary metric for surface urban heat island studies. Therefore, we 

sampled using the hexagon polygon grid the aggregated mean of the ISA-LST pixel values 

for each study year. Based on the spatio-temporal distribution of the satellite retrieve ISA-

LST pixels their a mean of 29.08 OC (standard deviation of 1.89 OC) for 1993, followed by 

2003 with a mean of 31.14 OC (standard deviation of 2.44 OC) and the highest mean ISA LST 

of 37.07 OC (standard deviation of 1.20) in 2013. This can be attributed to the changes in land 

cover types surface characteristics over the years i.e., loss of natural vegetation that produces 

a cooling effect surface temperature to being replaced by artificial impervious surface 

materials with high emissivity. 

Furthermore, the scatter plots were used to evaluate the distribution of ISA-LST in relation to 

elevation as shown in Figure 4.2(d-f). The relationship between elevation and LST is similar 

for all three study years with a negative linear trend based on the slope that specifies the 

change in ISA-LST distribution with change in elevation in Figure 4.2(d-f). This signifies 

that the ISA-LST is having a falling trend with altitude, with the steepest slope found in the 

2003 image (Figure 4.2e), indicating that the magnitude of UHI reaches the highest while the 

lowest level of magnitude of UHI was found in the 1993 image (Figure 4.2d). The above 

results could be attributed to the fact that ISA-LST for the different years is influenced by 

many parameters such as solar incident radiation, angle of incidence of solar radiation, 

surface properties such as surface roughness and most importantly extent of vegetation and 

air temperature that results in the different scattering (Abdullah 2012; Adeyemi, Botai and 

Ramoelo 2015; Mathew et al. 2016; Khandelwal et al. 2018). From the results in Figure 

4.2(d-f), we could also assert that the falling ISA-LST trend with elevation observed for the 
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study years is because the distribution of ISA is still mainly dominant in flat terrains or low 

altitudes, making elevation and slope an important constraint for the expansion of ISA in the 

study area (Qian and Wu, 2019). 

Finally, based on the use of hexagon polygon grid covering the estimated ISA-LST pixel 

samples, we were also able to create Getis-Ord Gi* statistics hotspot maps on three different 

dates (Figure 4.3d-f) representing the total time frame of 30 years. According to (Shariati et 

al., 2020), the stated that Hotspot analysis (Getis-Ord Gi*) is considered a helpful tool to 

recognize spatial clusters of both high and low values. The resultant maps for this study 

(Figure 4.3d-f) were divided into seven categories: very hot spot, hot spot, warm spot, not 

statistically significant, cool spot, cold spot, and very cold spot (Kim and Choi 2017; Tran et 

al. 2017; Kang et al. 2018). The result indicated a total hotspot region growth rate by 19% 

and total coldspot regions decreased by 3% during the study years i.e., in general, more 

hotspots were occupying larger areas than coldspots. Similar to the study of Tran et al. 

(2017), the resultant maps for this study (Figure 4.3d-f) indicates that the increased hot 

regions were highly clustered in the urban areas with main roads zones with predominant 

land use activities such as industrial, commercial, smallholdings and formal residential. The 

decreased cold regions correspond to areas with loss of natural land cover types (e.g., 

agriculture, vegetation and water bodies or wetlands etc.) in the rural areas or townships or 

city outskirts, with predominant land use activities such as formal residential, collective 

living quarters, parks and recreation. Also similar to the earlier study of Jana and Sar (2016), 

our results indicated a clear spatial pattern of the cluster of ISA-LST orientation and direction 

in the study area over the years. Likewise, our results also fulfil part of the request of the 

earlier study of Smith et al. (2014)  as cited by (Shariati et al., 2020) that pointing out the 

need to evaluate the influencing factors such as environmental, climatic, etc. components that 

have caused the formation of hot spot clusters. Based on our overall findings in this study, we 

could therefore conclude that the distribution and clustering of ISA-LST is an important 

metric in understanding UHI extent.  

4.6. Conclusion 

Remote sensing technology continues to provide an effective way to continuously monitor 

changing processes on the landscape. The main strengths of the current study were: (1)The 

use of built-up Index (BUI ) the enable us to estimate and reveal the spatio-temporal changes 

of ISA within ten years interval time frame in Pretoria; (2) Based on the suitable analytical 
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scale of hexagon polygon grid covering spectral index estimated ISA used to aggregate 

corresponding ISA-LST and elevation pixels samples (i.e. zonal statistics), we investigated 

the elevation range with the majority of ISA distribution using density plot, the relationship 

between ISA-LST and elevation with a scatterplot as well as Getis-Ord Gi* statistics hotspot 

maps that enable us to identify the clear spatial pattern of the cluster of ISA-LST orientation 

and UHI extent. The results of this study are important for land use planning and urban 

management. 
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Chapter 5  Assessment of spatio-temporal  direction of impervious surface 

area surface temperature in Pretoria, South Africa. 

Satellite level (medium resolution) 
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Abstract 

Over the years, rapid urban growth has led to the conversion of natural lands into large man-

made landscapes due to enhanced political and economic growth. This study assessed the 

spatio-temporal change characteristics of impervious surface area (ISA) expansion using its 

surface temperature (LST) at selected administrative subplace units (i.e., local region scale). 

ISA was estimated for 1995, 2005 and 2015 from Landsat-5 Thematic Mapper (TM) and 

Landsat-8 OLI (Operational Land Imager) and TIRS (Thermal Infrared Sensor) images using 

a Random Forest (RF) algorithm. The spatio-temporal trends of ISA were assessed using an 

optimal analytical scale to aggregate  ISA LST coupled with weighted standard deviational 

ellipse (SDE) method. The ISA was quantified with high predictive accuracy (i.e., AUROC = 

0.8572 for 1995, AUROC = 0.8709 for 2005, AUROC = 0.8949 for 2015) using RF 

classifier. More than 70% of the selected administrative subplaces in Pretoria experienced an 

increase in growth rate (415.59%) between 1995 and 2015. LST computations from the 

Landsat TIRS bands yielded good results (RMSE = ~1.44OC, 1.40OC, ~0.86OC) for 1995, 

2005 and 2015 respectively. Based on the hexagon polygon grid (90x90), the aggregated ISA 

surface temperature weighted SDE analysis results indicated ISA expansion in different 

directions at the selected administrative subplace units. Our findings can represent useful 

information for policymakers in evaluating urban development trends in Pretoria, City of 

Tshwane (COT). 
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5.1. Introduction 

Development is sometimes reflected by the chaotic expansion of urban expansion and the 

spontaneous appearance of urban buildings in rural areas or on the peripheries of cities 

(Bouzekri, Lasbet and Lachehab, 2015). This rapid urban landscape change as indicated by 

Odindi et al. (2012) has been because of the exceptional increase in population concentration 

in cities. According to Demographia (2017) and Sahana et al. (2018) 53% of the global 

population lives in urban settlements and by 2030 this number is expected to have increased 

more than 60%. Developing countries are more likely to experience the highest rate of 

urbanization and industrialization in the near future i.e., conversion of vegetation areas to 

impervious surface materials (Sahana, Hong and Sajjad, 2018). Over the last decades, 

Pretoria, South Africa has been facing major land use or cover changes, such as loss of 

natural land, i.e. forest or plantations, agricultural lands and grasslands coupled with growing 

impervious surface areas (ISA) such as roads, sidewalks, parking lots, rooftops and bare lands 

due to a continuous increase in the population (Adeyemi et al., 2015).  

In past decades, depending upon the research objectives, many methods have been proposed 

to extract impervious surfaces using satellite images. However, ISA mapping in major cities 

in Africa in the body of literature is still very few. An overview of the methods for ISA 

mapping can be grouped into four major categories: classification-based (i.e., pixel or object-

based), mixture analysis (i.e., sub-pixel-based), spectral index-based and deep learning-based 

segmentation (Weng 2012; Yu et al. 2017; Tian et al. 2018; Wei and Blaschke 2018; Zhang 

and Huang 2018; Hua et al. 2020; Adeyemi, et al. 2021). Most classification-based methods 

(i.e., supervised classifiers) require training samples e.g., maximum likelihood classifier 

(Masek, Lindsay and Goward, 2000), machine learning classifiers such as artificial neural 

networks (ANN) (Hu, 2009; van de Voorde, de Roeck and Canters, 2009), decision tree (DT) 

(Xian and Crane, 2006; Lu, Moran and Hetrick, 2011; Xu, 2013), classification and 

regression tree (CART) (Xu and Wang, 2016),  random forest (RF) (Zhang et al. 2014; 

Adeyemi et al. 2015; Xu et al. 2018), support vector machine (Sun, 2011; Okujeni, van der 

Linden and Hostert, 2015; Shi et al., 2017; Xu, Mountrakis and Quackenbush, 2017) and 

regression modelling (Okujeni et al., 2018; Yu et al., 2018). Among the above-mentioned 

pixel-scale, classification-based methods on multispectral imagery, the non-parametric 

Random Forest (RF) algorithm has been reported to perform excellently in ISA estimation 
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from multispectral imagery (Adeyemi, Botai and Ramoelo 2015). Nonetheless, the potential 

and effectiveness of random forest machine learning algorithms based on different training 

sample sizes in spatio-temporal analysis of urban impervious surfaces in major cities in 

Africa using remote sensing is still very little and needs to be explored. 

Furthermore, the most significant environmental impact of the high degree of imperviousness 

as documented by many studies is land surface temperature (LST) and atmospheric 

temperature variability (Deng and Wu, 2013; Artmann, 2014; McGregor et al., 2015; 

Morabito et al., 2016; Ward et al., 2016; Tian et al., 2018). With the development of satellite 

thermal infrared remote sensing data, considerable LST measurements can be retrieved (Nie 

and Xu, 2015). Consequently, there have been several algorithms and methods used for LST 

retrieval from remote sensing data. Qin et al. (2001) developed the split window and mono 

window algorithm and demonstrated their effectiveness of using Landsat data. Jiménez-

Munoz and Sobrino (2003) and Jiménez-Muñoz and Sobrino (2010) also developed the 

single-channel algorithm for LST retrieval from Landsat and ASTER data respectively. In 

this study, the single-channel algorithm was employed due to its advantage of being used 

when the ground truth data is not available Alipour et al. (2011). Even though, increase in 

ISA results in surface temperature rise due to change in land surface component distinctive 

radiative, thermal, moisture and aerodynamic properties according to Owen et al. (1998), 

there is still limited explicit information using surface temperature as a complementary metric 

for spatio-temporal urban expansion trend analysis.  

An analytical method such as standard deviational ellipse (SDE) (Lefever, 1926) has been 

widely used in recent studies to evaluate the spatial distribution evolution and trends in 

various fields (Vanhulsel et al., 2011; Al-Kindi et al., 2017; Li et al., 2017; Xu et al., 2018), 

because it can reveal the spatial concentration of geographical phenomena and the change 

characteristics of the geospatial distribution. Recent studies in developed countries have used 

the SDE to examine the spatio-temporal dynamics of urban expansion over a long-time 

period by using the impervious surfaces estimated with remote-sensing data (Jian et al. 2016; 

Qiao et al. 2018; Xu et al. 2018; Man et al. 2019). Nevertheless, sufficient spatio-temporal 

details may still be required to understand the spatio-temporal urban expansion at different 

spatial scales coupled with the trends. Since none of this studies have been performed in 

major cities in Africa, we undertook a study using selected Pretoria administrative subplaces 

(Figure 1.7) as a pilot area of comprehensive innovation reform. The aim of this study was to 

improve understanding of the spatio-temporal developing trend of ISA expansion at a local 
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spatial scale based on surface temperature (i.e., a complementary metric) in Pretoria, South 

Africa during the past 30 years. The key research questions are: 

1) Can the random forest algorithm based on different training sample subsets influence 

the accuracy of estimated ISA from optical Landsat imagery?  

2) At local spatial scale, can the spatio-temporal changes of the extracted ISA be 

revealed within ten years interval time frame? 

3) With an optimal analytical scale,  is it possible to reveal the principle direction of 

urban expansion at local region level using the weighted standard deviational ellipse 

(SDE) method? 

5.2. Materials and Methods 

The overall methodological workflow is summarized in the flowchart of Figure 1.4. 

5.2.1. Data Collection and Pre-processing 

In this study, three cloud-free springtime images (Table 5.1) recorded by Landsat 5-TM 

(Thematic Mapper) on 25th September 1995 at 07:03 h local time, 20th September 2005 at 

07:50 h local time and Landsat-8 OLI (Operational Land Imager) and TIRS (Thermal 

Infrared Sensor) on 16th September 2015 at 08:02 h local time were obtained from the United 

States Geological Survey Global Visualization Viewer and reprojected to the UTM Zone 35S 

projection system with WGS84 datum. The Landsat images were pre-processed using two 

important steps: (1) converting digital numbers (DNs) to top-of-atmosphere (TOA) radiance 

and then to TOA reflectance; and (2) conversion of the TOA reflectance to surface 

reflectance using the Fast Line-of-sight Atmospheric Analysis of Hypercubes (FLAASH) a 

first principle atmospheric correction tool that incorporates the standard MODTRAN model 

in ENVI software (Felde et al., 2003; Krause, 2005; Environment for Visualizing Images 

ENVI, 2014). Also, in this study, we used the Pretoria administrative shapefile boundary at 

Enumeration Area (EA) and subplace (SP) level source from Statistics South Africa 

(STATSSA). 

The dominant land use per EA was extracted by analysing the building-based land use dataset 

and then rolled up to subplace level. As pilot areas(Figure 1.7), the following subplaces 

within Pretoria were selected based on the dominant land use (EA type) i.e., Formal 

residential (Arcadia, Capital Park, Claremont, Eastwood 2, Philip Nel Park, Riviera, 
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Rietondale), Commercial (Loftus Stadium, Pretoria Central, Pretoria West), Industrial 

(Kirkney, Koedoespoort, Koedoespoort Industrial, Pretoria Industrial) and Collective living 

quarters (Salvokop). Other data used in this study are listed in Table 5.1.  

Table 5.1. Summary of data used in research. 

5.3. Methodology 

5.3.1. Land Surface Temperature (LST) Retrieval 

The single-channel algorithm (SCA) developed by Jiménez-Munoz and Sobrino (2003) was 

employed to retrieve LST from the geometrically corrected TIR band 6 from Landsat 5-TM 

(10.44 - 12.42µm) and mean of band 10 and 11 from Landsat-8 TIRS (10.6 – 11.19 µm) and 

(11.50–12.51 µm) respectively. 

5.3.1.1. Conversion to at-satellite Brightness Temperature (Tb) 

The thermal band's digital numbers were first calibrated to minimize the noise caused by 

aerosols, water vapour etc. before being converted to top-of-the-atmosphere (TOA) radiance. 

The following formulas are used to perform this process (Equation 5.1): 

For Landsat 5TM: 

Data Types   Datasets 

             Date  Image type Path/Row 

 1995-09-25  Landsat 5-TM 170/78 

Remote 

Sensing data 

2005-09-20  Landsat 5-TM 170/78 

 2015-09-16  Landsat-8 OLI/TIRS 170/78 

Boundary file 2011  Pretoria Administrative boundary shape dataset based on 

Enumeration Area level (i.e., the smallest geographical unit, with 

typically 100 to 250 households, into which the country is divided 

for census or survey purposes) and subplace level (i.e., the second 

(lowest) level of the place name category, namely a suburb, section 

or zone of an (apartheid) township, smallholdings, village, sub-

village, ward or informal settlement. 

Ancillary data 2012-2015  1:10,000 aerial photography from 2012-2015 with spatial resolution 

of 0.5m and  

 2015  Google Earth Images 

 

 2015  NLC classification dataset of 2013-2014 
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Equation 5.1 

Where R is TOA radiance (watts/ (meter squared * ster * μm), Qcalmax = 255, Qcalmin = 0 

while Lmax and Lmin can be obtained from the header file of the Landsat 5TM imagery 

(Markham and Barker, 1985) : 

For Landsat 8: 

* 10L DN LR M Band A= +       Equation  5.2   

 Where R is TOA radiance (watts/ (meter squared * ster * μm), ML and AL were also obtained 

from the header file of the Landsat 8 image (United States Geological Survey, 2013). 

Thereafter, the radiance (R) images of the two Landsat sensors were converted to at-satellite 

brightness temperature, Tb i.e., blackbody temperature under the assumption of a uniform 

emissivity  in Equation 5.3: 

( )
2

1ln / 1
b

K
T

K R
=

+
       Equation 5.3   

Where Tb is at-satellite brightness temperature or black body temperature, R is radiance while 

K1 (WATTS/METER SQUARED * STER * ΜM) and K2 (KELVIN) are constants which are 

774.89 and 1321.08 respectively. The K1 and K2 constant for Landsat sensors are provided in 

the image header file. As indicated by many authors, Tb is not the true surface temperature 

due to atmospheric interference and variations in land cover (Weng and Lu, 2008; Hu and Jia, 

2010). In this study, the (Sobrino, Jiménez-Muñoz and Paolini, 2004) single channel 

atmospheric correction method was used to remove the noise.  

5.3.1.2. Determination of surface emissivity (ε)   

Firstly we derived the surface emissivity (ε) which is commonly carried out by differentiation 

of NDVI which has an advantage when the researcher has no detailed information on derived 

land cover in the study area (Carlson and Ripley, 1997). Surface emissivity (ε)  varies with 

land covers on ground surfaces (Sun et al., 2017). In urban environments, vegetated surfaces 

have stronger thermal holding capacity and higher cooling effects than non-vegetated areas. 

The Normalized Difference Vegetation Index (NDVI) was now used to estimate the 

Proportion of vegetation (Pv) which is to assess the role of vegetation in each pixel of the 

satellite images (Gutman and Ignatov, 1998). The formula below was designed for 

calculating the NDVI and vegetation proportion (Equation 5.4 and Equation 5.5): 
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Where the NDVImin and NDVImax were the maximum and minimum values obtained from the 

derived vegetation index image. (Sobrino et al., 2008) measured the relationships between  ε  

and proportion of vegetation (Pv)  on a variety of ground surfaces based on the Landsat-

extracted NDVI, at each 30m pixel with the formula established according to (Sobrino, 

Jiménez-Muñoz and Paolini, 2004)  in Equation 5.6: 
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Equation 5.6 

Where ε is the surface emissivity image and Red  is the surface reflectance of the red band 

5.3.1.3. Conversion of at-satellite brightness temperature to LST  

Finally, the calculated land surface emissivity for each Landsat image was used to convert the 

brightness temperature image to Land Surface Temperature (LST) using the Planks equation 

described below (Weng, Dengsheng and Jacquelyn, 2004): 

( )
1 ( / )*ln

b
KELVIN

b

T
LST

T  
=

+ +
      Equation 5.7 

To convert the LST image to Celsius image using the Equation 5.8: 

(CELSIUS) (KELVIN) 273.15LST LST −=       Equation 5.8   

Where λ is the wavelength of radiation emitted in Landsat 5 TM (11.5µm) (Markham and 

Barker, 1985) and Landsat 8 LCDM (10.8 µm) (United States Geological Survey, 2013). ρ= 

h * c/σ, σ = Stefan Boltzmann’s constant, h = Plank’s constant, C = velocity of light, ε = 

surface emissivity image, LST = surface temperature image. The rescaled to 30m spatial 

resolution daytime time retrieved surface temperature (LST) images were also normalized. 

5.3.2. Collection of Training and validation samples 

Training datasets are significant to understanding the features in real-world and to map a 

mental picture of the land use or cover type while the validation samples were used for 

independent validation of the obtained land cover maps (Bhaskaran et al. 2010; Aguilar et al. 

2014; Ishimwe, Abutaleb, Ahmed and Ngie 2014). Although the selected Pretoria subplaces 
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comprises of the following dominant land use types formal residential, commercial, industrial 

and collective living quarters, unfortunately, we were unable to visually inspect with a 

handheld GPS receiver all ISA samples. As a result, the ISA used for validation samples were 

manually digitized from the reference data such as 1:10,000 aerial photography (0.5m), 

Google Earth Engine (DigitalGlobe) and OpenStreetMap. The ISA polygons were uploaded 

using the ESRI ArcGIS software (Table 5.2). These exposed ISA created on the multispectral 

images were used as training and validation samples (obtained from reference datasets) for 

classification and accuracy assessment.  Furthermore, Ramezan et al. (2019) recently detailed 

that the size and quality of training sample data couple with sample selection method used 

can affect the classification and accuracy assessments.  

Therefore, in this study, we similarly assess the effect of the training sample sizes and the 

machine learning algorithm performance based on the classification accuracies. We randomly 

divided the training sample dataset into 4 different imbalanced datasets (i.e., 

tset_1,tset_2,tset_3,tset_4) with corresponding sizes 20%, 40%, 60% and 80% of the total 

training data (Figure 1.4). The create Data Partition function in the caret package in the R 

statistical software environment (RStudio, Inc., Boston, MA, USA, Version 1.1.463) software 

was used to ensure that the number of pixels chosen in each class for every sub-dataset to 

keep the most consistent size in the imbalanced training sample size. 

Table 5.2 Summary of the ISA and NonISA classes assigned as training and validation 

dataset. 

5.3.3. Random Forest Impervious Surface Area Extraction 

Random Forests (RF) classifier, developed by Breiman (2001), is an ensemble algorithm 

developed in the field of machine learning that uses a similar but enhanced method of 

bagging (bootstrap aggregation) operation (Adelabu et al. 2013; Cracknell and Reading 2014; 

Adeyemi et al. 2015). After the assemblages of trees built by RF, the majority ‘vote’ is used 

to decide the class assignment for each given pixel (Berhane et al., 2018; Maxwell, Warner 

and Fang, 2018; Guo et al., 2020). RF classifies the data that is not in the trees as out-of-bag 

Samples Training 

(ISA/NonISA) 

Validation 

(ISA/NonISA) 

Total (∑) 

1995 183(112/71) 315(163/152) 498 

2005 164(88/76) 441(166/275) 605 

2015 154(93/61) 273(144/129) 427 

 1530 
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(OOB) data, and the average OOB error rates from all trees give an error rate called the OOB 

classification error for each input variable i.e., an independent estimate of the overall 

accuracy of the RF classification (Breiman, 2001). Furthermore, to implement the RF 

according to Breiman (2001), two parameters need to be set up which are the number of trees 

(ntree) and the number of features in each split (mtry). Regarding the mtry parameter, many 

studies use the default value mtry such as the number of predictor variables or bands 

according to (Belgiu and Drăgu 2016; Shrestha, et al. 2021) while Feng et al. (2015) stated 

that with ntree >= 200, RF could achieve accurate results. Although some studies stated that 

satisfactory results could be achieved with the default parameters while others indicated that 

large number of trees will provide a stable result of variable importance (Thanh Noi and 

Kappas 2017; Shrestha, et al. 2021). In addition, RF classifier can determine the “best split” 

threshold of input values for given classes by implementing the Gini Index, which returns a 

measure of class heterogeneity within child nodes as compared to the parent node (Waske 

and Braun, 2009). RF classifier has some advantages which are: (1) easy to implement as 

only two parameters (ntree and mtry) need to be optimized (Özçift, 2011), (2) can be more 

reliable than other iterative techniques that do not always consider parameters as independent 

(Adelabu et al., 2013), (3) insensitive to noise (Watts and Lawrence, 2008), does not suffer 

from over-fitting or a long training time (Loosvelt et al., 2012), faster computation and (4) 

ability to determine input variable importance by comparing the OOB error rate (Rodriguez-

Galiano et al. 2012) and can handle imbalanced data sets (Maxwell et al. 2018).  

5.3.4. Optimization for Impervious Surface Area Extraction 

Thanh Noi and Kappas (2017) asserted that parameter tuning plays an important role in 

producing high accuracy results when using machine learning algorithms. Therefore, in this 

study to find the optimal RF classifier parameters that could accurately depict ISA, we tested 

a series of values for the tuning process. From the Landsat 5TM and Landsat 8OLI, we used 

6 bands (VIS-SWIR) equalling 6 input predictor variables for the parameter tuning of the RF 

classifier. Four different sub-datasets with corresponding sizes 20%, 40%, 60% and 80% of 

the total training data were used to train the model and the rest to test the model (Figure 1.4). 

Finally, a  range of values was used for the parameterization of both: ntree = 500:3000 with a 

step size of 500.; mtry = 1:6 with a step size of 1. We implemented RF classification using 

Caret - RandomForest package in the R statistical software environment (RStudio, Inc., 

Boston, MA, USA, Version 1.1.463).  
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5.3.5. Model Performance Evaluation  

In this study, the RF classifier performance evaluation was to assess the accuracy of the 

derived binary classification results for the three years based on samples obtained from 

reference data such as Google Earth images and aerial photo. We implemented the 

performance evaluation metrics based on 10-fold cross-validation using area under the 

receiver operating characteristic curve (AUROC)(Danjuma, 2015). The AUROC graph was 

generated by plotting the true positive rate (y-axis) against the false positive rate (x-axis) 

(Wieland and Pittore, 2014). The performance evaluation metric was computed using 

InformationValue, plotROC and ggplot2 packages in the R statistical software environment 

RStudio, Inc., Boston, MA, USA, Version 1.1.463 (Prabhakaran,2016; Sameen and Pradhan 

2016). 

5.3.6. Hexagon polygon grid to determine sampling scale 

Grid analysis has been used to evaluate the composite effects due to its flexibility of analysis 

with scale variation, bounding of quantitative values and locations, and statistics of area 

proportions in these regular shapes (Xiao et al., 2018). Regular rectangular or square grid and 

hexagonal grid have also been compared in some studies and their relative merit was also 

examined. Aiazzi et al. (2002) in earlier studies compared the hexagonal sampling polygon 

under with rectangular sampling polygon, and found out that the hexagonal was more suitable 

for remote sensing applications as it preserves image quality without introducing data 

transmission overheads. He and Jia (2005) confirmed that hexagonal structure is considered 

to be preferable to the rectangular structure because of its higher sampling efficiency, 

consistent connectivity and higher angular resolution. Birch et al. (2007) in earlier research 

also investigated the use of rectangular and hexagonal grids application in ecological 

observation, experiment and simulations e.g., application of nearest neighbourhood in 

experimental design and field surveys. Since hexagonal grid is simpler and less ambiguous 

than a rectangular grid, we used QGIS (version 3.8) software to create a hexagonal polygon 

grid with matching centroids covering the RF extracted ISA extent for each year (i.e., 1995, 

2005 and 2015) within the study area with the origin coordinate system. The decision to use 

the grid size of 90mx90m is similar to the study of Xiao et al. (2018) after empirically testing 

various grid sizes. At the optimal 90m grid-scale, we observed that the hexagon grid size is 

much smaller than the impervious surface patches or thematic outputs, thereby preserving 

useful geometry for the interpretation of corresponding variables such as LST pixels i.e., 
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ensure that an adequate number of pixels is considered. Afterwards, the hexagon grids were 

used to aggregate the LST raster layer over the grid cells (i.e., ISA surface temperature pixel 

values were averaged over the hexagon grid cells with the spatial analyst tool “zonal statistics 

module” of ArcGIS software) finally used to measure the geographical distribution (i.e., 

weighted standard deviational ellipse). 

5.3.7. Spatial analytic method 

5.3.7.1. Standard deviational ellipse analysis 

The standard deviational ellipse (SDE) (Lefever, 1926) methods were widely used to assess 

the spatial distribution evolution and distributional trends in many fields, because they can 

reveal the spatial concentration of geographical phenomena and the change characteristics of 

the geospatial distribution (Al-Kindi et al., 2017; Li et al., 2017; J. Xu et al., 2018; Qiao et 

al., 2018). To measure at local region scale the spatio-temporal developing trends of urban 

expansion in Pretoria, the weighted standard deviational ellipse (SDE) (Lefever, 1926) 

method based on ISA surface temperature was used in this study. We also put into 

consideration the use of the Central Business District (CBD) as its reference point of 

expansion from the centre to suburbs in the form of concentric circles, Qian and Wu (2019). 

Based on sampling hexagon polygon grid centroids representing the ISA surface temperature, 

the calculated parameters of the weighted SDE representing the dispersion and directional 

trends of the ISA at local region scale (sub-place units) were the long axis, short axis, and 

rotation angle. The rotation angle of the weighted SDE is calculated as follows: 
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where θ is the rotation angle of the ellipse, indicating the angle measured clockwise from the 

North to the long axis of the ellipse (Equation 5.9, Equation 5.10 and Equation 5.11). The X 

and Y are the coordinates while X and Y are the mean X and Y coordinates (Equation 5.12). 

iX and 
iY  are the deviation between the i-th grid centre in the X and Y direction respectively 

and wi is the weight. In this study, the weight wi indicates the ISA surface temperature of the 

i-th grid. The standard deviations σx and σy of the ellipse in the X and Y directions (Equation 

5.13) are calculated as follows: 
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      Equation 5.13  

The long axis, short axis and rotational angle represent the dispersion and directional trends 

of the urban ISA i.e., as the rotation angle changes in the SDEs show the spatio-temporal 

changes in the local impervious surfaces in a particular spatial direction. Subsequently, 

ellipse centre was drawn from the above SDE parameters, allowing us to see the elongation 

of the spatial distribution of impervious surface and its particular orientation. Finally, we 

quantified the SDE using the spatial statistic “measuring geographical distribution” toolbox 

in ArcGIS. 
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5.4. Results  

5.4.1. Random forest classifier 

The success of the RF classifier depended on the optimization of key parameters i.e., ntree 

and mtry. In the grid search method, we used 5-fold cross-validation while optimizing the RF 

classifier. The idea behind the grid search technique was to examine different pairs of 

parameters and the one yielding the highest level of accuracy is selected (Kavzoglu and 

Colkesen, 2009). To find the optimal parameters for the RF classifier, several values (mtry = 

1:6; ntree = 500:3000) were tested for all 4 sub-datasets.  A sub-datasets of 80%, 20% and 

80% respectively had the highest results for the Landsat-derived ISA obtained with mtry 

equal to 2 or 3 for 1995, 1 for 2005 and 1 or 2 for 2015 (Figure 5.1 (a-c)). Furthermore, 

Figure 5.1(d-f) show that out-of-bag (OOB) error decreased sharply when ntree increased. 

Increase in ntree to ≥2000, ≥1000 and ≥1500 respectively based on different sub-datasets for 

each year had slightly different trends as indicated in Figure 5.1(a-c), however, generally, the 

OOBs were slightly reduced at all sub-datasets (Figure 5.1(d-f)).  
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Figure 5.1 (a) – (c) Effect of the number of trees and the number of random split variables at each node (mtry) while  (d) –(f) shows the 

relationship between OOB error (y-axis) and ntree parameter (x-axis) of the RF classifier based on the best sub-datasets of training sample data 

for 1995, 2005 and 2015. 
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Figure 5.2 Random forest ISA classification maps of different periods (a)1995, (b) 2005 and (c) 2015. 
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Figure 5.3 AUROC curve showing the performance evaluation of random forest ISA classification (a) 1995 (b) 2005 (c) 2015. 
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Also, all OOBs of all sub-datasets remain stable when ntree increase from 2000 to 3000, 

1000 to 2000 and 1500 to 2500 respectively for each year used in this study (Figure 5.1(d-f)). 

Hence, ntree = 3000, 2000 and 2500 coupled with the highest results of mtry were the best 

parameters used. 

5.4.2. The performance evaluation of random forest classifier on sub-datasets 

As shown in Figure 5.1(a-c) with the best sub-datasets for each year, the three highest 

accuracies were considered for the random forest model. The highest accuracy for the random 

forest model for 1995 and 2015 was observed when the training sample size was large 

enough (80%) i.e., ~97% and ~98% accuracies respectively. Whereas the highest accuracy 

for random forest model for 2005 occurred with 20% of the training samples i.e., ~95% 

(Figure 5.1b).  In addition to visual examination of all the thematic images outputs shown in 

Figure 5.2(a-c), the area under the receiver operating characteristic curve (AUROC) was used 

to evaluate the performance of the random forest classifier in extracting ISA or built-up areas 

across the study area over the 30year period. As shown in Figure 5.3(a-c), the computed 

AUROC values were: AUROC = 0.8572 for 1995, AUROC = 0.8709 for 2005, AUROC = 

0.8949 for 2015 respectively.  Therefore, based on the stratified 10-fold cross-validation, the 

results indicate that the random forest classifier effectively depicted ISA with relatively high 

precision. 
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5.4.3. Dynamic change in ISA in the administrative subplace Units 

 

Figure 5.4 Variations in ISA growth rate for the selected administrative sub-places. 

Table 5.3 and Figure 5.4 reveals the spatial and temporal changes of the impervious surfaces 

area during the 30 study years. Based on the selected dominant land use of the administrative 

sub places, the results show an increase from 1995 to 2015 in ISA (hectares, ha) and growth 

rate (%) respectively. For instance, formal residential: Arcadia(~41ha to ~197ha; 53%), 

Capital Park(~31ha to ~206ha; 51%), Eastwood 2(~13ha to ~28ha; 11%), Riviera(11ha to 

~44ha; 29%); Commercial: Loftus Stadium(21ha to 37ha; 14%), Pretoria Central(~140ha to 

419ha; 55%), Pretoria West(197ha to 454ha; 42%); Industrial: Kirkney(~178ha to ~277ha; 

~26%), Koedoespoort Industrial(~38ha to 53ha; 28%), Pretoria Industrial(~59ha to 543ha; 

~74%) and Collective living quarters: Salvokop(8ha to ~169ha; 21%). Although the ISA 

relatively decreased in other places during the same period (e.g., Formal residential: 

Claremont(~264ha to 204.03ha), Philip Nel Park(243ha to ~168ha), Rietondale(~66ha to 

59%) and Industrial: Koedoespoort(323ha to 321ha), it is still observed that more than 70% 

of the selected administrative subplace units in this study experienced dramatic growth in 

impervious surfaces. 
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Table 5.3 Spatio-temporal analysis of the impervious surfaces area of selected sub-places in 

the study area. 

Pretoria 

Administrative 

Subplace 

Dominant land use type ISA 1995 

(ha) 

 

ISA 2005 

(ha) 

ISA 2015 

(ha) 

Arcadia Formal residential 40.77 115.02 197.01 

Capital 

Park 

Formal residential 30.51 149.76 206.10 

Claremont Formal residential 102.24 263.61 204.03 

Eastwood 2 Formal residential 12.87 21.96 27.54 

Philip Nel-park Formal residential 195.12 243.27 167.67 

Rietondale Formal residential 104.85 65.88 59.04 

Riviera Formal residential 11.25 33.12 43.56 

Loftus stadium Commercial 21.15 33.39 37.44 

Pretoria central Commercial 135.99 302.04 418.86 

Pretoria West Commercial 197.10 432 454.05 

Kirkney Industrial 177.75 285.66 276.48 

Koedoessport 

Industrial 

Industrial 37.80 52.74 53 

Koedoessport Industrial 150.93 323.37 321.93 

Pretoria Industrial Industrial 58.77 208.08 543.33 

Salvokop Collective living quarters 82.44 189.63 168.75 

Total Area selected subplaces in Pretoria = 5263ha; 1ha = pixel count X 900m2 X 0.0001 
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Figure 5.5 LST maps (OC) of selected sub-place in Pretoria city in 1995. 

 

Figure 5.6 LST maps (OC) of selected sub-place in Pretoria city in 2005. 
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Figure 5.7 LST maps (OC) of selected sub-place in Pretoria city in 2015. 

5.4.4. Land Surface Temperature Retrieval (LST) for ISA 

Figure 5.5, Figure 5.6 and Figure 5.7 illustrate the spatial pattern of absolute normalized LST 

retrieved for the study. The computed LST map for the entire study area shows that for 1995, 

2005 and 2015, LST values range between 14.20 OC – 39.13 OC, 16.72 OC – 44.23 OC and 

18.15 OC – 48.25 OC respectively. This study revealed that the maximum LST for the whole 

area went up by ~9 OC from 1995 to 2015, which were 42.12OC to 53.26OC; the minimum 

temperature increased by 3 OC from 14.20 OC to 18.15 OC, during the same season with the 

ten-year interval. This result indicates that the changes in land cover types thermal emittance 

have resulted in climate change as reported by the South African Weather Service (SAWS) in 

recent years.  An earlier study by Adeyemi et al. (2015) revealed that ISA can be used as a 

complementary metric for surface urban heat island studies, in this study we also examined 

the variation in ISA thermal emittance for 1995, 2005 and 2015 based on the above pixel 

samples. Based on the spatial distribution of land surface temperatures of ISA derived from 

the Landsat images for the selected administrative subplace units study years in Pretoria, the 

mean ISA surface temperature for 1995 was 22.51OC (standard deviation of 1.38 OC), 
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followed by 2005 with a mean of 27.01 OC (standard deviation of 1.62 OC) and the highest 

mean ISA LST of 29.48 OC (standard deviation of 2.21) in 2015.  

Also, we verified the overall metrics error between the predicted and actual LST to assess the 

accuracy of the retrieved LST image for the study area.  The result indicates that the overall 

retrieval error for the study area is quite low: ~1.44OC for RMSE and ~1.05 OC for MAE 

(1995), ~1.40 OC for RMSE and ~1.08 OC for MAE (2005) and ~0.86 OC for RMSE and 

~0.59 OC for MAE (2015) respectively. Thus, the thermal bands of Landsat 5TM and Landsat 

8 TIRS data employed for this study provided good results and can be used for further 

temperature variability analysis.  

5.4.5. Spatio-temporal developing trends of ISA expansion 

In this study, the ISA surface temperature weighted standard deviation ellipse (SDE) was 

used to further reveal the spatio-temporal developing trends of ISA expansion. We used the 

rotation angle of SDE to analyse the spatial direction of impervious surface expansion (Table 

5.4 and Figure 5.8(a-o). It can be seen from Figure 5.8(a-o) that the SDEs of 15 

administrative subplaces at the local region scale indicated significantly different ISA 

expansion directions. In Eastwood 2, with an approximated rotation angle of ~92O the spatial 

direction of ISA expansion was eastern in 1995 and 2005 (Figure 5.8d). After that the 

rotation angle decreased by 3.4O (Table 5.4), indicating a change in ISA distribution in an 

east-north-east in 2015. In Riviera, the rotation was maintained at an angle of  ~114O - ~116O 

from 1995-2015 (Figure 5.8n). This implies that during the study period, the ISA mainly 

expanded towards the southeast. In Arcadia (Figure 5.8a), Pretoria Industrial (Figure 5.8k), 

Rietondale (Figure 5.8m) and Salvokop (Figure 5.8o) with rotation angles > 90O, the ISA 

mainly expanded to the east-south-east from 1995 and 2005. Also, a north-north-east ISA 

expansion trend was observed from 1995-2015 in Claremont (Figure 5.8c), Koedoespoort 

(Figure 5.8f), Loftus Stadium (Figure 5.8h) and Pretoria Central (Figure 5.8j) with rotation 

angles  < 45O. In Capital Park (Figure 5.8b)  and Kirkney (Figure 5.8e) with rotation angles 

slightly > 90O, the ISA expanded to the east. In Koedoespoort Industrial (Figure 5.8g), Philip 

Nel Park (Figure 5.8i) and Pretoria West (Figure 5.8l), with rotation angle maintained < 90O, 

the ISA significantly expanded towards the east-northeast in these subplaces during the study 

period. 
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Figure 5.8 SDEs of ISA surface temperature for the selected administrative sub-places (i.e., 

local region scale) for different periods (continued overleaf). 
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Figure 5.8. (continued) 
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Table 5.4 SDE parameters of impervious surface expansion from 1995 to 2015. 

Subplace Dominant land use type Year Rotation angle (O) ISA Expansion Direction 

Arcadia Formal Residential 1995 97.433  

ESE-ESE-ESE 
  

2005 97.532 
  

2015 97.825 

Capital Park Formal Residential 1995 95.234  

E-E-E 
  

2005 94.998 
  

2015 95.261 

Claremont Formal Residential 1995 11.915  

NNE-NNE-NNE 
  

2005 11.169 
  

2015 10.763 

Philip Nel Park Formal Residential 1995 66.276  

ENE-ENE-ENE 
  

2005 67.229 
  

2015 67.625 

Rietondale Formal Residential 1995 103.429  

ESE-ESE-ESE 
  

2005 98.664 
  

2015 101.424 

Riviera Formal Residential 1995 114.033  

SE-SE-SE 
  

2005 116.313 
  

2015 116.343 

Eastwood 2 Formal Residential 1995 91.457  

E-E-ENE 
  

2005 91.588 
  

2015 88.604 

Kirkney Industrial 1995 93.274  

E-E-E 
  

2005 96.762 
  

2015 90.893 

Koedoespoort Industrial 1995 28.309  

NNE-NNE-NNE 
  

2005 24.712 
  

2015 21.535 

Koedoespoort Industrial Industrial 1995 73.335  

ENE-ENE-ENE 
  

2005 73.995 
  

2015 74.045 

Pretoria Industrial Industrial 1995 101.356  

ESE-ESE-ESE 
  

2005 99.848 
  

2015 100.258 

Loftus Stadium Commercial 1995 18.671  

NNE-NNE-NNE 
  

2005 16.692 
  

2015 11.769 
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5.5. Discussion 

Over the years, the urban expansion experienced in the selected administrative subplaces for 

this study in Pretoria is not only seen as a sign of growth and prosperity but has continuously 

brought about expanded infrastructure which are impervious surfaces (Adeyemi et al., 2015). 

These increase in man-made features (i.e., ISA)  and their sequential relationship with 

climatic variables such as surface temperature (e.g., LST) are crucial to understanding urban 

sprawl (Tian et al., 2018). In this study, the ISA data extracted with multispectral Landsat-5 

TM and Landsat 8 with six bands (VIS-SWIR) images, were used to investigate the spatio-

temporal dynamics and the expansion direction of urban sprawl at local administrative 

subplace units in Pretoria from 1995 to 2015. The first results in Figure 5.1 highlight the 

potential use of random forest classifier with different sample sizes to estimate ISA from 

Landsat image for the entire study years. Based on the four sub-datasets with corresponding 

sizes 20%, 40%, 60% and 80% of the total training data for each year, two different trends 

were clear: when the training sample size was large enough (80%), the highest accuracy for 

the RF model was observed for 1995 and 2015 i.e., ~97% and ~98% respectively. Whereas 

highest accuracy for rf model for  2005 occurred with 20% of the training samples i.e., ~95%. 

The high accuracies associated with the training samples sizes which were large enough for 

each of the years, shows that the RF model was less sensitive to the imbalanced training data. 

Though this might be contradictory to many past studies on different satellite images such as 

Jin et al. (2014), Colditz (2015) and Mellor et al. (2015) to mention a few that asserted that 

the greater the land cover class area is, the more training samples that are needed to produce 

the best classification accuracy. The use of RF model in our study reveals similarity to the 

studies of Shrestha, et al. (2021) and Thanh Noi and Kappas (2017) that asserted that the RF 

classifier is less sensitive to the imbalanced training data as long as the training sample size is 

Pretoria Central Commercial 1995 8.319  

NNE-NNE-NNE 
  

2005 8.005 
  

2015 6.561 

Pretoria West Commercial 1995 68.786  

ENE-ENE-ENE 
  

2005 68.396 
  

2015 68.495 

Salvokop Collective living quarters 1995 107.829  

ESE-ESE-ESE 
  

2005 110.535 
  

2015 110.813 
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representative enough i.e. either large or small. After the visual examination of the random 

forest classifier thematic ISA outputs for the study years presented in Figure 5.2, their 

quantitative assessment based on 10-fold cross-validation, the AUROC was used to assess the 

unbiased predictive accuracy. Although the random forest classifier overall predictive 

accuracy was fairly high (i.e., AUROC = 0.8572 for 1995, AUROC = 0.8709 for 2005, 

AUROC = 0.8949 for 2015) because of the selection of representative training samples or 

pixels (Maxwell, Warner and Fang, 2018), there were still errors observed in the final 

thematic outputs due to mixed pixels i.e., ISA and vegetation (Xu et al. 2018) associated with 

the use of medium resolution multispectral satellite imagery. Secondly, we examined the ISA 

spatio-temporal dynamics within ten years interval time frame (i.e., 1995 -2015) at local 

region level. Results in Table 5.3 and Figure 5.4 above reveals while more than 70 % of the 

selected administrative subplaces (i.e., Arcadia, Capital Park, Eastwood 2, Loftus Stadium, 

Koedoespoort Industrial, Pretoria Central, Pretoria Industrial, Pretoria West, Riviera) in this 

study experienced dramatically increase in ISA growth rate. Generally, the ISA spatio-

temporal dynamics in the study area could be attributed to the incessant urban sprawl 

resulting in many places across Pretoria. Since Pretoria is one of the three capital cities in 

South Africa, the remarkable ISA growth over the years could also be due to political and 

socio-economic factors.  

Finally in our study, guided by the previous study of  Xiao et al. (2018) on an optimal 

analytical scale, we used the hexagon sampling grid covering and aggregating the depicted 

ISA surface temperature pixels to examine the spatio-temporal developing trends of ISA 

expansion with the aid of weighted standard deviational ellipse (SDE) method. Similar to the 

recent studies of  Xu et al., 2018; Man et al., 2019 and Hua et al., 2020), our results indicated 

that the ISA exhibited an expansion trend generally in the east-south-east, east, north-north-

east, east-north-east and south-east directions. This can be attributed to the change  ISA 

growth rate coupled with population and various land use activities at the local administrative 

subplace units. In this study, it can therefore be asserted that the spatio-temporal pattern of 

ISA surface temperature is an important metric in understanding the principle direction of 

ISA expansion.  

5.6. Conclusion 

Satellite imagery that measures spatio-temporal dynamics of impervious surface areas (ISA) 

in the context of rapid development, is key to understanding the process of urban expansion. 
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The information obtained this way can serve as valuable input when dealing with challenges 

related to the environment, climate (for example shifts in land surface temperature (LST)), 

population health, natural resources etc.). Using a combination of quantitative remote sensing 

images such as Landsat 5 Thematic Mapper (TM), Landsat 8 Thermal Infrared Sensor (TIRS) 

and Operational Land Imager (OLI), and spatial statistical methods, the study investigated the 

spatio-temporal direction of ISA expansion at a local spatial scale, based on its surface 

temperature and within a time frame interval of ten years. The study displayed two main 

strengths. Firstly, the use of random forest algorithm (RF) based on different training sample 

subsets, enabled the researchers to accurately estimate and reveal the spatio-temporal 

dynamics of ISA in selected administrative sub place levels in Pretoria. Secondly, the 

researchers were able to identify the principal direction of urban expansion at a local spatial 

scale in Pretoria by combining zonal statistics with weighted SDE spatial statistical method. 

The findings of this study could be used by policymakers and urban planners as a key 

measure to detect places where urbanization is rapid, and prioritize areas of immediate 

attention and development of smart growth strategies. Future studies should focus on spatio-

temporal urban expansion at different spatial scales (e.g., local and regional), depending on 

the coverage and commercial availability of fine resolution multispectral satellite imagery. 

Population, gross domestic product (GDP), topography, hydrology, socio-economic settings 

etc. may also be considered as drivers when modelling spatio-temporal urban dynamics. 
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Chapter 6  Synthesis – Conclusion, Limitations, Recommendations And 

Future Research 
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This chapter presents the conclusion of this study which includes a summary of results, 

discussion and deduction for each technical chapter followed by limitations encountered in 

the entire study and at the end we provided recommendations and further considerations for 

future studies. 

6.1. Conclusion 

The overall aim of this study was to explore built-up ISA mapping and investigate its 

interaction with land surface temperature variability using remote sensing and ancillary data 

in Pretoria, City of Tshwane, Gauteng Province, South Africa. This was investigated at high 

and medium resolution multispectral levels. Overall, we revealed that the information 

contained in high resolution (WorldView-2)  and medium resolution (Landsat) multispectral 

data could accomplish the task of mapping the ISA and assessing its interaction with 

retrieved surface temperature.  

This conclusion was based on the following observations made at experimental levels. 

6.1.1. Spectral index to improve built-up impervious surface area delineation 

The first objective explored the utility of a new spectral index (NBEI) to improve the 

delineation of built-up impervious surface area from very high-resolution multispectral data 

(e.g., WorldView-2) i.e., the capability of NBEI to accurately extract built-up ISA (e.g., roads 

and building rooftops materials). Since the challenge in built-up ISA extraction in any 

satellite imagery is the confusion with other non-built-up land covers, we first analysed the 

spectral profiles of sample pixels for built-up ISA. The significant WV-2 bands or 

wavelengths selected for the formulation of the new index (NBEI) for built-up area detection 

were NIR2 (860-1040nm) , NIR1 (770-895nm), Red edge(705-745nm) and Green(510-

580nm) (Table 2.2) as they were able to depict a significant difference in the shape of 

spectral signature. Also, the feature selection and ranking reliefF algorithm employed, found 

that Green, Red edge, NIR1 and NIR2 are the most suitable bands to extract the built-up ISA 

pixels from the WV-2 image (Figure 2.1).  

After the threshold and comparative analysis with other existing built-up spectral indices in 

the study area (Figure 2.5), the precision evaluation results in Figure 2.6 showed that NBEI 

improves the extraction of built-up areas with high accuracy (area under the receiver 

operating characteristic curve, AUROC = ~0.82) compared to the existing indices such as 

Built-up Area Index (BAI) (AUROC = ~0.73), Built-up spectral index (BSI) (AUROC =  
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~0.78 ), Red edge / Green Index (RGI) (AUROC = ~0.71) and WorldView-Built-up Index 

(WV-BI) (AUROC = ~0.67). This implies that NBEI exhibited optimal separability from 

non-ISA and better performance in built-up ISA extraction in high resolution multispectral 

imagery. In contrast to other methods of built-up ISA extraction from VHR multispectral 

imagery. NBEI is very easy to implement and more reliable. Since the performance of the 

spectral index depends on the spectral response of land cover characteristics (i.e., age, colour, 

material, texture etc.) which varies from one region to another due to climate and topography 

coupled with socio-economic activities, the effectiveness of the new built up extraction index 

for WV-2 still needs to be tested at different study sites within the urban setting. 

6.1.2. Investigating exposed rooftop impervious surface area interplay with surface 

temperature variability  

The second objective was set to examine exposed rooftop impervious surface area based on 

different colours and its impact on surface temperature variation. We first analysed the 

factors (i.e. explanatory variables such as texture measures, topography) that influence both 

daytime rooftop surface temperatures to understand this relationship at a comprehensive 

level. From the satellite images, the result clearly shows that the interaction between the 

applicable rooftop explanatory features (i.e., reflectance, texture features and topographical 

properties) can explain over 22.10% of the variation in daytime rooftop surface temperatures 

(Table 3.11). This adjusted R2 value with these significant explanatory variables suggests that 

most of the rooftops exhibited fewer heat retentions as observed in the daytime temperature 

variations.  

Moreover, analysis of spatial distribution between mean daytime surface temperature and the 

residential rooftop indicated that dark and blue roof surface exhibited a high LST value (i.e., 

28.84 OC and 28.78 OC )  due to the low reflectivity, low emissivity and high heat capacity 

while the red, brown and green roof surface show lower LST values (i.e., 28.77 OC, 28.65 OC 

and 28.58 OC) due to high reflectivity, high emissivity and low heat capacity during the 

daytime (Figure 3.7). Similarly, our findings partly confirm what has already been 

highlighted in the few previous studies of (Huang, Zhou and Cadenasso, 2011; Myint et al., 

2013; Zheng, Myint and Fan, 2014; Zhao et al., 2015; Morabito et al., 2018) to mention a 

few that have dealt with similar issues but not in an African context. Therefore, this 

experimental study confirms the possibility of remote sensing data not only to understand the 

spatial distribution of building rooftop appearances but also how it influences microclimate 
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patterns (i.e., rooftop heat insulation or retention properties) at the urban level, providing 

useful information for local authorities, land-use decision-makers, and urban planners.  

 

6.1.3. Spatio-temporal distribution pattern of built-up ISA and its influence on UHI 

magnitude 

The third objective was set to determine if the spatio-temporal built-up ISA distribution 

pattern in relation to elevation influences urban heat island (UHI) extent using an optimal 

analytical scale, across Pretoria, South Africa.  Tian et al. (2018) pointed out that ISA 

distribution in recent years has emerged not only as a feature of urbanization but also as a 

major index of environmental quality. Therefore, accurate extraction of built-up ISA is 

crucial to ecological assessment. In this study, we first performed the multi-temporal analysis 

of built-up ISA across Pretoria from the Landsat (TM, OLI and TIRS) images spanning a 

total time frame of 30 years: 1993, 2003, and 2013 using built-up index (BUI). The computed 

indices provided empirical insight into a realistic multi-temporal built-up ISA situation and 

its spatial expansion change rates in the study timeframe.  

Results from Table 4.3 above reveal that ISA growth rate of 5% was observed between the 

years 1993 and 2003, while a significant growth rate of 9% was recorded between the years 

2003 and 2013. Hence, the total built-up ISA growth rate during the 30 study years is 14 %. 

Spatially, the increased built-up ISA in the study area could be attributed to the incessant 

urbanization that has resulted in many fold increase in Pretoria as it is one of the three capital 

cities in South Africa. The remarkable built-up ISA growth over the years is also due to 

political and socio-economic activities. The distribution of built-up ISA spatio-temporally 

over different elevation levels was also assessed using the density plot. The count and 

histogram peak enabled us to depicts that most of the built-up ISA increase occurred between 

>1200m – 1600m. Since, built-up ISA can be used as a complementary metric for surface 

urban heat island (i.e., LST variability) studies, we examined the variation in built-up ISA-

related LST over the years.  

Furthermore, based on an optimal analytical scale we used the hexagon polygon grid to 

establish the match between the index derived built-up ISA, LST and elevation pixel values 

to examine: Firstly their relationship using correlation analysis to identify spatio-temporal ly 

the direction of significant built-up ISA growth. Secondly, to understand the UHI extent 

using the Getis-Ord Gi* statistics (hotspot and cold spot maps) to identify the location and 
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degree of spatial clustering of built-up ISA surface temperature pixel values. In conclusion, 

this study indicates built-up ISA growth pattern affects the magnitude of UHIs. The useful 

information and methodology presented in this study will be helpful in sustainable planning 

of urban areas and for the mitigation of effects of UHI especially in the African context 

where very little has been done in this regard. 

6.1.4. Spatio-temporal direction of impervious surface area surface temperature at local 

region scale 

Finally, the fouth objective was set to assess the spatio-temporal change characteristics of 

ISA expansion using its surface temperature (LST) at selected administrative subplace units 

(i.e., local region scale). Xu et al. (2018) asserted that impervious surfaces can absorb heat 

from sunshine during the daytime which leads to higher LSTs in urban areas than rural 

counterparts, making this concept a key factor in studying urban development and the related 

environmental issues (Shahtahmassebi et al., 2016; Zhang and Shao, 2017). Thus, accurate 

time-series impervious surface extraction and mapping are relevant to the research of urban 

expansion and development. In this study, we first performed the multi-temporal analysis of  

ISA extraction from the multispectral Landsat-5 TM and Landsat 8 images at ten years 

intervals with a spanning total time frame of 30 years: 1995, 2005, and 2015 using random 

forest classifier.  

The results in Figure 5.3 indicated ISA estimation with high predictive accuracy (i.e., area 

under the receiver operating characteristic curve AUROC = 0.8572 for 1995, AUROC = 

0.8709 for 2005, AUROC = 0.8949 for 2015) using RF classifier. This highlight the potential 

use of random forest classifier with different sample sizes to estimate ISA from the Landsat 

images for the entire study years. The use of RF model in our study reveals similarity to the 

study of Thanh Noi and Kappas (2017) that hypothesis that the classifier is less sensitive to 

the imbalanced training data if the training sample size is large enough. After the visual 

examination and predictive accuracy assessment, thematic ISA outputs provided practical 

insight into a realistic ISA situation and its spatial expansion change rates at each selected 

administrative subplace in the study timeframe.  

In addition, guided by the previous study of  Xiao et al. (2018) on an optimal analytical scale, 

we used the hexagon polygon grid covering the ISA to aggregate its surface temperature 

pixels to examine the spatio-temporal characteristics of ISA expansion with the aid of 

weighted standard deviational ellipse (SDE) method. Also, the results indicated that the ISA 



136 

 

exhibited an expansion trend generally in the east-south-east, east, north-north-east, east-

north-east and south-east directions, similar to the recent studies of  Xu et al. (2018), Man et 

al. (2019) and Hua et al. (2020). This study affirms that ISA surface temperature weighted 

SDE method could reveal the principle direction of ISA expansion at local region level. The 

useful information and methodology presented in this study will be helpful in better identifies 

areas with urban sprawl with no implementation of proper planning and control policies in 

Pretoria, City of Tshwane (COT), Gauteng, South Africa. 

6.2. Limitations 

1. The research conducted involved various desktop analysis and few field verification due 

to limited resources.  

2. Several spectral signatures could not be obtained during the field verification because 

many private properties were restricted areas and it would have taken months to sort out 

the necessary documentation to gain access into this premise.  

3. Similarly, few multispectral medium and high satellite images were used for the research. 

4. The thermal infrared images selected were considered as key limitations in this research. 

Apart from them being a medium resolution, the selection also depends on the existence 

of cloud cover. Since the thermal images do not offer a comprehensive LST pattern in the 

study area, it was difficult to identify precise LST tend since the temperature of a specific 

day might not be representative of the general trend during the study period. 

5. When mapping ISA in a large area using very high resolution imagery (e.g., WV-2), we 

encountered limitations with the hardware system used i.e., requires high computation. 

Therefore, we could not implement our ISA mapping method on the entire study area but 

obtained a subset. 

6.3. Recommendations  

Some recommendations are highlighted below: 

1. Additional information can also be acquired through comprehensive field observations to 

address issues of mapping reliability of the various ISA associated with different land use 

types. 

2. Direct measurement of thermal response and emissivity of ISA can also be of great 

advantage in understanding of UHI pattern and thermal properties of urban landscape.  
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3. Also, policymakers must focus on strategies to modify urban geometry, for example, use 

of vegetation as a replacement for unnecessary impervious surface area can help 

minimize UHI effects.  

4. Urban planners can also improve air quality in urban landscapes by including vegetation 

(e.g. trees, grasses) especially in major Africa cities e.g., Pretoria. 

6.4. Future research 

1. Different remote sensing data that may be explored to extract the ISA in future studies 

include very high spatial resolution WorldView-3, WorldView-4, hyperspectral data, 

DMSP-OLS Night-time Light etc. 

2. Extraction of ISA from multi-source datasets such as very high spatial resolution 

multispectral imagery and airborne LIDAR data using various Convolutional Neural 

Networks should also be explored. 

3. Fine resolution surface temperature commercial satellite data such as MASTER (7m 

MODIS/ASTER airborne simulator) depending on its coverage, may be employed to 

retrieve more accurate surface temperature variability in future studies. 

4. Future studies may be conducted taking into consideration the influence of other 

metrics such as population, government policy, Gross Domestic Product (GDP), land 

availability, topography, hydrology, socio-economic settings etc. in the modeling of 

spatio-temporal dynamic patterns of ISA. 
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