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Abstract

Traditional software development methodologies are historically used for the

creation of software products in separate departments, namely development

and operations departments. The development department typically codes

and tests the software, whilst the operations department is responsible for

its deployment. This siloed arrangement is not aligned to modern practices,

which require a timeous response to changes without necessarily delaying

the product release. DevOps culture addresses this silos problem by creating

an enabling environment for the two departments to collaborate throughout

the software development life cycle. The successful implementation of the

DevOps culture should give an organisation a competitive advantage over its

rivals by responding to changes much faster than when traditional methodo-

logies are employed. However, there is no coherent framework on how organ-

isations should implement DevOps culture. Hence, this study was aimed at

developing a framework for the implementation of DevOps culture by identi-

fying important factors that should be included in the framework.

The literature survey revealed that open communication, roles and responsib-

ility alignment, respect and trust are the main factors that constitute DevOps

collaboration culture. The proposed framework was underpinned by the In-

formation System Development Model which suggests that the acceptance

of a new technology by software developers is influenced by social norm,

organisational usefulness and perceived behavioural control.

A sequential mixed method was used to survey and interview respondents

from South Africa, which were selected using convenience and purposive

sampling. Statistical analysis of the quantitative data acquired through the
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questionnaire followed by a qualitative analysis of interviews were under-

taken. The results showed that open communication, respect and trust are

the key success factors to be included in the framework. The role and re-

sponsibility factor was found not to be statistically significant.

This study contributes towards the understanding of factors necessary for

the acceptance of DevOps culture in a software development organisation.

DevOps managers can use the results of this study to successfully adopt and

implement DevOps culture. This study also contributes to the theoretical

literature on software development by identifying factors that are important

in the acceptance of DevOps collaboration culture.
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Chapter 1

Background

1.1 Introduction and Background

The general goal of software development projects is to deliver software of

specific previously agreed upon functionality. In addition, the project should

deliver on schedule and inside the permitted spending plan. Ahmad et al.

(2015, p. 1) has reported that only 16.2% of software projects are successfully

completed. One of the reasons behind the late and over budget delivery of

software is the constant changing of user requirements (Ahmad et al., 2015, p.

1). Some software methodologies allow user requirements to change during

the entire phases of software development life cycle.

Figure 1.1 shows a typical Software Development Life Cycle (SDLC). The

model is iterative in nature, which means a phase can be repeated as many

times as necessary. This allows new features of the software to be added in an

incremental fashion and thus improving the old features in the process. Chan-

ging client requirements are catered for by the iterations. However, changing

requirements during the life cycle may influence the cost, planned schedule

and product quality. In an investigation led by Javed et al. (2004), it was

discovered that insufficient communication with the customer is one of the

potential reasons behind late changes to the requirements.
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According to Guardado (2012, pp. 15-17), some software project failures are

induced by the culture of an organisation. That is, with the exception for late

user requirements changes that may lead to a project being delayed or even

resulting in failure, the culture of traditional software development may be

a contributory factor. Traditionally, two separate divisions, namely the de-

velopment and the operations departments, are tasked with the development

of software. The responsibility of the development department includes the

Software 

Development 

Life Cycle 

 

Project Initiation

•Stakeholder 
interviews.

•Risk analysis.

•Project managment

•‐Resources, Budget

Requirements

•Use Cases.
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•Request for info

•VPAT

Design

•Interface design.

•Contractors.

•Proof of Concepts
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•Unit testing.

•System intergration.

Testing
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BRD is Business Requirements Report.
VPAT is Voluntary Product Accessibility Template.

Figure 1.1 – Software Development Life Cycle (University of Melbourne, 2003,
n.p).
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gathering of user requirements and the development (actual coding) of a fully

functional software. Put differently, this development department is respons-

ible for phases 1 to 5 of the SDLC (see Figure 1.1). On the other hand, the

operations department is responsible for the deployment and maintenance of

the software, that is, phases 6 and 7 of the SDLC (see Figure 1.1). When the

software product is sent for deployment, all the necessary exercises that will

prepare the product ready for use such as, but not limited to, running the

software product under the client’s system settings, setting up the software,

and ensuring that the installed version is up to date are conducted (Schach,

2002, p. 515).

The development team builds up the software product and utilise testing

tools which are available for use by this department (Hüttermann, 2012a, p.

6). At the point when the team is happy with the usefulness of the product,

the software is moved to the operations department for deployment. Since

the operations team has to make sure that the system is ready for client use,

the operations personnel have to test the software and configure it on the

system representing the real user system. Hüttermann (2012a, p. 6) warns

that testing done in the development department may miss some of the bugs,

only to be discovered in the deployment department. Subsequently, finding

bugs at this phase of advancement may cause delays to have them fixed in

light of the fact that the product may have to come back to the development

department. Requirements constantly change (Hüttermann, 2012a, p. 5), and

the separation of the two departments into silos causes delays when the need

to react to problematic issues arises.

Addressing the problems that are found when the software product is already

in the hands of the operations department may result in rescheduling of the
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project plan as the product is sent back to the development department. This

may be coupled with the budget increases. The same is applicable to require-

ments changes when the software is in the later phase of development.

This department separation culture does not promote free communication

between the client, the development and operations teams. In addition, the

development and operations teams are not encouraged to collaborate. De-

velopment and Operations (DevOps) addresses these challenges by removing

barriers between the development and operations departments (Debois, 2012;

Elbayadi, 2014; Hüttermann, 2012b; Willis, 2010). In this manner, a bridge

between the two departments is created. Walls (2013, pp.5-7) defines the De-

vOps culture in terms of aspects of open communication amongst team mem-

bers, the alignment of incentive and responsibility, respect for each other and

trusting one another. In a culture created by DevOps, the software develop-

ing teams, which includes the development and operations teams, collaborate

with each other during the entire software development period. In that way,

everyone involved is responsible for delivering a working software product

at the end of the deployment phase (Barnhart et al., 2009, p. 1). Developing

software products in a collaborative DevOps culture means that the develop-

ment and operations teams should be involved from the start to the end of the

project. Thus, the operations teams should be present when software require-

ments are gathered. Similarly, the development team should also be involved

in the release of the software product to the client. A client representative is

also encouraged to participate throughout the lifespan of the project.

According to a worldwide survey conducted in 2013 by CA Technology (2013,

p. 303) on information technology (IT) organisations, 39% of organisations in-

dicated to have completed with the process of DevOps adoption whilst 27%
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were still planning to adopt. However, not everyone was familiar with what

DevOps is as 16% of the respondents have indicated. This survey revealed

that the biggest driving force behind DevOps was a collaboration between

the two departments. Nugent (2012, p. 12) describes collaboration as work-

ing together jointly to achieve a common goal. Several authors, (Edwards,

2010; Hüttermann, 2012b; Pant, 2009; Willis, 2010) agree that one of the crit-

ical aspects of DevOps is a collaboration culture. In short, DevOps can be

viewed as a “set of processes, methods and system communications, collab-

oration and technology operations” (Pant, 2009, p. 12).

A review of the literature on DevOps characteristics has identified the cul-

ture of collaboration as one of the challenges being faced by DevOps (Erich

et al., 2014, p. 9; Khan & Shameem, 2020, p. 12). In Erich et al. (2014, p.

9)’s view, the handling of cooperation between the development and opera-

tions staff is not adequate and needs interventions. As suggested by Tessem

and Iden (2008, pp. 107-108), a need therefore exists for an improvement of

the software process methodologies to include cooperation. Unlike collabor-

ation, cooperation is an informal relationship between organisations without

explicitly defined goals (Nugent, 2012, p. 12).

Several authors (Edwards, 2010; Erich et al., 2014; Hüttermann, 2012b; Pant,

2009) acknowledges that collaboration is one of the core elements of DevOps.

Research on employees’ perceptions of what constitutes effective teamwork

and collaboration has been undertaken (Mattessich & Monsey, 1992; LaFasto

& Larson, 2001;Rosen, 2007). Several models are known on important keys

to creating successful teams that collaborate effectively (Foltz, 2018; Richards

et al., 2016). Attempts have also been made to demonstrate how to instil a

culture that promotes collaboration in an organisation (Winer & Ray, 1994;
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Gratton & Erickson, 2007).

Walls (2013, p. 3) explains how culture is formed by a group of people shar-

ing values and behaviours. Moving from a culture that favours individuals to

a culture that promotes collaboration and teamwork may not be straightfor-

ward as people would like it to be. Common values and beliefs shared by

individuals within an organisation define organisational culture (Dasgupta &

Gupta, 2010, p. 4). Organisational culture continues to be studied because

it forms the most general form of organisational change (Nugent, 2012, p.

11). Albeit organisational culture is continually changing, Trompenaars and

Woolliams (2004, p. 46) contend that organisational culture is hard to change.

This is because it speaks to accumulated learning that occurred over a period

of time and patterns of related assumptions of a group within an organisa-

tional structure. Organisational policies and processes are a formal indication

of organisational culture, whilst employees’ behaviour is informal indicators.

(Rosen, 2007, p. 23).

McLagan (2002, p. 76) and Attaran (2004, p. 43) have acknowledged that the

introduction of a new technology sometimes requires a modification of the re-

quisite processes, which may involve changing the entire organisational cul-

ture. In fact, the leading challenge reported by Saugatuck Technology (2014)

survey on DevOps implementation is overcoming habits associated with cul-

ture within organisations. The need for Organisational Change Management

(OCM) strategies become relevant in addressing challenges that come as a

result of introducing new technology Markus (2004, p. 32). Guardado (2012,

p. 17) confirms that the tools provided by OCM can be used to study organ-

isational changes.

Besides preparing users for organisational culture change using OCM tools,
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factors that influence user acceptance of new technology should be studied

(Jones & McCarthy, 2009; Guardado, 2012). There is a number of Techno-

logy Acceptance Models (TAMs) that have been proposed over the past years.

These models were developed to understand how users behave when faced

with a new technology. Based on Fisher and Howell (2004, p. 247), TAMs

enable factors that influence the intentions of the user to accept new tech-

nologies to be studied. DevOps adoption and implementation may be more

than just adopting a new technology. In some cases, it may mean giving up

old processes and adopting new ones. Therefore, to assist the organisation

and its employees to cope with such type of transitions, OCMs and TAMs

need to be well understood.

Although work on collaboration in general terms has been extensively un-

dertaken, no work in the literature was found, by the author of this thesis,

that has been carried out in the DevOps settings. In this research study, an

attempt was therefore made to understand collaboration in a DevOps en-

vironment. Factors that are necessary for successful collaboration between

DevOps teams in a DevOps environment were determined. To increase the

level of acceptance of the new technology by all stakeholders and thus make

the transition to the new technology as smooth as possible requires that TAMs

be considered when introducing a new technology.

Many studies appearing in the literature shows a move taken by organisations

is towards a collaborative DevOps culture approach. Therefore, it was very

important that a study like this one was undertaken with a view to develop a

framework that will benefit organisations in their transition journey towards

a collaborative DevOps culture.
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1.2 Statement of the Research Problem

In an enterprise environment, traditional software methodologies separate

software development teams from the operations teams. The development

team develops the software until it meets the requirements of the user or

client. Once the software has been developed, it is transferred to the oper-

ations department where it is deployed. During the deployment phase, the

operations team tests the software using the system settings of the real user.

Software problems that were previously not obvious may be discovered dur-

ing these tests. Dijkstra (2013, p. 24) points out that different methods or tools

and release cycles of the two departments may not be aligned. The problems

occurring in one department may be blamed on the other department down

the software delivery pipeline. The problems and issues arising from the fact

that the units operate in silo need to be dealt with before the software is re-

leased to the client. However, procedures that may need to be followed before

these issues can be fixed may delay the software delivery process. Ultimately,

such a delay may lead to the project running beyond the stipulated time and

being over budget or the software being released missing important features.

In worse cases, this may lead to a project failure.

DevOps addresses these problems by removing the barrier between the devel-

opment and operations departments. DevOps requires that the two depart-

ments collaborate during the entire software development process (Edwards,

2010; Erich et al., 2014; Hüttermann, 2012b; Pant, 2009). This collaborative

culture promotes product ownership whereby staff work together to resolve

problems. Hence, problems are discovered very early in the development

phase and are thereafter dealt with accordingly, resulting in a continuous de-
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livery of the final software product. Changing customer requirements can

be managed through DevOps on a continuous delivery basis, thus giving a

DevOps organisation a competitive advantage over traditional software de-

velopment organisations (Elbayadi, 2014; Erich et al., 2014; Wettinger et al.,

2014).

Even though DevOps can be seen a the solution to the above problems, or-

ganisations are still facing challenges in adopting it. Leite et al. (2019, pp.

27–28) maintains that DevOps collaboration culture is still one of the chal-

lenges facing DevOps deployment within organisations. Kamuto and Lan-

german (2017, pp. 48–51) mentions the lack of education around DevOps,

change resistance and silo mentality as some of the challenges hindering the

adoption. Senapathi et al. (2018, p. 65) also indicated unclear responsibilities

as an additional challenge. In their study on optimizing DevOps challenges,

Khan and Shameem (2020) have shown that people challenges—one of them

being collaboration—should be given priority in an organisation in order to

successfully adopt DevOps. This work is corroborated by Akbar et al. (2020)

that DevOps organisations should focus on culture rather than tools. It is this

case that made this study worthwhile.

There was therefore a lack of a coherent framework for the acceptance of a

collaborative culture to present a clear approach to the processes that sup-

port changes in the organisational culture; encouraging a collaborative De-

vOps culture. Bringing the development and operations departments to-

gether presents new challenges because of different tools, documentations,

standards and other norms that are used by these departments (Dijkstra, 2013;

Erich et al., 2014). The process of adoption of new technology in an organ-

isation should be managed well in order to ensure that the new technology is
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well received and accepted.

In summary, the framework made the following contributions:

• Identified the necessary factors for a collaborative DevOps culture.

• Determined effective relationships amongst factors that contribute to

successful acceptance; and

• Provided guidelines on how to effectively adopt a collaborative culture

in DevOps environments.

The goal of this research study was to use the general collaboration character-

istics, the collaboration characteristics of DevOps, and successful technology

acceptance factors to propose a framework as a solution to this problem.

1.3 Research Questions

This study was aimed at answering the main research question which was

stated as follows:

RQ What are the success factors that must be included in a coherent frame-

work to support a successful collaborative culture in a DevOps environ-

ment?

To answer the above main question, the following sub-questions were formu-

lated:

SQ1: What are the characteristics of DevOps collaborative culture?
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SQ2: What factors encourage collaborative culture in a DevOps environment?

SQ3: How do the contributing factors interact with each other?

SQ4: How can a collaborative culture be implemented in a DevOps environ-

ment?

SQ5: Does the proposed framework support the collaborative culture in a De-

vOps environment?

1.4 Research Study Objectives

Two research objectives that this study achieved, namely the primary and

secondary objectives, are discussed below.

1.4.1 Primary objective

The main objective of this research study was to propose a framework that

will allow the acceptance of the DevOps collaboration culture within DevOps

environments.

1.4.2 Secondary objectives

The identified secondary objectives and the respective descriptions of how

each of the secondary objectives was going to be achieved are as follows:

Obj1: To investigate DevOps collaboration requirements.
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• Using the available literature, a search investigation was con-

ducted to determine the generic and DevOps collaboration

characteristics, processes and approaches to software devel-

opment.

Objective aim: To identify the requirements for the definition

of the framework.

Obj2: To determine the necessary factors that promote a successful col-

laborative culture.

• Using the available literature, a search investigation was con-

ducted to identify these key factors.

• In addition, surveys were conducted with a view to capture

these factors from people who are already involved in De-

vOps.

Objective aim: To identify the important key factors that

were included in the framework.

Obj3: To evaluate the key success factors for their interaction with one

another.

• Using the literature that was available, a search was conduc-

ted to determine the relationships between these factors.

• In addition, surveys were conducted to measure these inter-

actions.

Objective aim: To determine what relationships exist between

these factors.
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Obj4: To determine how the interaction of the contributing factors con-

tributes to successful collaboration in a DevOps environment.

• Using the literature that was available, a search was conduc-

ted to compare the interactions as measured in this study.

• In addition, analysis of the surveys was conducted.

Objective aim: To understand which of the relationships

between the factors add value to a successful collaboration

within a DevOps environment.

Obj5: To propose a comprehensive framework for a collaborative De-

vOps acceptance.

• A framework was proposed from the synthesis of recom-

mendations and guidelines gleaned from the current body

of knowledge.

Objective aim: To propose a framework for the successful

adoption of a collaborative culture within a DevOps environ-

ment.

1.5 Purpose and Significance of the Study

The purpose of this research was to develop a coherent framework to support

a successful collaborative culture in a DevOps environment. The developed

comprehensive framework made the following contributions:

• The key factors that are necessary for a successful collaborative DevOps

culture were presented.

13



• Relationships between these factors were identified.

• Created theoretical knowledge and perceptions of the successful accept-

ance of DevOps culture.

• Provided guidelines on how organisations intending to adopt DevOps

culture should proceed.

1.6 Research Design and Methodology

This research study was based on a pragmatist philosophy that is under-

pinned by assumptions that result in acceptable research standards. As already

mentioned, the main research question for this study was: What are the suc-

cess factors that must be included in a coherent framework to support a successful

collaborative culture in DevOps environment? In order to answer this question,

research processes and guidelines were followed.

According to Creswell (2003, pp. 4-5), research design requires three ques-

tions to be addressed. These questions are about the following:

• The knowledge claims of the investigating researcher.

• The strategies that will be used. These strategies determine which pro-

cedures the researcher will use.

• The methods that will be used for the collection and analysis of the data.

Pragmatism is the knowledge claim or a research philosophy that has been

adopted for this research study. When this philosophy is used, a researcher is
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given the freedom to combine different methodologies to address the needs

of the research question. This research study therefore combined the quant-

itative and qualitative methodologies in its enquiry. In this research study,

surveys and interviews were used to collect quantitative and qualitative data

respectively.

Another issue that needs to be addressed when choosing a research approach

is the research methods to be used for the collection and analysis of the data

of a research study. The instrument that was used in this research study for

the collection of the quantitative data is a questionnaire whereby close ended

questions were asked. The questionnaire was followed in a sequential manner

by online interviews, which were geared towards the collection of qualitative

data.

The collected quantitative data was analysed using relevant statistical tech-

niques with the help of Statistical Package for Social Sciences (SPSS) v25.0

tool. Content analysis was used for the analysis of the data collected from the

qualitative interviews using the ATLAS.ti tool.

A comprehensive discussion of the methodological approach of this research

study is presented in Chapter 4.

1.7 Reliability and Validity

As described by Payne and Payne (2004, p. 196), reliability and validity are

important aspects of conducting research that should be pursued by research-

ers to show the credibility and trustworthiness of the research results. Various
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techniques are used to measure the reliability and validity of quantitative and

qualitative studies. Details of how this study has adhered to reliability and

validity principles are outlined in Section 4.5 of this thesis.

1.8 Research Ethics

Ethical issues are important when conducting research, especially where hu-

mans are involved. Fowler (2009, p. 163) explains that all research involving

human subjects need to follow ethical guidelines to ensure that no subjects

are subjected to some form of suffering induced by the survey. This research

study was carried out by adhering to the ethics policy of the University of

South Africa (UNISA). The policy requires that all research undertaken un-

der the auspices of the University should be reviewed by the Ethics Commit-

tee of UNISA prior to the commencement of the research study. This study

complied with this requirement and the requisite approval to continue with

this research study was granted by the Committee in the form of an Ethical

Clearance Certificate (see Appendix A).

The purpose of the survey was explained to both the subjects that are going

to fill-in the questionnaire and/or being interviewed. The study adhered to

the following guidelines regarding the participants:

• Their participation and opinions were solely for the purpose of the

study and were treated with the strictest confidentiality.

• The participation was voluntary and their right to discontinue at any

point in time during the process was recognised.
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• The consent of the participants to participate in the research study was

obtained and consent forms were signed by all willing participants (see

Appendix C).

• The time it would take to complete the survey was made known to the

participants in advance prior to the commencement of the survey.

• Permission to record participants in the case of interviews was sought

and acquired in advance prior to the commencement of the interviews.

A detailed discussion on ethical considerations is presented in Section 4.7.

1.9 Delimitations

This research study focused exclusively on the human collaboration aspect

of DevOps. The research study only involved DevOps practitioners based in

South Africa who develops software by following the DevOps collaboration

practices.

This research did not explore technologies that are used for collaboration.

Other DevOps elements (i.e. Automation, Measurement, and Sharing) did

not form part of this research study.

1.10 Terminology

In this research study, the following words and/or phrases shall have the

following meanings:
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Collaboration is the “working together jointly with others or together espe-

cially in an intellectual endeavour’’(Nugent, 2012, p. 12).

Cooperation is a “short-term, informal relationship between organizations

without explicitly defined goals, objectives or joint structure’’ (Nugent,

2012, p. 12).

Organisational culture are “common values and beliefs shared by individu-

als within an organisation’’ (Dasgupta & Gupta, 2010, p. 4).

DevOps developer represents “software developers, including programmers,

testers, and quality assurance personnel’’ (Hüttermann, 2012a, p. 4).

DevOps operator represents the “experts who put software into production

and manage the production infrastructure, including system admin-

istrators, database administrators, and network technicians’’ (Hütter-

mann, 2012a, p. 4).

DevOps practitioner is a person carrying the developer or operator role in a

DevOps environment.

1.11 Chapter Outline

This chapter presented the background information on the research topic. The

research problem, which this study intended to investigate, was thereafter in-

troduced. The chapter identified research questions that needed to be studied

during the investigation of the research problem. The purpose and the signi-

ficance of investigating the research problem were mentioned together with
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the objectives of the study. The scope of the research project was confirmed

and the research approach that was followed was also revealed.

Figure 1.2 shows an outline of this research study.

Chapter 2 provides a detailed review of the literature to show the current

work in the relevant fields of collaboration.

Chapter 3 presents the technology acceptance models from which the theor-

etical framework of this study was built.

Chapter 4 discusses the research methodology this study followed for an-

swering the research questions.

Chapters 5 and 6 present the results obtained as well as their analysis. Whereas

Chapter 1

Introduction (this chapter)

Chapter 2

Background

Chapter 3

Theoretical Background

Chapter 4

Research Methodology

Chapter 5

Quantitative Findings

Chapter 6

Qualitative Findings

Chapter 7

Discussion of Findings

Chapter 8

Conclusion & Recommendations

Figure 1.2 – Chapter outline.
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Chapter 5 presents the results from the quantitative analysis, Chapter 6

discusses the results from the qualitative analysis perspective.

Chapter 7 provides an interpretation of the results presented in the previous

two chapters.

Chapter 8 demonstrates how this research study has addressed the research

question and highlights the contribution of this research study to the

knowledge base. This chapter constitutes the conclusion of this research

study.
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Chapter 2

Literature Review

2.1 Introduction

In the previous chapter, a brief background of this research study was presen-

ted. To this end, the problem that this research study seek to address was ex-

plained and the significance of undertaking this research study was outlined

together with the research questions. This literature review gives an intro-

duction to the key areas, namely traditional software development practices

and collaboration and the DevOps collaboration culture, which are necessary

for the research problem of this research study to be addressed. Other key

theories including the technology acceptance theories, which are important

for the formulation of the theoretical framework for this research study, are

highlighted. Technology acceptance theories are discussed in greater detail in

Chapter 3.

2.2 Software Development

Software development organisations follow a specific software development

model when developing software within their organisations. Some of these
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models are custom-made for the organisation; alternatively an organisation

can use the pre-existing models. Komma (2010, p. 230) mentions four of these

models, namely: Software Development Life Cycle (SDLC), Prototype Model,

Rapid Application Development Model and Component Assembly models.

Schach (2002, pp. 8-9) describes a classical SDLC as having the following six

phases: Requirements, Specification, Design, Implementation, Maintenance

and Retirement. Variations of SDLC exist, however, all of them follow a sim-

ilar pattern. Figure 1.1 shows one of such variation (University of Melbourne,

2003, n.p ).

SDLC is an iterative process in which every phase is repeated as many times

as necessary until the final functional software is delivered. Sudhakar (2005,

p. 2) acknowledges that software development is a dynamic process charac-

terized by change. Changing requirements during the life cycle may affect

the budget, schedule and quality of the product, as mentioned in Section 1.1.

According to Ferreira et al. (2003, p. 28) requirements changes occur any-

time during the SDLC. In a study conducted by Javed et al. (2004), it was

found that inadequate communication with the client is one of the reasons

for late requirements changes. Several requirements engineering practices

have been adopted to address the challenges that come with this traditional

way of software development (Debbiche et al., 2019, p. 5).

Guardado (2012, pp.15-17) reckons organisational culture has an effect on

software project failures. Departmental silos brought about by traditional

software development practices do not encourage collaboration and open

communication between and within teams. Section 1.1 of this thesis gave

a broader discussion on challenges brought by these traditional practices.
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Adler (2003, p. 16) has added that traditional system development organisa-

tions tend to adopt a managerial style that:

• Is command and control based;

• Has high formalisation and standardisations; and

• Has customer participation that is only high during the specification

and implementation phases.

This managerial style does not encourage collaboration, free communication

and product ownership as per the recommendations of DevOps. The pro-

posal by Tessem and Iden (2008, p. 108) that software process methodologies

should be improved to include cooperation has resulted in the development

of an SDLC Model 2010 by Ragunath et al. (2010). The model encourages

user-developer cooperation during development. Rütz (2019, p. 8) acknow-

ledges that although people may want to stick to their old habits, with the

right leadership style, it is possible to change.

The culture of an organisation that allows teams to collaborate, communicate

openly with each other and share resources and knowledge is envisaged by

DevOps. Research has shown that collaboration, open communication and

sharing leads to high project success rate, and this is evident in emergent of

methodologies such as Agile and DevOps. These methodologies or practices

have shifted focus towards human soft skills that are geared towards encour-

aging working towards a common goal and having the same vision.
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2.3 DevOps Movement

Figure 2.1 shows that DevOps is increasingly gaining popularity. This may be

ascribed to the fact that the enterprise software industry is shifting towards

DevOps capabilities (Liu et al., 2014, p. 41). In traditional software devel-

opment methodologies, some software problems are unearthed or discovered

during the deployment phase of the software development process. This may

cause delays in the release of the software since bugs and performance issues

that could not have been detected and fixed during the development phase

are discovered later during the deployment phase. One reason such bugs

may go undetected in the development department is the different tools used

between the two departments to meet that department’s objectives or goals.

Dijkstra (2013, p. 24) mentions that the operations department may be using

different methods such as ITIL1, ASL2, and BiSL3, and their release cycles

may not be aligned with that of the development department as mentioned

in Section 1.2. As a result, departmental procedures may need to be followed

by the operations department personnel to get the development department

1Information Technology Infrastructure Library
2Application Services Library
3Business Information Services Library

Figure 2.1 – DevOps trends statistics between 2010 and 2019. (Google.com (2019,
n.p))
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staff to fix the problem, which may further delay the production. Such delays

will affect the project as explained in Section 1.1. Communications between

the two departments may not be open, and lengthy departmental protocols

may have to be followed to have these problems communicated and sorted.

The DevOps approach addresses the disunity found in departmental practices

by encouraging a cross–functional collaborative culture between these depart-

ments (Bento et al., 2020; Erich et al., 2014; Hüttermann, 2012b; Pant, 2009).

The collaborative culture of DevOps requires an integration of work per-

formed by the staff of the developing and operations departments. Whereas

the DevOps development team is made up of software developers, testers and

quality assurance staff, the operations teams include system administrators,

database administrators, network technicians and other functions (Liu et al.,

2014, p. 42). With all these functions, every staff member is entrusted with

and is responsible for developing software that performs well in operations

(Barnhart et al., 2009, p. 54).

DevOps advocates such as (Elbayadi, 2014; Erich et al., 2014; Wettinger et al.,

2014) are of the view that the successful adoption of DevOps culture would

give an organisation a competitive advantage over traditional organisations.

Through continuous delivery, the DevOps methodology is able to respond

to changing customer requirements much faster than traditional methodo-

logies would. By continuous delivery means that the functionality is only

considered ready when it is being used in practice. In fact, Rütz (2019, p. 1)

alleges that DevOps is a term that is often discussed when faced with fast de-

livery of software solutions. According to Dijkstra (2013, p. 24), the definition

of done is extended by DevOps in that the process does not stop at the end

of development, but continues right until the release of the software. Teams
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collaborate on tasks from the first day to the last (Luz et al., 2019, p. 4). Con-

tinuous delivery can be viewed in two perspectives (Neely & Stolt, 2013, p.

122), namely engineering and business perspectives. The engineering per-

spective focuses on the development of software and the automation tools

used. The business perspective focuses on how various departments play a

role in the software development pipeline.

2.3.1 DevOps definition

Several authors have tried to advance an acceptable definition of DevOps .

Hüttermann (2012a, pp.1-2) defined it as a blend of development (includes

programmers, testers and quality assurance staff) and operations (includes

administrators and network technicians) patterns intended to improve col-

laboration. DevOps is also viewed as a set of processes, methods and system

communications, collaboration and technology operations (Pant, 2009; Swar-

tout, 2014; Maroukian & Gulliver, 2020b). However, Penners and Dyck (2015,

p. 3) proposed what they called a scientific definition of DevOps based on the

analysis of available descriptions and definitions. In this proposition, DevOps

is defined as follows:

“DevOps is a mindset, encouraging cross—functional collaboration

between teams—especially development and IT operations—within a soft-

ware development organization, in order to operate resilient systems and

accelerate delivery of changes.”(Penners & Dyck, 2015, p. 3 ).

In this definition, DevOps is viewed as a mindset. OxfordDisctionaries.com

(2016, n.p) defines a mindset as an established set of attitudes held by someone.
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Penners and Dyck (2015, p. 3) do not support the view of DevOps as a

method because they believe that DevOps does not define any processes or

techniques. Dyck et al. (2015, p.3) continued to define DevOps as “an organ-

isational approach that stresses empathy and cross-functional collaboration

within and between teams—especially development and IT operations—in

software development organisations, in order to operate resilient systems and

accelerate delivery of changes. ”. This definition illustrates how DevOps cul-

ture is forms part of organisational culture.

With all that said, this study viewed DevOps as a culture that is practised by a

team in non siloed environments. The DevOps culture emphasises team col-

laboration and it encourages team members to communicate freely with each

other and agree on practices rather than prescribing practices of how teams

should operate. Walls (2013, pp. 5-7) defined the DevOps culture by char-

acteristics of open communication, incentive and responsibility alignment,

respect and trust.

2.3.2 What constitutes a DevOps team approach?

Nybom et al. (2016, p. 132) has chronicled three approaches that can be

used to make the Development department (Dev) and Operations department

(Ops) to work together:

• A mixed responsibility approach in which both the development and

operation responsibilities are assigned to all engineers. In other words,

a person performs development and operations roles.
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• A mixed personnel approach consists of DevOps developers and De-

vOps operators working together as a single DevOps team. DevOps

developers, including programmers, testers, and quality assurance per-

sonnel, whilst DevOps operators are experts who put software into pro-

duction and manage the production infrastructure, including system

administrators, database administrators, and network technicians (Hüt-

termann, 2012a, p. 4).

• Bridge team approach which requires a team to bridge between Devs

and Ops. However, the nature of this approach does not remove the

silos phenomenon but provides a mechanism to connect the two de-

partments, and is therefore not encouraged (Nybom et al., 2016, p. 133).

Mixed responsibility and mixed personnel approaches are more likely to be

adopted in practice to realise the benefits of DevOps. A mixed responsibility

approach can be also seen as the ‘No–Ops’ initiative within the organisation.

No–Ops means that no personnel is dedicated to the Ops role (Farroha &

Farroha, 2014, p. 293), these roles are performed by the developers. Automa-

tion and cloud computation drives this idea by allowing developers to code

and deploy a service and manage and scale their code (Farroha & Farroha,

2014, p. 293). In this thesis, the DevOps collaboration culture is used in refer-

ence to these two approaches (i.e. mixed responsibility and mixed personnel

approaches).

The DevOps development team is made up of software developers, testers

and quality assurance staff, whilst the operations teams include system ad-

ministrators, database administrators, network technicians and other roles

(Liu et al., 2014, p. 42). These DevOps team roles are roles from traditional

28



development practices. However, Techbeacon (2015, n.p) has proposed seven

new professional roles:

1. The DevOps evangelist—this is a change agent who leads the organ-

isation during the transition period to DevOps practices to ensure its

success.

2. The release manager—oversees the coordination, integration and flow of

development, testing and deployment to support continuous delivery.

3. The automation architect—analyses, designs, and implements strategies

for continuous deployments while ensuring that production and pre-

production systems are available.

4. The software developer/tester—this is the heart of the DevOps organ-

isation. The scope of responsibility of these developers has increased

when comparing it with that of traditional developers. Not only are

they responsible for turning new requirements into code, their function

also covers unit testing, deployment, and ongoing monitoring. Oper-

ators, that is, system administrators in traditional terms, falls within

this category. Farroha and Farroha (2014, 288) acknowledge that this

new role, in DevOps’ terms, is becoming that of a programmer in that

software programming skills and methodologies are increasingly being

required for the undertaking of this role.

5. The experience assurance professional—this is a quality assurance role,

which has also increased in scope. In this case, not only does the quality

assurance team test for functionality, it also includes user experience

testing.
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6. The security engineer—security engineers need to work side-by-side

with developers by embedding their recommendations much earlier

during the process, as opposed to leaving it until the deployment phase.

7. The utility technology player—DevOps requires utility team members

who can operate effectively across development platforms, tools, net-

works, servers and databases, and even across development and sup-

port. Unlike in traditional software development practices were IT op-

erators focus on keeping the servers running and developers have been

only coders with no involvement in post-production systems.

This study only focussed on roles that are directly linked to the actual produc-

tion of the software products. These roles can easily fall under the developer

and operator roles. Roles such as the DevOps evangelist are only deemed

valuable during DevOps transition periods and, therefore, do not form part

of this study.

2.3.3 DevOps characteristics

Although some researchers have attempted to devise a scientific definition of

DevOps, others have looked at what characteristics DevOps should possess.

Attempts aimed at defining DevOps have revealed the different views on

the definition of DevOps. Different organisations may implement DevOps in

different ways, or at different levels. Therefore, there is a no one–size–fit–all

solution to the implementation of DevOps.

Before exploring the characteristics DevOps, it is important to consider what

drives organisations to adopt DevOps. Humble and Molesky (2011, p. 6)
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mentions several problems that are inherited from traditional software devel-

opment methodologies. These problems include:

• The goal of the final product from the perspectives of the development

and operations team is not the same. For example, developers do not

test their final product for reliability, scalability, performance and high

quality.

• Since product success is measured differently within these departments,

blame-shifting often occurs when neither of the team wants to take re-

sponsibility for the failure of the project.

• Disincentives for releasing the product early in their life cycle results in

teams holding back on the product until close to the release date.

Humble and Molesky (2011, p. 7) has acknowledged that these problems

can be addressed by using a DevOps approach through culture, automation,

measurement and sharing (see Figure 2.2). Four key areas that are relevant to

DevOps were identified by Debois (2012, under heading DevOps areas) as:

• Extended delivery to production: The whole delivery process (from the

start of the project to production) is improved by allowing the develop-

ment and operations department to collaborate.

• Extended operations feedback to project: Information flow from opera-

tions to development department is broadened for better feedback.

• Embed project knowledge into operations: Development staff members

are also responsible for production.
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• Embed production knowledge into a project: Involve operation teams

from the start of the project.

Within the key above-mentioned areas, three layers are identifiable: Tools,

Processes and People or culture (Hüttermann, 2012a, p. 4). Culture is the cent-

ral component of DevOps because it forms the basis of the other cores. Tools

are needed for technical support, processes determine how things should be

done and people perform these processes using the tools. People utilise tools

to perform business processes; that practice is a culture after all. Without

people, there would be no culture and it would not be possible to perform

those business processes. It is important to understand DevOps culture in

DevOps

Culture Automation

MeasurementSharing

Figure 2.2 – Four core elements that make up DevOps.
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order to successfully address the other core values.

Willis (2010, p. 3) has presented another view of DevOps that has four core

values: Culture, Automation, Measurement and Sharing (CAMS). Figure 2.2

shows the four core values of DevOps. By scrutinising these views, it becomes

apparent that culture seems to dominate. It is for that reason that the DevOps

culture was investigated. However, before focusing on this culture, it seems

appropriate to pay attention to the challenges that come with the adoption of

DevOps.

2.3.4 DevOps challenges

When analysing the characteristics of DevOps, Erich et al. (2014) noted the

following challenges of DevOps, which are summarised below:

• Collaborative culture: Cooperation between the development and oper-

ations staff is not optimally handled. This affects productivity, software

quality and service quality. Therefore, there is a need to improve the

software process methodologies to include cooperation as suggested by

Tessem and Iden (2008, p. 108). Diaz et al. (2020, pp.25-26) reasons that

DevOps culture is a silo remover which improves the effectiveness and

efficiency of teams, processes, and project management. With that said,

it is convincing to admit that DevOps culture is not just a team culture

but an organisational culture. Section 1.2 of the thesis gave a detailed

discussion around this challenge as it is the main focus of this study.

• Automation: Various tools can be used to support automation to im-

prove scalability and testability while reducing the work for operations

staff.
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• Measurement: Employee performance should be measured accordingly.

The traditional way of measuring employee performance for develop-

ment and operations staff may not be sufficient. A metrics-driven frame-

work to act as a common language for collaboration between the two de-

partments can be used. This framework defines shared and actionable

metrics for adopting DevOps (Lê-Quôc, 2011, p. 43).

• Sharing: The documentation from both departments should be under-

standable by both parties. The above metrics-driven framework would

be applicable here.

Erich et al. (2014, pp. 35-41) has listed other challenges resulting from the

adoption of DevOps. These include quality assurance, structures and stand-

ards and services. Khan and Shameem (2020) categorised DevOps challenges

as people, business and change challenges. In their prioritisation of the chal-

lenges, they concluded that people challenges should be given priority.

There are commonalities in the above DevOps views in terms of what it is or

what it should comprise of. These views suggest that an organisation should

consider adopting new technologies when implementing DevOps. The ad-

opted technologies may lead to a change of organisational processes, and

this may mean changing the organisational structure. It is also important to

understand that DevOps encourages a collaborative culture and changing or-

ganisational structure is often preceded by cultural changes. Although tech-

nology can be used to facilitate the collaboration, technology itself does not

drive organisational change; it suffices to say that people are the actual drivers

of organisation change (Guardado, 2012, p. 54). In fact, Rosen (2007, p. 89)
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adds that tools may remove barriers amongst departments and functions if

the organisational processes encourage a collaborative culture.

It was therefore important for this thesis to scrutinise technology acceptance

models to determine important factors that would lead to effective collaborat-

ive culture implementation in DevOps as questioned in Section 1.3. It is thus

important to understand what constitutes a successful DevOps collaboration

at a deeper level. Technology acceptance models will be explored in detail in

Chapter 3.

2.3.5 DevOps collaborative culture

It is evident from the definitions of DevOps that collaboration is the key to

DevOps culture. Gottesheim et al. (2015) believe that culture is the most

important aspect of DevOps because it changes how teams work together and

it also allows teams to learn from one another. In addition, Luz et al. (2019, p.

4) maintain that collaborative culture is core to DevOps adoption. As far as

Dijkstra (2013, p. 25) is concerned, culture is the most crucial and hardest part

of DevOps and forms the basis for the other core values. As already alluded

to, people take preference over process and tools. Since people use tools

on processes, it is therefore important to understand the people culture of

DevOps in order to successfully implement the other core values. Walls (2013,

pp. 5-7) views DevOps culture as possessing the following characteristics:

• Open communication—a team should communicate about the product

during its life cycle.
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• Roles and responsibility alignment—the whole team should be rewar-

ded for their efforts and take responsibility for product failure. Under-

standing these roles and their responsibilities is important in a DevOps

team (Farroha & Farroha, 2014, p. 288), especially in mixed personnel

approach were one person can be assigned to different roles.

• Respect–Walls (2013, p. 6) points out that team members need not have

to like each other, but they should recognise the contribution of every

member to the team.

• Trust—team members should trust each other and believe that they are

pursuing a common goal. Farroha and Farroha (2014, p. 288) believe

that breaking down the silos mentality is an enabler of trust within the

DevOps team.

In order to realise the DevOps culture, it is important to understand the skills

requirements of DevOps practitioners. Apart from technical skills, it is im-

portant that software practitioners possess what is termed ‘soft skills’. These

soft skills include social attitudes, ability to work independently, open and ad-

aptable to changes, being a team player, problem-solving skills, organisational

skills, interaction with other people—communication, conflict resolution, co-

hesion and cooperation (Acuña et al., 2009, p. 629). Matturro et al. (2015, p.

101) acknowledge that these soft skills play an important role in team mem-

bers of software engineering projects. After studying the important soft skills

in software development teams, Matturro et al. (2015, p. 101) have found that

communication is an important soft skill from the perspectives of both the

team leaders and team members.
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Team leaders need to be able to communicate effectively with both the cus-

tomer and the development teams. In addition, members of the team need to

interact with each other in order for the team to function optimally. Bjarnason

et al. (2011, p. 39) have observed that communication skills are vital in all

stages of software development life cycle.

Not only should members of the DevOps team be able to communicate, they

should also be able to communicate freely without fear and at any level. How-

ever, Dreesen et al. (2016, p. 4933) state that different cultural backgrounds

of team members may affect team communication negatively. For example,

employees used to the traditional software development culture may not com-

municate directly with a team member occupying a higher level.

In order for team members to communicate effectively, it is important that

team members trust each other. Vangen and Huxham (2008, p. 493) acknow-

ledge the significance and importance of trust when nurturing a collaborative

culture. Furthermore, it was pointed out that once trust has been initiated

it needs to be managed effectively; otherwise it can cease developing or lost

(Vangen & Huxham, 2008, p. 496). Since trust cannot be bought but earned,

Van Gelder (2011, p. 18) claims that trust can be earned by being reliable and

staying constant. Trust and openness among team members can be built using

high interaction group activities (Van Gelder, 2011, p.22). However, Vangen

and Huxham (2008, p. 493) have warned that trust-building and management

can be problematic as it may imply coping in situations where trust is lack-

ing, and building it where it is impossible. DeGrandis (2011, p. 34) points

out that moving to DevOps system requires trust, as it influences change, and

warns that it takes time but can be destroyed by a single act of bad faith. Trust

in DevOps is not only relevant to a team member; it also needs to be built
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amongst managers and team members (Humble & Molesky, 2011, p. 31).

Fiampolis and Groll (2016, p. 15) advises that DevOps training that provides

support on the DevOps approach which insist on breaking down silos, im-

prove communication and encourage collaboration should be the starting

point of every organisation. This training should initially be targeted towards

breaking the barriers and building trust. Operations should trust developers

so that they have the same goal of delivering a functional product. On the

other hand, the developers need to trust that the operations personnel will

not try to sabotage their work.

Walls (2013, p. 17) stresses out that every team member should be treated

with respect. Discussions between team members should be conducted in

such a way that no member may feel threatened when raising specific issues.

Members of the team should listen to the opinions of other team-members

with a view to encourage the culture of learning.

In their study involving the impact of mixing responsibilities between de-

veloper and operators, Nybom et al. (2016, p. 137) opined that the mixing

improves both trust and collaboration between both teams. Breaking the silos

mentality and allowing developers and operators to work together towards a

common goal addresses the problem of incentives. Since everyone is working

on one goal of creating a product that will satisfy the customer, everyone is

incentivised after the product is released. This is in direct contrast to reward-

ing developers for writing a code and punishing operations if the code does

not run during production (Walls, 2013, p.6 ).
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2.4 Key Concepts of this Study

In the previous section, various definitions of DevOps from the perspectives

of various researchers were presented. From these definitions, it is clear that

DevOps is not a one size fit all solution for every organisation. The common

theme in all these definitions was the collaborative culture that people should

adopt when using DevOps. Furthermore, it was demonstrated that DevOps

DevOps Collaboration

Culture

Communication

Trust

Role
Responsibilities

Respect

Figure 2.3 – DevOps collaboration culture elements.
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involves the automation of processes to speed up the delivery of the desired

software product. However, DevOps places more emphasis on human aspects

more than tools and processes. A justification of this is that humans are

tasked with manipulating the requisite processes using available tools.

A collaborative culture is deemed the hardest part of DevOps to implement.

This is because collaborative culture involves human beings who have their

own values and belief systems that make it hard to predict their behavioural

intentions and actions. Although organisations may adopt new processes

that could potentially give these organisations a competitive advantage, it

is incumbent upon people who work on these organisations to successfully

adopt and implement these processes. Therefore, this study was premised

on the identification and understanding of factors that drive these people to

accept new technologies.

Four elements that constitute a DevOps culture are: open communication;

alignment of roles and responsibilities; respect; and trust. In open commu-

nication, levels or structures that restrict communications do not exist. This

means each member of the team has a direct communication channel with

all the other members of that team. On the other hand, open communica-

tion requires that all the team members should be kept informed about the

project at all times. In order to communicate efficiently, a communication

medium needs to be established for easy interactions. To effectively commu-

nicate, team members need to respect one another at all times. Members of a

team are more likely to contribute their views if they feel that their input is

respected by others. In addition, trust is a key element of the DevOps culture

since every member of the team is expected to work towards a common goal.

Every team member needs to be assured that the other team members will do
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their allocated work and would not sabotage other team members. Lastly, the

team members should understand their respective and other members’ roles

in the project and how such roles can be incentivised. This study investigated

how the four above-mentioned elements interact and influence each other.

2.5 Collaboration

Collaboration is a key concept that is at the centre of this research study.

Before focussing on DevOps collaboration, it is therefore important to un-

derstand the characteristics of general collaboration. In this section, a brief

explanation of what constitutes collaboration is presented.

2.5.1 What is collaboration

A lot of research has been conducted in an attempt to understand what entails

effective teamwork and collaboration based on the perceptions of employees

(Mattessich & Monsey, 1992; LaFasto & Larson, 2001; Rosen, 2007). Mattessich

and Monsey (1992, p. 11) define collaboration as a mutually beneficial and

well-defined relationship entered into by two or more organisations to achieve

common goals. According to Nugent (2012, p. 26), collaboration is made up

of the following:

• Relationship commitment;

• A mutually evolved organisational structure;

• Responsibility sharing;
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• Jurisdiction and accountability; and

• Resource sharing

In addition, Nugent (2012, p. 25) is of the view that not every joint effort

between two parties is collaboration. Collaboration should not be seen as

the same as cooperation. Cooperation does not need to have clearly defined

goals and objectives or a joint structure (Nugent, 2012, p. 25), as opposed

to collaboration. Collaboration requires commitment and interdependence in

solving challenges. The reason why two parties collaborate is not for their

own sake, but for creating value (Nugent, 2012, p. 28). Organisations must

create environments that will encourage collaboration and create value for

them. Rosen (2007, p. 47) has listed cultural elements that culminate in

value for an organisation and common attributes of collaborative cultures

(see Table 2.1). The elements that need to nourish in order to increase value

or collaboration are quite evident in Table 2.1. The collaboration attributes

listed in Table 2.1 are concerned with the interaction between the parties,

whilst the value elements focus on what is to be achieved by this interaction.

It is evident that the themes of the DevOps culture are embedded in the above

elements. Openness, which can be viewed from different perspectives, is key

in DevOps communication. Openness can mean free access to other team

members in terms of interaction and communication. In addition, it refers

to the frequency of unrestricted interactions. Respect reduces fear and can

also be noted in these elements. Respect goes hand in hand with trust. In

other words, if there is trust there should be respect and vice versa. Tools

fit work styles emphasises tools as an important element. Although DevOps

collaborative culture separates automation tools from the culture, automation
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Table 2.1 – Cultural elements and collaboration attributes (Rosen, 2007, p. 9).

Value elements Collaboration attributes

Trust Frequent, cross-functional interaction.

Sharing Leadership and power spread across the
organization.

Goals People are accessible regardless of their level

Innovation Reduce fear of failure.

Environment Broad input into decisions.

Collaborative chaos Cross-pollination of people.

Constructive confrontation Spontaneous or unscheduled interaction.

Communication Less structured interaction.

Value Formal or informal mentoring.

Tools fit work styles.

can be viewed as part of the culture. Though this may be the case, roles

responsibilities are part of the DevOps culture and they should be clearly

defined. These roles can mimic tools fit work styles (Rosen, 2007, p. 49).

2.5.2 Why collaborate?

Schein (2009, p. 57) is of the opinion that productivity, growth and successful

execution of organisational processes could be improved by enabling em-

ployee collaboration and information sharing. It is believed that when people

collaborate, productivity is significantly improved. This means that effective

and efficient implementation of collaboration within an organisation would

potentially bring about production success. On an empirical study about

factors that affect project outcomes of software development (see Figure 2.4),

McLeod and MacDonell (2011, p. 23) quoted several studies that found that
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the environmental, process and human factors play a major role in software

project outcomes, amongst others. The environmental factor relates to the

organisational culture or policy, structure, planning, accountability, skill lim-

itations and evaluation. The process factor is user-developer relationships,

influence, power and commination. The human factor includes commitment,

willingness, attitudes and abilities.

McLeod and MacDonell (2011, p. 30) have devised a framework based on

these studies. In this framework, people factors are given priority over pro-

cesses because it is the people who use these process on projects and not

vice versa (processes using people) within a certain environment. All of these

Institutional context

• Organizational properties

• Environmental conditions

People and Action

*Developers
*Users

*Management
*External agents
*Social interaction

*Project team

Development Processes

*Requirements eliciting
*Project management
*User involvementt

*Change management

Project Content

*Characteristics
*Scope, Goal and Objectives

*Reseources
*Technology

Figure 2.4 – Factors affecting software project outcomes (Mcleod & MacDonell,
2011, p. 5).
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factors (i.e environmental, process and human factors) affect one another.

That is, users and developers within a project team may need to interact

with one another and/or with top management for the successful delivery of

the project. Their social interaction is important for the realisation of project

goals. However, development processes may limit or enhance team interac-

tion. These development processes may be guided by the project and the

environment in which the development processes are being implemented.

Collaboration and teamwork bring benefits to the organisation such as gain-

ing competitive advantage knowledge monopoly. When resources and other

skills are shared, information is easily passed from experts to novices, thus

bringing about the much needed productivity improvement that is driven

by collaborative problem solving. Despite all the potential successes asso-

ciated with collaboration and teamwork, some factors exist that need to be

considered that can potentially affect collaborating in a negative way. Equal

sharing of collaboration incentives when other team members have made very

little contribution to the work can discourage other members. Some organisa-

tional cultures encourage competition as people are rewarded on the basis of

individual effort (Dipboye, 2018, p. 288). In such environments where people

are incentivised by the knowledge or skill they have, sharing is discouraged.

2.5.3 Building a collaborative environment

A number of models on keys to successful collaborative teams are known.

The model by Page (2008, p. 19) includes the following three keys: work

design, team composition and environmental context. The model by Frank La-

fasto (2001) is derived from the experience of team members. As far as the
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model of Frank Lafasto (2001) is concerned, the following conditions should

be created:

• Expect collaborative behaviour from team members.

• Require people to establish collaborative work relationships.

• Practice collaborative problem-solving.

• Demonstrate collaborative leadership.

• Build a collaborative work environment.

Although the above features are important in creating a collaborative culture,

Winer and Ray (1994, p. 45) believe that factors such as leadership, competi-

tion, resource, and power can make or break the effort to bring out the culture.

Maroukian and Gulliver (2020a, pp7-8) suggest that a leadership style that

is relevant to DevOps should be transactional, transformational, authentic,

servant and Ad Hoc. Leadership should encourage knowledge and resource

sharing by employees instead of holding this as a sign of power (Winer &

Ray,1994, p. 34). In addition, employees should learn from each other and

competitive behaviour should be discouraged (Winer & Ray,1994, p. 35).

In order to instil a collaborative culture within the organisation, Rosen (2007,

pp. 50-52) identified ten actions that can be used as a guide:

• Establish a support program to promote the knowledge sharing culture.

• Encourage constructive confrontation by a team member and thus allow

open communication.
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• Adopt collaborative tools for easy communication.

• Facilitate cross-functional brainstorming in an informal environment to

encourage diversity and creativity.

• Support and reward information sharing.

• Incentivise team innovation with recognition and rewards.

• Team leaders who demonstrate that teamwork leads to better decisions

and products should be encouraged.

• Use a language that promotes and support collaboration.

• Competition amongst teams should not be encouraged.

In addition to the above, Gratton and Erickson (2007, p. 45) suggest the

following to help overcome obstacles to creating a collaborative culture:

• Provide executive support on how to model collaborative behaviour,

coaching and mentoring.

• Provide skills training on collaborative practices.

• Relationship-oriented team leaders.

• Team structure and role clarity on challenging assignments that demand

creativity.

Whilst attempts have been made by other researchers to identify important

key elements that constitute collaborative culture in an organisation, others

focused on how it could be implemented. Winer and Ray (1994, p. 39) devised
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a strategy on how the collaborative culture could be instilled. According to

Winer and Ray (1994, pp. 39-40), the four staged path to a collaborative

culture is as follows:

Stage 1: Envision results (individual-to-individual).

• Bring people together.

• Improve trust.

• Confirm shared vision.

• Specify desired results.

Stage 2: Empower (individual-to-organisation).

• Clear authority from home organisations.

• Confirm organizational roles.

• Organise the effort.

• Support team members.

• Resolve conflicts.

Stage 3: Ensure success (organization-to-organization).

• Build relationships by finding formal ways to work together.

• Manage the work.
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• Develop joint systems.

• Evaluate results. Renew the effort.

Stage 4: Endow continuity (collaboration-to-community).

• Institutionalise success.

• Seek support from more people and organisations.

• Create visibility.

• Involve the entire community.

• Replace out-dated systems.

• Conclude this collaborative effort and start new projects.

Research has shown that collaboration could bring success to an organisa-

tion. Collaboration is a work commitment relationship between two parties

that share the same vision or goal. It requires the parties to share resources,

responsibilities and accountability. Collaboration shares similar attributes as

those identified to be DevOps attributes such as open frequent communica-

tion, respect and trust amongst the participants, and lastly the clearly defined

roles and responsibilities.

Great emphasis is placed on sharing and the interactions between the collab-

orators. Ways to improve collaboration have been suggested such as reward-

ing teamwork, providing necessary support and training where needed.

Collaboration has been described in terms of different stages, namely stage

1—from individual to individual, stage 2—individual to organisation, stage
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3—organisation to organisation and stage 4—organisations to the community.

This study sat at stages 1 and 2 since it focused on the attitudes of indi-

vidual developers towards other developers and the organisation. This study

therefore, looked at identifying key factors that contribute to successful col-

laboration in a DevOps environment. With that being said, keys that are

necessary to raise the level of successful collaboration were identified and, if

used correctly, should make DevOps more advantageous and acceptable by

team members.

2.6 Chapter Summary

In this chapter, challenges brought about by traditional software development

methodologies were discussed. Traditional software development methodo-

logies generally follow a non-collaborative culture during software develop-

ment. This culture separates the development team from the operations team

with restricted communication occurring between the two departments. This

restricted communication is often accompanied by problems such as delays

when releasing the final product and difficulties in situations where chan-

ging requirements are high. The separation of departments also encourages

competition between the departments instead of working together.

DevOps, on the other hand, brings solutions to these challenges by removing

the silos mentality that is prevalent in departments and encouraging collab-

oration between the departments. Various definitions of DevOps, as well

as DevOps participants, were presented. The following four attributes that

are important for DevOps collaborative culture were identified and listed ac-
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cordingly. These are: open communication, responsibilities and incentives

alignment, respect and trust.

Introducing a new technology to an organisation may not be welcomed by all

staff members, even if it is for the benefit of the organisation and the majority

of staff members. Changing the way people do things can lead to resistance

to the change. Studies on how people get to accept new technology have

been conducted. In the next chapter, technology acceptance models will be

discussed in greater detail. Furthermore, a framework for the acceptance of

DevOps collaborative culture will be proposed. Using the proposed frame-

work, the attitudes of DevOps practitioners were measured.
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Chapter 3

Theoretical Background and

Conceptual Framework

3.1 Introduction

DevOps practitioners believe that in order for an organisation to successfully

adopt DevOps, an organisation needs to undergo cultural changes and ad-

opt a DevOps culture (Erich et al., 2014; Hüttermann, 2012b; Shamow, 2011;

Willis, 2010). In a survey conducted by Saugatuck Technology (2014), it was

indicated that the leading challenge hindering the implementation of DevOps

is overcoming cultural habits resident within organisations.A recent study by

Khan and Shameem (2020) showed that people challenges should be given

priority. Guardado (2012, p. 16) indicated that organisational changes may

lead to some of the software project failures in an organisation. Introducing

new technology to an organisation may mean changing the entire organisa-

tional culture. Such technology could be resisted by its intended users thus

leading to unnecessary project failures (Hardgrave & Johnson, 2003, p. 322).

For cases where resistance gives rise to project failures, Organizational Change

Management (OCM) strategies could be used to mitigate the effects of the
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challenges that arise from the adoption of new technology (Guardado, 2012,

p. 17). Organisational culture can be defined as the way things are done in

an organisation (Brown & Harvey, 2011, p. 27). It is a system of shared values

and beliefs that interact within an organisation to produce behavioural norms

(Nugent, 2012, p. 17). Although organisational culture is constantly changing,

Trompenaars and Woolliams (2004, p. 23) and Schein (2009, p. 63) argue that

it is albeit difficult to change because it represents a group’s accumulated

learning and pattern of inter-connected assumptions. That is, culture repres-

ents a property of a group. Organisational culture can be formally observed

through the organisation’s policies and processes and informally observed

through employee behaviour (Rosen, 2007;Schein, 2009). OCM provides tools

for studying organisational change (Guardado, 2012, p. 17). In addition to

employing OCM strategies to prepare users for the cultural change brought

about by the adoption of new technology in an organisation, it is important

to understand what influences users to accept new technologies (Guardado,

2012; Jones et al., 2010).

Similarly, successful implementation of DevOps culture depends on the ac-

ceptance of its development strategies by the DevOps practitioners (Developers

and Operators). The need to study the effects of culture when it comes to the

acceptance of the new technology is strongly supported by Kashada et al.

(2020, p. 35). Research shows that people are prone to resist change to their

normal ways of doing things (Khatib, 1997; Waddell & Sohal, 1998;Laura-

georgeta, 2008). Reasons for change resistance may range include not under-

standing why there is a need to change—this could be due to poor communic-

ation of the need to change, fear of the unknown and/or lack of competency

and trust (Blom & Viljoen, 2016, p. 2). Whilst the need to change may create
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a competitive advantage for an organisation by cutting costs and increasing

productivity, its resistance may have an overall negative impact on an organ-

isation (Durodolu, 2016, p. 7). In an attempt to explain what informs human

behavioural intension and actions, theories such as the Theory of Reasoned

Action (TRA) and Theory of Planned Behaviour (TPB) have been developed

and tested (Bagozzi, 1992, pp. 179-181). TRA and TPB theories were later ex-

tended and applied in various settings including by Information Systems (IS)

to investigate human behavioural intentions on adoption and acceptance of

new technologies (Lai, 2017; Taherdoost, 2018). The adoption of these theor-

ies in various settings has resulted in the development of additional theories

such as, but not limited to, Technology Acceptance Model (TAM), Unified

Theory of Acceptance and Use of Technology (UTAUT).

The purpose of this chapter is to propose a framework for the acceptance of

DevOps culture. The chapter starts by providing some background on ex-

isting models from which the proposed framework was based. The sections

are laid out as follows: Section 3.2 provides a brief discussion on behavioural

theories TRA and TPB. This is followed by a discussion of IS theories (TAM

and its variants, UTAUT and Diffusion of Innovation (DOI) on technology ac-

ceptance and diffusion in Sections 3.3 and 3.4, respectively. In Section 3.5, the

theory that was used to study the adoption and acceptance of Software De-

velopment Methodologies (SMD) by IT practitioners is discussed. The frame-

work that has been adopted for this study is outlined in Section 3.6. The

chosen framework was used to identify the factors that will encourage the

acceptance of DevOps as the asked in Section 1.3.
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3.2 Behavioural and Innovation Theories

The theories in this category of theories originate in fields such as behavi-

oural social sciences and psychology. Two theories, which are most-cited and

frequently applied, are TRA and TPB (Laumer & Weitzel, 2009a, p. 12). A

brief description of these two theories follows below.

3.2.1 Theory of Reasoned Action (TRA)

In 1975, Fishbein and Ajzen (1975) proposed a TRA theory to explain the

relationship between human attitudes and their behavioural intention when

carrying out an action. The TRA is used to understand the motivations be-

hind the human’s action or intentions to carry out an action. According to

TRA, the intent to perform an action is influenced by two factors, namely:

(i) the attitude towards performing the behaviour; and (ii) subjective norm

related to performing the behaviour (Fishbein & Ajzen, 1975, p. 7). In this

context, attitudes are human’s beliefs about the outcome of the behaviour

(i.e. how likely is the outcome) and evaluation of the potential outcome as

good or bad (Fishbein & Ajzen, 1975, p. 8). A subjective norm, on the other

hand, is influenced by normative beliefs (i.e. beliefs of those around us) of an

individual and motivation to comply with these norms.

3.2.2 Theory of Planned Behaviour (TPB)

TRA is based on experiencing a limitation since it does not recognise beha-

viours that people have very little control of. TPB connects the perceived
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behavioural control to the original TRA model as an extension (Ajzen, 1991).

Perceived behavioural control refers to resources, and opportunities at the

disposal of a person, and to some extent, dictates the possibility of behavi-

oural achievement (Hardgrave et al., 2003, p. 125). Therefore, a behavioural

intention in TPB is influenced by attitude, social norm and perceived behavi-

oural control.

Both TRA and TPB have been widely used for the prediction of human be-

haviour in various contexts, including technology use (Knabe, 2012, p. 36).

These models have been extended and used in various fields including the

behaviour towards technology.

These two theories form the basis of relevant acceptance models to this re-

search study, hence the reason for their inclusion in this research study. It is

important to understand the motivations behind human behavioural action

to predict the likelihood of adoption or acceptance of new behaviour. Al-

though it is a person who chooses to perform a specific action, the influence

of people around that person cannot be ignored. The views and beliefs of

other people are important in a DevOps culture since they influence the be-

havioural intentions of the person adopting or accepting the behaviour. The

behavioural intention of DevOps practitioners can be predicted by employing

the two theories. TPB may be more relevant in this regard, as it incorporates

control as one of the determinants. This control may be in the form of skills

and other resources a practitioner possess, that may facilitate or impede job

performance.
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3.3 Technology Acceptance Theories

TRA and TPB are not context specific in terms of their application envir-

onment. In other words, they could be adapted to fit various research study

contexts. The need to study the behavioural intentions of human beings when

faced with new technology has led to the development of more technology

specific models. These models are discussed in the subsections that follow.

3.3.1 Technology Acceptance Model (TAM)

Technology Acceptance Model (TAM) is a direct adaptation of the TRA model

(Fishbein & Ajzen, 1975) to a technology environment. TAM posits that the

determining factors of the Behavioural Intention (BI) to adopt technology are

influenced by the Perceived Usefulness (PU) of the technology and the Per-

ceived Ease Of Use (PEOU) of the technology (Durodolu, 2016, p. 12). In this

context, whereas BI of a person is to adopt a particular technology, PU is the

measure to which a person believes that using a particular technology will

enhance their job performance. On the other hand, PEOU is the measure of

Figure 3.1 – TAM (Davis and Venkatesh, 1996, p. 20).
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the extent to which a person believes that using a particular technology will

be effortless (Durodolu, 2016, p. 13).

The combination of PU and PEOU inform an intention to use the technology,

and the attitude towards using the technology. In addition, TAM posits that

PU is influenced by PEOU. This means that technology that requires more

effort to use may not be perceived to be useful. However, the technology

perceived as useful may receive a positive attitude even if it requires more

effort to operate. Figure fig:TAM shows the graphical presentation of TAM.

The original scale for measuring TAM constructs has demonstrated high re-

liability and validity in several studies (Davis & Venkatesh, 1996, p.11). As

such, research has been conducted to assess user acceptance in various do-

mains using TAM. Senarath et al. (2019, p. 6) made an observation that TAM

is widely used when user intentions to adopt a new technology are investig-

ated. This has frequently resulted in new constructs and relationships being

added to the original TAM to describe BI. Examples of these extensions have

been reported (Ghazizadeh et al., 2012; Karahanna et al., 2006; Venkatesh,

2000).

As already mentioned, TAM is an exceptional case of TRA (Taylor & Todd,

1995, p. 148) focusing merely on attitude. Social influence and control factors

were not included in the original TAM. This shortcoming was identified by

Taylor and Todd (1995, p. 149) and TAM was therefore augmented by adding

Social Norm (SN) and Perceived Behavioural Control (PBC) constructs from

the TPB. Other factors, which may influence the PU of a technology, were ex-

plored by Taylor and Todd (1995, pp. 186-204) in TAM2, which resulted from

the extension of the original TAM model. TAM2 (Figure 3.2) describes PU
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and usage intentions in terms of social influence and cognitive instrumental

processes.

These social influence elements are (Venkatesh, 2000, pp.186-204):

Subjective norm this can be viewed as “peer pressure”. If a person is sur-

rounded by people who believe that someone should use a given tech-

nology, that person’s willingness to use the technology at hand will

consequently be influenced.

Voluntariness this refers to the degree to which a person chooses to use the

system or is mandated to use it.

Image this is the image of the person as seen by others. The technology

which is good for a certain social image may be perceived as useful by

people in that image.

Experience this refers to an ongoing use of the technology at hand. More

experienced users are more likely to continue to use technology than

novice users.

Figure 3.2 – TAM2 (Venkatesh & Davis, 2000, p. 188).
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The cognitive instrumental processes elements are (Venkatesh, 2000, pp. 186-

204):

Job relevance this is the degree of relevance of the technology to one’s job.

This can be seen as the definition of PU of TAM. If the technology is

relevant to the job’s task, it may be perceived as useful.

Output quality this refers to the measure of quality produced by using the

technology. If the use of technology improves performance, the techno-

logy may be perceived as useful.

Results demonstrability this is the degree by which using the system pro-

duces beneficial results.

TAM2 posits that a person’s perception of regarding a particular techno-

logy as useful is influenced by that person’s mental assessment of the match

between important goals and the consequences of performing job tasks using

that technology (Lai, 2017). SN has an influence of the PU and overall the

intention to use the technology.

TAM3 (Venkatesh & Bala, 2008, pp. 273-315) combines TAM2 and (Venkatesh

& Bala, 2008, pp. 342-365) model of determinants of PEOU. These determin-

ants are (Venkatesh & Bala, 2008, p. 279):

Computer Self-Efficacy this is the degree to which an individual believes

that he or she has the ability to perform a specific task or job using the

computer

Perception of External Control this is the degree to which a user believes

that required resources exist to support the use of the system.
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Computer Anxiety this is is the degree of uneasiness or fear perceived by a

person faced with the possibility of using computers.

Computer Playfulness this is “. . . the degree of cognitive spontaneity in mi-

crocomputer interactions” (Webster & Martocchio, 1992, p. 204) as re-

ported in (Venkatesh & Bala, 2008, p. 279).

Perceived Enjoyment this is the level of enjoyment perceived when using the

system.

Objective Usability refers to a comparison of the actual level of effort of a

system that is required to accomplish a task. This comparison is not

based on perceptions.

Three types of relationships are posited in TAM3, namely the relationship

between experience and (i) PU and PEOU; (ii) computer anxiety and PEOU;

and (iii) PEOU and BI (Venkatesh & Bala, 2008, p. 281). According to Ven-

katesh and Bala (2008, p. 279), TAM3 provides a complete representation of

the determinants of users’ IT adoption and use. The strength of TAM3 appar-

ently lies in its comprehensiveness, which ensures that all relevant factors are

included.

As an adaptation of TRA, TAM lacks external control over the behavioural

intention. The TPB has shown that this construct is important in determin-

ing intentions. In addition, social influence is not considered by the TAM,

although TRA emphasises its importance. Usefulness and ease of use are the

main constructs that influence intentions. TAM2, on the other hand, brings

back the social influence and some control in terms of experience and invol-

untariness. Usefulness variables and ease of use are explored in TAM2 and
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TAM3, respectively. The suitability of these variables in software develop-

ment context where the technology has already been adopted and its use is

mandatory has not been determined. Hence, it is important to investigate

these variables under these settings.

Figure 3.3 – TAM3 (Venkatesh & Bala, 2008, p. 280).
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3.3.2 Unified Theory of Acceptance and Use of Technology

(UTAUT)

Venkatesh et al. (2016) has proposed a new model to explain users’ inten-

tions to use information technology and subsequent behaviour. The UTAUT

model provides an analysis of individual adoption of technology in the or-

ganisational context (Laumer & Weitzel, 2009a, p. 12). The UTAUT model

has the following four main constructs (Venkatesh et al., 2016, p. 330):

Performance Expectancy (PE) this is the degree to which using the system

will improve job performance.

Effort Expectancy (EE) refers to the amount of effort needed to use the sys-

tem. This can be considered as EU in TAM2 context.

Social Influence (SI) this is similar to subjective norms of TAM2 and it is

basically the influence of people surrounding the person.

Facilitating Conditions (FC) refers to the degree to which it is believed that

organisational and technical infrastructure is available to support the

use of the information technology.

The impact of these constructs on the usage intentions and behavioural ac-

tions of the user is moderated by gender, age, experience and involuntari-

ness of use. UTAUT has been used, integrated and extended to study the

individual acceptance of technology in a variety of environments (Venkatesh

et al., 2016, p. 331). These environments include different users, organisations

and technologies. An example of a study that used UTAUT was conducted

by Alrawashdeh et al. (2019) to investigate the acceptance of open source
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software by software developers. A study similar to the current research

study has utilised UTAUT to investigate process acceptance by IT practition-

ers (Guardado, 2012). Other studies, (Al-Gahtani et al., 2007; Im et al., 2011;

Rajapakse, 2011; Yuen et al., 2010) have extended the UTAUT model and ana-

lysed the moderation effects of national culture on the UTAUT relationships.

An organisational culture study based on the UTAUT model was conducted

to investigate the effects of organisational culture on acceptance of Internet

technology in a government agency of a developing country (Dasgupta &

Gupta, 2010). It was found that organisational culture has an impact on in-

dividual acceptance and use of Internet technology and should therefore be

carefully managed for successful adoption and diffusion (Dasgupta & Gupta,

2010).

UTAUT is an ideal candidate for the conceptual model being developed in

this research study because it presents an analysis of individual adoption of

technology in an organisational context, where the environment is mandat-

ory as opposed to voluntary. This study aims to understand the Developers

and Operators’ perspectives towards the adoption of DevOps collaborative

culture. In this regard, the organisational context is a mandatory DevOps

setting. UTAUT has been used in IS settings (Guardado, 2012), however, the

effects of organisational culture in these settings was unclear. On the other

hand, Dasgupta and Gupta (2010)’s study based on UTAUT revealed that or-

ganisational culture does influence people on their acceptance of technology.
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3.4 Diffusion of Innovation Model (DOI)

After understanding approaches that examine the ways in which individuals

or a group of people decide to adopt innovations, it is would be beneficial to

consider how these innovations are passed by from one individual or group

to the next within and between organisations. The conveyance of innovations

will influence the success of the innovation. Roger’s DOI theory, which un-

packs the processes involved in the spreading of innovation, is discussed in

the following section.

3.4.1 Diffusion of Innovation (DOI)

The DOI theory explains how, why, and at what rate does innovation spreads.

It is believed that innovation is not simultaneously adopted by everyone in

the system but it is passed in stages. DOI is a framework for describing the

adoption and non-adoption of new technology (Al-Mamary et al., 2016, p.

153). The process by which innovation is communicated over time amongst

participants in the social system is referred to as diffusion by Rogers (2003).

Diffusion can be observed when a social system of users share information

and their opinions about new technology are communicated over some me-

dia, and this occurs progressively in the market (Al-Mamary et al., 2016, p.

153). The diffusion of innovation—a new idea, behaviour, or product- does

not reach everyone simultaneously; some people take longer to adopt (late

adopters) than others (early adopters) to adopt the innovation. According to

the DOI model, there are five factors that influence the adoption of innovation

and these are discussed briefly as follows :
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Relative advantage this is the degree to which an innovation is seen as better

than the previous idea that is being replaced.

Compatibility this is how consistent the innovation is with regards to values,

experiences, and needs of the potential adopters.

Complexity this is how difficult the innovation is for use or understanding

by potential adopters.

Triability this is the extent by which an innovation can be tested or experi-

mented with, before a potential adopter can commit to it.

Observability this is the degree to which the new innovation can produce

tangible results.

Al-Mamary et al. (2016, p. 154) mentions a shortcoming of DOI in that it only

focuses on a product or innovation and does not consider the complexities

brought by societal, cultural and economic factors that may influence how

this innovation is adopted by the society. This model has a weakness in

predicting the behaviour of individuals and organisations (Ward, 2013, p.

223). The model is also at the organisational level and it therefore not targeted

at individuals (Oliveira & Martins, 2011, p. 111).

Since a DevOps culture encourages collaboration amongst team members,

DevOps participants are more likely to influence one another. In this case, De-

vOps culture can be viewed as an innovation that needs to be communicated

and spread amongst team members within the entire DevOps organisation.

However, if poorly introduced, the innovation could have a negative impact

on its acceptance and its proliferation. The extent to which and how the De-
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Table 3.1 – Summary of model constructs.

Model Constructs

Theory of Reasoned Action (TRA) Attitude toward behaviour

Subjective norm

Theory of Planned Behaviour (TPB) Attitude toward behaviour
Subjective norm
Perceived behavioural control

Technology Acceptance Model Perceived usefulness
(TAM), TAM2 and TAM3 Perceived ease of use

Subjective norm
Image
Job relevance
Output quality
Result demonstrability
Computer Self efficacy
Expectations of external control
Computer Anxiety
Computer Playfulness
Perceived enjoyment
Objective Usability

UTAUT Performance expectancy
Effort expectancy
Social influence
Facilitating conditions.

Diffusion of innovation Theory (DOI) Relative advantage
Ease of use Image
Visibility
Compatibility
Results demonstrability
Voluntariness of use

vOps culture influences the adoption of DevOps in an organisation needs to

be investigated.

The models and constructs that have been explored thus far in this research

study are summarised in Table 3.1. As already mentioned, some of the models

result from an extension of other models (e.g. TPB is an extension of the TRA
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model), and other models are a combination of two or more models. For this

reason, similar constructs appear to common to these models.

3.5 Technology Acceptance Theories in Software De-

velopment Settings

Whilst the models discussed in the preceding sections have been used to ex-

plain the acceptance of developed products, more research is still needed to

explain the acceptance of the development processes or methodologies by

software developers. Studies on the acceptance of software development in-

novations such as programming languages (Agarwal & Prasad, 2000), tools

(Chau 1996;Iivari J. 2011), and design and analysis techniques (Leonard-Barton

1987;Kozar 1989) have already been conducted. Hardgrave et al. (2003, p. 125)

point out the importance of distinguishing between the adoption of techno-

logy tools and the adoption of the entire methodology. Although similarities

are found in the adoption of technology tools and the adoption of methodo-

logies, some differences are nevertheless still prevalent. Adoption of techno-

logy tools tends to be voluntary and incremental as opposed to mandatory

and radical (Riemenschneider et al., 2002, p. 1140). When a technology tool

is adopting, nothing forces any individual to use that particular tool. Senior

management of an organisation would already have adopted a methodology

and all that is left is the implementation of that particular methodology by

the software developers within the organisation. Time to transform from

old methodology to new is urgent. In addition, social pressure has more

relevance in methodology adoption than in individual technology tools ad-
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option because greater emphasis is placed on new technology use by project

teams during software development (Hardgrave et al., 2003, p. 126). For

example, when investigating the determinants (using usefulness, complex-

ity, social pressure, organisational mandate and complexity as constructs)

of intentions to adopt SMD, Hardgrave et al. (2003, p. 134) found that the

usefulness construct possessed weak significance when compared to that of

technology tools adoption. In contrast, the complexity construct was found

not to be significant.

The fact that IS managers have adopted a particular SDM does not guaran-

tee that developers will follow it to its maximum potential. Huisman (2004,

p. 1) points out the relevance of distinguishing between the adoption and

acquisition of technology at the organisational level and its adoption and im-

plementation at the individual level. As far as Rogers (2003, 23) is concerned,

SDMs are contingent innovations which have organisations as primary ad-

opting units and individuals as secondary adopting units.

Technology acceptance models have been used in diverse settings, including

the acceptance of SDM. As an example, Guardado (2012, pp. 1–177) used the

UTAUT model to investigate the acceptance and the adoption of processes by

IT practitioners. In addition, the use of the DOI model by Huisman and Iivari

(2002) in the study of deployment of SDM at individual level, are some of the

examples. Furthermore, Riemenschneider et al. (2002) carried out an investig-

ation to explain developer acceptance of methodologies using constructs from

five theoretical models, namely TAM, TAM2, Perceived Characteristic of In-

novation—PCI, TPB and Model of Personal Computer Utilisation (MPCU ).

The study by Riemenschneider et al. (2002) revealed the following determin-

ants as being significant:
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• Usefulness (TAM, TAM2, PCI, TPB and MPCU);

• Subjective norm (TAM2, TPB and MPCU);

• Voluntariness (TAM2 and PCI); and

• Compatibility (PCI).

In another study, Hardgrave et al. (2003) investigated the determinants for

the intentions of software developers to adopt a methodology, drawing on

constructs from TAM and DOI. This study revealed that developer intentions

are influenced by the following determinants (Hardgrave et al., 2003):

• Usefulness;

• Social pressure;

• Organisational mandate and

• Compatibility.

The findings of this study (Hardgrave et al., 2003) based on TAM and DOI

models confirm the findings of the previous study conducted by Riemenschneider

et al. (2002) based on the five models. Both studies suggest the mandate from

the organisation to use a methodology, the opinions of co-workers and the

compatibility of the methodology as being key drivers of developer inten-

tions. In corroboration of the study on DOI model by Huisman and Iivari

(2002), compatibility was also supported as one of the determinants of de-

veloper intentions. On the basis of the UTAUT model, Guardado (2012) simil-

arly found social influence, and PE (which is equivalent to TAM’s usefulness)
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to be amongst the significant constructs that inform intentions. Although im-

portant, the usefulness of the methodology is significantly weak. When an

organisation adopts a methodology, whether developers view the adoption

of a methodology by an organisation as being useful or does not exert much

influence on the developers’ intention to use the methodology as it would

have if this was a voluntary decision.

3.5.1 Information Systems Development Acceptance Model

(ISDAM)

After investigating the acceptance of information system by software de-

velopers, Hardgrave and Johnson (2003) proposed a model based on TPB

from which attitude, subjective norm and perceived behavioural control provide

the model with some of the foundational elements. This model, the Informa-

tion Systems Development Acceptance Model (ISDAM), uses other elements

from TAM/TAM2 (usefulness, subjective norm and EOU) and goal setting

theory (personal and situational factors).

The model (Figure 3.4) posits that intentions to use a new Information System

Development (ISD) process has the following determinants:

Organisational Usefulness (OU) it is the usefulness of the ISD process or

methodology as seen by the developer. OU is defined as the evaluation

of the usefulness of the ISD process to the organisation by the developer

(Hardgrave & Johnson, 2003, p. 326).

Social Norm (SN) this influences the developers’ intentions to accept the sys-

tem in two ways—a direct influence from peers and managers, and in-

directly through Organisational Usefulness (OU) (Hardgrave & Johnson,
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2003, pp. 325-327). SN is the social influence of prominent individuals

on a developer’s acceptance of an ISD process.

Perceived Behavioural Control-Internal (PBC-I) this influences intentions dir-

ectly and indirectly through OU (Hardgrave & Johnson, 2003, p. 327).

PBC-I is the personal impediments perceived when performing a be-

haviour (Hardgrave & Johnson, 2003, p. 328). In the context of TPB,

PBC is the ease or difficulty of performing a certain behaviour as per-

Social Norm

(SN)

Organisational Usefulness

(OU)

Perceived Behavioral
Control-Internal

(PBC-I)

Intention to Use new
ISD process

(I)

Determinants of
intentions

Figure 3.4 – Information System Development Acceptance Model (ISDAM),
(Hardgrave and Johnson, 2003, p.331).
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ceived by the person with the intent to implement the behaviour. The

factors that contribute or control this behavioural choice may be ex-

ternal—those things outside that may affect behaviour, hence PBC-E—or

internal—those that are personal, and hence PBC-I. This determinant is

equivalent to the TAM personal EOU construct.

The above model was evaluated on 150 system developers and two con-

structs (Perceived Behavioural Control-External (PBC-E) and Personal Use-

fulness (PU)), which were part of the initial proposed model, were not found

to be significant and were later removed from the final model. PBC-E is the

perceived situational inhibitor to performing the behaviour and PU is the

evaluation of the usefulness of the ISD process by the developer (Hardgrave

& Johnson, 2003, p. 328). In addition, SN and PBC-I (Dotted lines in Fig-

ure 3.4) were not found to be significant and were also removed from the

final model. Therefore, the only determinant for INT that remained in the

final model is OU.

It is believed that the model fulfils its intended purpose—to explain the ac-

ceptance of ISD processes at an individual level in an organisation that has

already adopted the ISD process (Hardgrave & Johnson, 2003, p. 334). The

models discussed above lay a foundation for satisfying the primary goal of

this study. This is because the model includes organisational culture, which

is in the centre of DevOps philosophy. In addition, the model was developed

for software development settings. For the purpose of this research study,

SN and PBC-I was retained so that it can be evaluated using data from this

research study. Such a retention will allow this research study to corroborate

or refute the findings of (Hardgrave & Johnson, 2003, p.333).
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The main goal of this research study was outlined in Chapter 1. It is important

at this point to refresh the reader’s memory about the research questions of

this study. To this end, the main research question that this thesis was trying

to answer is as follows:

What are the success factors that must be included in a coherent framework to support

a successful collaborative culture in a DevOps environment?

The following sub-question has already been answered:

SQ1: What are the characteristics of DevOps collaborative culture?

The research questions that this thesis now attempted to answer were as fol-

lows:

SQ2: What factors encourage a collaborative culture in a DevOps environ-

ment?

SQ3: How do the factors interact with each other?

SQ4: How can a collaborative culture be implemented in a DevOps environ-

ment?

In an attempt to resolve the research questions SQ2–SQ4, a framework is

proposed in the next section (Section 3.6). The identified characteristics of

DevOps derived from SQ2 was used as input to the framework. The factors

that promote a collaborative culture amongst Developers and Operators will

be revealed and thus provide an answer to SQ2. As required for SQ3, the

interactions of these factors were explored using statistical analysis meth-

ods. Ultimately, the framework was fine-tuned where necessary to reflect
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the factors and relationships between the factors in RQ4. The final output

of this conceptual framework showed important collaboration factors and the

relationships between these factors that is intended for DevOps settings.

3.6 DevOps Culture Acceptance Model (DCAM):

The Proposed framework

The conceptual framework adopted in this study is based on the Information

Systems Development Acceptance Model (ISDAM) by (Hardgrave & John-

son, 2003, pp. 322-336), which is described in the preceding sub-section.

The reason for selecting this model is that it is simple and easy to under-

stand—with only three determinants of intentions. Furthermore, Hardgrave

and Johnson (2003, p. 325) argued that, on their own, these theories (TPB,

goal-setting theory, and TAM/TAM2) do not answer the question of accepting

information system development processes or general question of accepting a

complex technological process or products. Hence, a combination of concepts

from these theories makes ISDAM a suitable candidate model for utilisation

in this research study. Some studies have used models such as DOI and

UTAUT (Huisman & Iivari, 2002;Guardado, 2012), however, neither of the

studies suggest that one model is better than the other. Likewise, the study

by Mathieson (1991, p. 330) combined TPB and TAM without prioritising one

model over the other. Additionally, Hardgrave and Johnson (2003, pp. 330)

claimed that the ISDAM model had a better explanatory power when com-

pared with previous studies conducted on TPB. Lastly, the ISDAM model was

developed in relevant settings—acceptance of ISDM by developers—which is
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in line with this study.

In this research study, a comprehensive framework that extends the ISDAM

model by including DevOps culture as a determinant of intentions is pro-

posed. The proposed framework, DevOps Culture Acceptance Model (DCAM),

is illustrated in Figure 3.5. In the DCAM, the DevOps culture has a direct in-

fluence on SN. In the context of DCAM, the intentions of the developers may

be influenced by their peers and managers. On the other hand, the behaviour

and beliefs of these peers and managers may be shaped by the organisational

culture they operate in. The perception of the developer towards the use-

fulness of the ISD process for an organisation is directly influenced by the

culture of the organisation, which in turn influences the intentions of the

Culture

Open Communication

(OC)

Role Respsonsiblity

(RR)

Trust

(TR)

Respect

(RE)

Social Norm

(SN)

Organisational Usefulness

(OU)

Perceived Behavioral
Control-Internal

(PBC-I)

Intention to follow
DevOps

(INT)

Figure 3.5 – Prosed DevOps Culture Acceptance Model (DCAM) (Masombuka
& Mnkandla, 2018, p. 283).
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developer. Therefore, organisational culture is a determinant of OU. Lastly,

organisational culture may have an influence on the PBC-I.

It was mentioned that DevOps follows agile development methodologies.

Agile methodologies are better accepted in originations that adopt group de-

velopment cultures (Ben Othman et al., 2016, p. 22). The group cultures

are human-centric and allow flexibility within the group Chan and Thong

(2007, p. 22), which promotes group dynamics. This group development cul-

ture also promotes flexibility over stability. A detailed discussion on DevOps

collaborative culture was presented in Section 2.3.5. Four core elements of

DevOps culture were identified by Walls (2013, pp. 5-7). The elements are

open communication, roles and responsibilities alignment, respect and trust

and they form part of constructs of the proposed framework.

3.6.1 Proposed framework variables

For the proposed framework (Figure 2.3), nine variables need to be examined.

The intention of the developer to follow DevOps as the ISD process in the

future is the dependent variable of this research study. These following vari-

ables are independent variables:

• Open Communication (OC);

• Roles and Responsibilities alignment (RR);

• Trust (TR);

• Respect (RE);
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• Social Norm (SN);

• Organisational Usefulness (OU), and PBC-I.

The last variable is the intention variable, which is:

• Intentions to follow DevOps processes (INT).

A summary of these variables as determinants of intentions constructs and

their source of origin is presented in Table 3.2.

3.6.2 Proposed hypothesis

The variables of the proposed framework have been identified and the rela-

tionship between these variables is now explained. There are four relation-

ships that need to be explored. The first relationship is between the inde-

pendent variables (OC, RR, TR, and RE) and the dependent variable (INT).

It is proposed that DevOps culture has a direct influence on the intention to

follow DevOps processes. In terms of the independent variables, this signifies

that when OC is high within the organisation, it is predicted that the more

likely DevOps practitioners will be willing to follow DevOps as an ISD pro-

cess. Similarly, with the other independent variables, it is predicted that high

RR, TR, or RE will result in high intentions to follow DevOps processes. This

led to the formulation of the following hypothesis:

H1: There is a positive relationship between DevOps culture and in-

tention to use DevOps.

H1a: There is a positive relationship between open communication

and intention to follow DevOps processes.
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Table 3.2 – DCAM Determinants of Intention Constructs.

Source of
origin

Determinants of
Intention constructs

Definition/Description

DevOps
Culture

Open Communication
(OC)

The team should communicate
about the product through its
life cycle.

Roles and
Responsibilities
alignment (RR)

The whole team should be
rewarded for their efforts and
take responsibility for product
failure.

Trust (TR) The team members should trust
each other and that they are
working towards a common
goal.

Respect (RE) The team members need not
have to like each other but they
should recognise every
member’s contribution to the
team.

Information
System
Development
Acceptance
Model
(ISDAM)

Organisational
Usefulness (OU)

The evaluation of the
usefulness of the ISD process to
the organisation by the
developer

Subjective Norm (SN) The social influence of
important individuals on a
developer’s acceptance of an
ISD process.

Perceived Behavioural
Control-Internal
(PBC-I)

The personal impediments
perceived when performing a
behaviour.

H1b: There is a positive relationship between roles and responsib-

ilities alignment and intention to follow DevOps processes.

H1c: There is a positive relationship between trust and intention

to follow DevOps processes.
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H1d: There is a positive relationship between respect and intention

to follow DevOps processes.

The second set of relationships that requires investigation involve INT in re-

lation to SN, OU and PBC-I. The study conducted by Hardgrave and Johnson

(2003) revealed that intentions to use an information system development

processes are influenced by SN, OU and PBC-I.

H2: There is a positive relationship between SN and INT.

H3: There is a positive relationship between OU and INT.

H4: There is a positive relationship between PBC-I and INT.

The third set of relationships is between DevOps culture and SN. The frame-

work suggests that SN is influenced by DevOps, culture which in turn influ-

ences an individual’s intentions. In other words, it is the culture that shapes

the beliefs and values of important individuals such as peers and manager

who influence the intentions of an individual DevOps practitioner. There-

fore, the following hypothesis was put forth:

H5: There is a positive relationship between culture and individual

subjective norm.

H5a: There is a positive relationship between open communication

and SN.

H5b: There is a positive relationship between roles and responsib-

ilities alignment and SN.

H5c: There is a positive relationship between trust and SN.
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H5d: There is a positive relationship between respect and SN.

The fourth set of relationships suggested by the framework is between De-

vOps culture and OU. As stated previously, OU is the evaluation of the use-

fulness of the ISD process of the organisation by the developer (Hardgrave &

Johnson, 2003, p. 325). The framework suggests that culture has an influence

on how the developer evaluates a process—DevOps in the case— as being

useful to an organisation. This means that the presence of a good value in

the culture increases the chances of an individual evaluating that culture as

being useful to an organisation. In light of this information, it was demon-

strated by Hardgrave and Johnson (2003, p. 325) that OU directly influences

the intentions of developers. This study hypothesises the following:

H6: There is a positive relationship between culture and OU.

H6a: There is a positive relationship between open communication

and OU.

H6b: There is a positive relationship between roles and responsib-

ilities alignment and OU.

H6c: There is a positive relationship between trust and OU.

H6d: There is a positive relationship between respect and OU.

The fifth set relationship this study was investigating involves DevOps cul-

ture and PBC-I. The proposed framework suggests that organisational culture

has an influence on the personal characteristics of the DevOps practitioner.

Hardgrave and Johnson (2003, pp. 332) have advanced that developers work

in teams and that “team spirit” is instilled in their work culture thus leading
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to individuals tending to identify with the team. From this relationship, the

following hypothesis was proposed:

H7: There is a positive relationship between culture and PBC-I.

H7a: There is a positive relationship between open communication

and PBC-I.

H7b: There is a positive relationship between roles and responsib-

ilities alignment and PBC-I.

H7c: There is a positive relationship between trust and PBC-I.

H7d: There is a positive relationship between respect and PBC-I.

The last set of relationships that requires investigation involve OU as in the

study by Hardgrave and Johnson (2003, p. 330) revealed that OU is influenced

by both SN and PBC-I. For this reason, the following hypothesis is proposed:

H8: There is a positive relationship between SN and OU.

H9: There is a positive relationship between PBC-I and OU.

The approaches to a DevOps team that were adopted for this research study

were presented in section 2.3.2. These are:

• A mixed responsibility approach in which both the development and

operation responsibilities are assigned to all engineers.

• A mixed personnel approach consisting of developers and operators

working together as a single DevOps team.
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With these two approaches, it is important to further investigate how they

influence the outcomes of the results. A new variable (a moderator) called

‘job role’ was used to measure the strength of the relationship between the

dependent and independent variables. A moderator variable interacts with

another independent or predictor variable to predict scores on and accounting

for variance in a dependent or predicted variable (Salkind, 2007, p. 624). The

job role has the following three levels:

Dev representing the developer roles;

Ops representing the operator roles; and

D&O which represents roles involving developer and operator at the same

time.

The following effects were therefore hypothesised:

H10: The interaction between DevOps collaboration culture and SN

is moderated by job role.

H10a: The interaction between DevOps collaboration culture

and SN is moderated by Dev job role.

H10b: The interaction between DevOps collaboration culture

and SN is moderated by Ops job role.

H10c: The interaction between DevOps collaboration culture

and SN is moderated by D&O job role.

H11: The interaction between DevOps collaboration culture and OU

is moderated by job role.
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H11a: The interaction between DevOps collaboration culture

and OU is moderated by Dev job role.

H11b: The interaction between DevOps collaboration culture

and OU is moderated by Ops job role.

H11c: The interaction between DevOps collaboration culture

and OU is moderated by D&O job role.

H12: The interaction between DevOps collaboration culture and PBC-

I is moderated by job role.

H12a: The interaction between DevOps collaboration culture

and PBC-I is moderated by Dev job role.

H12b: The interaction between DevOps collaboration culture

and PBC-I is moderated by Ops job role.

H12c: The interaction between DevOps collaboration culture

and PBC-I is moderated by D&O job role.

H13: The interaction between DevOps collaboration culture and INT

is moderated by job role.

H13a: The interaction between DevOps collaboration culture

and INT is moderated by Dev job role.

H13b: The interaction between DevOps collaboration culture

and INT is moderated by Ops job role.

H13c: The interaction between DevOps collaboration culture

and INT is moderated by D&O job role.

84



The variables proposed in this framework are complex in nature. In other

words, there are different ways in which they can be evaluated. The sev-

eral ways in which these variables could be measured and how they were

evaluated in this research study is outlined in the section that follows.

3.6.3 Measurements of variables

The variables that were measured in this research study are: Open commu-

nication; Roles and responsibilities alignment; and Respect and Trust. The

different ways in which these variables can be measured are discussed in

this section. An approach that has been adopted in this research study for

measuring these variables is also outlined. All variables were evaluated in a

self-perspective manner, as perceived by the user.

3.6.3.1 Open communication

Open communication requires that every team member is kept informed

about the software product throughout its development life cycle. Product

development conflicts may arise as a result of poor communication—that is

information that is received late, is unclear or is left out (Zhang et al., 2014,

p. 17)—between Developers and Operators teams. Cheng et al. (2016, p. 273)

defines openness as the degree to which the culture of a team is open to al-

low information to flow freely as needed. Team members (i.e. developers,

quality assurance engineers, and system administrators) should discuss what

they are working on during DevOps-style stand-up meetings (Walls, 2013, p.

15), to keep all the team members up-to-date. It is understandable that these
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meetings should be as frequent as possible so that every member is kept on

the loop.

Another aspect of open communication is logistical—the availability of com-

mon physical space that allows for the chance of interactions (Walls, 2013,

p. 16). Stand-up meetings are generally effective if held at a commonplace.

This is corroborated by studies by Hummel et al. (2013, p. 345) which in-

vestigated the role of communication in agile development. These studies

indicated that communication was effective in teams that are co-located, and

allows collaboration by using whiteboards, status boards, and other informal

communication media.

Two themes that stand out from the above discussion that are relevant to the

DevOps team are:

• Communication frequency—team members need to be kept up to date

about the progress and changes to the software product. If this inform-

ation is communicated often enough, risks of communication conflicts

that could arise can be avoided;

• Availability of physical space to interact—agile development promotes

frequent face-to-face interactions of team members over documentation.

In this research study, communication frequency was adopted as an appro-

priate measure of open communication. This is because communication fre-

quency is more likely to measure the openness of communication as required

by DevOps and is expected to shed some light on how often information is

exchanged from one person to the other. In the case of this research study, it

is irrelevant how this information is exchanged. The communications may be

through using formal or informal channels.
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3.6.3.2 Trust

Trust is defined as the willingness of a group or individual to make them-

selves vulnerable to another group or individual, based on the confidence ex-

hibited by the other party on the following characteristics—vulnerability, con-

fidence, benevolence, reliability, competence, honesty and openness (Cheng

et al., 2016, p. 271);

• Willingness to risk vulnerability—Trust is not taking risks per se, but

rather a willingness to take a risk (Cheng et al., 2016, p. 271). Tschannen-

Moran and Hoy (2000, p. 548) have pointed out the importance of coup-

ling trust with interdependence by arguing that there is no need for

trust if there is no interdependence.

• Confidence—In order for one person to trust another person to produce

something that is beneficial to the trusting person, the trusting person

must have confidence that the other person has the ability and intention

to produce it.

• Benevolence— Benevolence is defined as the confidence that an indi-

vidual’s well-being or things the individual cares about will be protec-

ted and not harmed by the trusted party or group. Trust in this sense

acts as an assurance that the trusted person will not exploit or take ad-

vantage of the vulnerability of the person who trusts.

• Reliability— The concept of reliability means that there is a sense of

confidence that an individual’s basic needs will be met in a positive way

by the trusted person. It combines the sense of predictability—knowing
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what to expect from others—with benevolence bring a sense of confid-

ence that the need will be met (Wilson et al., 2006, p. 19).

• Competence—this is the ability to perform as expected and according

to the standards of the current assignment. To be able to trust, a per-

son must feel that the individual or group being trusted possesses the

capacity, skills, and resources to act in a reliable, benevolent manner.

• Honesty— this is related to the character, integrity, and authenticity of

a person (Wilson et al., 2006, p. 19), and hence the fundamental facet of

trust (Tschannen-Moran & Hoy, 2000, p. 558).

• Openness— this is the extent to which relevant information is not with-

held (Tschannen-Moran & Hoy, 2000, p. 558). Openness may involve re-

vealing personal information and thus making people vulnerable; how-

ever, confidence that all participants are facing similar risks reduces vul-

nerability.

Although all facets of trust mentioned above are important, Tschannen-Moran

and Hoy (2000, p. 558) indicated that the weight given to the respective facets

will depend on the nature of the interdependence and vulnerability in the

relationship. This means one facet may be more important than the other or

not relevant at all depending on the situation. Walls (2013, p. 6) identified the

types of trusts needed by the DevOps team as being the following:

• Trust between the Operations and Development teams that ensures that

the two teams are doing what they are supposed to do. This kind of

trust is associated with confidence and competence trust. The one team

needs to be confident that the other team has the ability and intention
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to do what needs to be done. The trusted team must demonstrate com-

petency by showing that it has capacity, skills and resources to perform

its assignments as required in a reliable and benevolent manner;

• Developers must trust the Quality Assurance (QA) team and believe that

it is not just there to sabotage their success. This may be associated with

reliability where one team trusts that its needs will be met in a positive

way. Benevolence can also be observed in the sense that Development

will have to have confidence that QA will protect their code; and

• A product manager needs to trust the Operations team to give objective

feedback and matrix after the next deployment. Reliability is also the

dominant trust fitting this scenario.

As previously stated, different kinds of trust variables can be associated with

the above examples, depending on the facets that are being identified. This

means that diverse people may perceive different trust variables that they

consider to receive more weight than what is argued in this research study.

Furthermore, other variables are embedded within one another; for example,

reliability has confidence and benevolence characteristics. In summary, in

this study, confidence was used as a measure of trust because confidence is

considered to be the most meaningful in these circumstances.

3.6.3.3 Respect

Walls (2013, p. 6) points out the significance of team respect by highlighting

that the contribution of every team member should be recognised, and no

member should be afraid to speak because of fear of abuse. This characteristic
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relates to open communication. It is important that every member of the

team feels that they are part of the team when discussions and decisions are

made. If a person feels the sense of belonging to a group and the group

values that person as their own, the person’s willingness to contribute to the

group would be affected accordingly. This is substantiated by Ellemers et al.

(2013, pp. 21-37) in a study on how perceived respect affects positive team

identity and willingness to invest in a team. Ellemers et al. (2013, p. 23) noted

that being respected in a group does not define an individual’s value to the

group; instead, it is how an individual is valued as a member of a group.

It was argued that it is the value of self for a group that determines the

willingness to contribute to the group (Ellemers et al., 2013, p. 23). Respect

in this research study was measured by how a person perceives respect from

fellow team members based on that person’s contribution to the team.

3.6.3.4 Roles and responsibilities alignment

Walls (2013, p. 16) stresses the significance of aligning role responsibilities

of team members and keeping a schedule of this alignment that is up to

date. Consequences of unclear roles are witnessed in fault recovery in siloed

teams whereby time is wasted while trying to track responsible people. When

people’s roles and responsibilities are not clear, it becomes hard for the team

to react promptly to arising situations. Role ambiguity represents a lack of ex-

plicit information regarding a particular role and may cause a negative effect

on performance (Beauchamp et al., 2002, p. 229) among team members. Eys

and Carron (2001, pp. 359-360) described four manifestations of ambiguity as

being:
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• Scope of responsibility—the role of team members’ perception of a

lack of clear information about the breadth of a member’s duties or re-

sponsibilities. Team members should recognise their boundaries when

it comes to their duties and the duties of others.

• Behavioural responsibility—the role of team members’ perception of

a lack of clear information about the behaviours required to fulfil the

duties or responsibilities of a member. Put differently, members of a

team should know what their role requirements are.

• Evaluation of performance—the role of team members’ perception of

a lack of clear information about how a team member’s performance

of role-related responsibilities is to be evaluated. This will encourage

team members to self-evaluate their performance and where necessary

do self-correction to fulfil their duties.

• Consequences of not fulfilling responsibilities—the role of team mem-

bers’ perception of a lack of clear information about the consequences of

a failure to fulfil the responsibilities of team members. The team mem-

bers should understand what or who will be affected by their absence

of responsibility.

Since DevOps is targeted towards the removal of silos, it is a requirement

that Developers and Operators work hand in hand from the beginning of the

project to the delivery of the project. It is, therefore, important that roles are

clearly defined to avoid the above mentioned ambiguities. In other words, the

role and the responsibilities of the Operators at the beginning of the project

and the role and responsibilities of the Developer during the deployment
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should be clear to every team member. If these roles are not clear, problems

of blame-shifting may occur where members are not sure of who is to accept

accountability at any stage of the project.

In addition, team members should understand how their work is going to

be evaluated so that they do not have to account for people who failed to

perform their duties. Walls (2013, p. 6) advices that the team should be

incentivised based on their core goal of delivering a functional product and

not reward Developers for producing lots of code, or punishing Operators for

the code that does not work at production phase. Such an approach promotes

the atmosphere of collaboration and teamwork.

In this research study, the alignment of roles and responsibilities was meas-

ured based on one of the four facets of ambiguity (i.e. the scope of responsib-

ility). The reason for intentionally choosing the scope of responsibility is that

it is in line with what Walls (2013, p. 6 & 16) was highlighted as being an

important point in this category. Secondly, in the context of DevOps teams,

performing duties and failure to perform them seem obvious once the scope

of responsibility is understood.

Table 3.3 shows the framework variables that represents the DevOps culture

adopted for this research study. Various perspectives that are used for meas-

uring these variables exist, and the ones listed in Table 3.3 were used for this

research study.

3.7 Chapter Summary

In this chapter, a proposed framework that was used for the investigation

of the factors that influence Developers and Operators to accept and use the
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Table 3.3 – Summary of variables measurements.

Variable Perspective

Open communication Frequency of use

Trust Confidence

Respect Contribution

Roles and responsibilities alignment Scope of responsibility

DevOps approach to collaborative software development was presented. It

was indicated that in order for an organisation to successfully adopt a new

culture, OCM practices need to be followed. However, a discussion of these

practices falls outside the scope of this research study. This chapter focused

on identifying factors that would influence DevOps practitioners in willingly

accepting a collaboration culture approach.

When identifying the contributing factors, it was deemed critical to explore

theories that explained how human behavioural intentions are influenced.

The two social science theories, which posit that social norm, social attitude

and behavioural control influence the intended behaviour, are TRA and TPB.

TRA and TPB are general in nature (they are applicable to most situations)

and were adapted for technology studies by adding more constructs to pre-

dict the acceptance of technology by individuals. These technology accept-

ance models that were discussed in this chapter are: TAM and its variants,

and UTAUT.

Another model that was looked at is the DOI model. Although DOI is not

a technology acceptance model, an exploration of this model was deemed

worthwhile because it explains how innovation is communicated and propag-

ated over a period of time within a community. With all the relevant con-
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structs checked, a prediction of whether the innovation would be spread suc-

cessfully within the required period of time becomes a reality.

Once all the technology acceptance models explaining how individual users

adopt and accept technology were discussed, the software development en-

vironment was explored. It was highlighted that several technology accept-

ance models have been tested in a different context, including software de-

velopment environments. A model (ISDAM) constructed for this context was

scrutinised. Not only was the model constructed from tried and tested con-

structs of earlier models, it was also purposefully designed for the software

development environment. Using ISDAM as a logical foundation for this re-

search study, new constructs were added to the model thus resulting in a new

framework being built for the thesis.

In the new framework, new variables—open communication, roles and re-

sponsibilities alignment, respect and trust—were included. The framework

indicated possible relationships between variables. How these variables truly

influence the overall intention is an ideal subject for the next chapter.
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Chapter 4

Research Methodology

4.1 Introduction

The previous chapters have provided detailed information showing why con-

ducting this research study was significant and relevant. This chapter aims to

outline the roadmap of how this study proceeded with the investigation of the

research problem. In this chapter, the question of how the variables under in-

vestigation were addressed is explained in detail. The tools that were used in

the investigation are also described and justified. This research methodology

entails the approaches, procedures, sampling and data collection methods

this study has employed.

This chapter is presented as follows: Section 4.2 provides an outline of which

research process is using a "research onion" to illustrate the processes. During

this illustration, the adopted research philosophy for this study is revealed. In

addition, the research approach, strategy and design are also discussed. Sec-

tion 4.3 describes the data collection instruments that were used and presents

the settings under which this data collection was conducted. The analysis

process of the collected data and the credibility of this study are discussed in

Sections 4.4 and 4.5, respectively. The limitations of this study in terms of the
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methodology and the ethical consideration are presented in Sections 4.6 and

4.7, respectively.

4.2 Research Process

Saunders et al. (2009, p. 108) have developed what they called a “research

onion’’, which was implemented in this study. This research onion constitutes

distinct layers corresponding to different research processes. These layers re-

semble a literal onion, which can be peeled from the outer layer to gain access

to inner layers. In this analogy, an effective progression through different re-

search processes is achievable with such a design. Although the research

onion was developed to give a clear meaning of research stages for effective

formulation of research methodology, it can be adapted as required to meet

the specific context of a researcher. Figure 4.1 depicts such adaptation to meet

the context of this research study. According to the adapted research onion,

PragmatismInductiveSurveyMixed methods

Literature review

Quantitative questionnaire

Interviews

Philosophy

Approach

Strategy

Choice

Techniques

Figure 4.1 – Adapted Research Onion from Saunders et al. (2009, p. 108).

96



the outer layer is the research philosophy, followed by the research approach

and the third layer is the research strategy. The last innermost layers show

the methodological choice and data collection techniques. In the subsequent

section, these distinct layers are briefly discussed.

4.2.1 Research philosophy

There exists a number of research paradigms and perspectives in the world

of science. These include interpretivist vs positivist research, inductive vs

deductive research, and qualitative vs quantitative studies. According to De

Villiers (2012, pp. 239-240), a paradigm is a set of assumptions that provides

a philosophical view, which leads to an organised study of a specific popula-

tion. The paradigm serves the following purposes:

1. Establishment of standards for instruments, methodology and data col-

lection and conducting of research;

2. Provision of procedures, philosophies and methods for similar contexts;

3. Guidance of researchers by specifying challenges within a discipline;

and

4. Development of theories and models that permit researchers to solve

the arising problems.

Creswell (2003, p. 5) states that there are three questions relating to research

design that should be addressed. These questions are concerned with:
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1. The knowledge claims made by the researcher. These knowledge claims

are referred to as research paradigms—philosophical assumptions, epi-

stemologies and ontologies—or research methodologies. A research

paradigm is an important element in the research process. The basic

beliefs that define a specific paradigm can be summarised by looking at

the following three questions:

(a) The ontological question asks what is the form and nature of reality.

According to Creswell (2003, p. 6), ontology is what researchers

claim about what knowledge is. It is the nature of social reality.

(b) The epistemological question which asks what are the basic beliefs

about knowledge. As far as Creswell (2003, p. 6) is concerned,

epistemology is how this knowledge is acquired. It is the nature of

knowing and the construction of knowledge.

(c) The methodological question asks how a search is conducted on

what an individual believes can be known. This process of study-

ing this knowledge is methodology.

2. The strategies that will inform the procedures to be followed. Strategies of

enquiry bring about the choice of a research design assumption about

knowledge claims. They contribute to the overall research approach—the

qualitative, quantitative and mixed methods approach. The research

strategies undertaken by this study are justified in Section 4.2.3.

3. Methods of data collection and analysis to be used. This involves the selection

of appropriate data collecting instruments. The choice of method to be

used depends on whether the information to be collected is specified in

advance or it emerges from participants (Creswell, 2003, p. 6).
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Table 4.1 – Research paradigms (Saunders et al., 2009, p. 119).
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The research philosophy presents a logical way in which data should be col-

lected, analysed and used. In this way, the research philosophy helps in reach-

ing an appropriate selection of a research methodology. Various research

philosophies exist, and these include positivism, realism, interpretivism and

pragmatism. Table 4.1 shows common paradigms which are most relevant

for this research study. Differences between interpretivism and positivism, as

suggested by Thornhill et al. (2009, p. 119), lie in the methods that are used

for the research study in question. The positivist paradigm relies on surveys,

experiments, and field studies. In contrast, the interpretivist paradigm allows

the researcher to confide in ethnomethodological, phenomenographic, eth-

nographic and case research methods (Creswell, 2013, p.48). When it comes

to selecting these methods, a number of factors come into play. These may

include the training received by the researcher, social influence by immedi-

ate people a researcher is exposed to and methods that are likely to pro-

duce potential insight about the research being conducted. With all that said,

Table 4.1 shows potential research methods that are relevant to each research

paradigm. In the same vein, it is noteworthy that it is possible to use more

than one method to collect and analyse data in a single study. This is referred

to as triangulation. Methodological triangulation combines different research

methods and theory of triangulation and makes explicit reference to more

than one theoretical tradition to analyse data (Payne & Payne, 2004, p. 230).

Within-methods triangulation occurs when variant forms of the same method

are used, and between-methods triangulation occurs when different methods

are used. This means that combining different methods such as quantitative

and qualitative methods—mixed methods—is a form of between-methods

triangulation. As philosophical underpinning of mixed methods, Creswell
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(2003, p. 12) mentions pragmatism as a suitable research paradigm. In this

instance, the research problem is more important than the research methods,

where different approaches are used to derive knowledge about the research

problem. In terms of DevOps research, 77% of the studies relied on pragmat-

ism as their research philosophy(Guerrero et al., 2020, p. 55). The following

interpretations hold for pragmatism (Creswell, 2003, p. 12):

1. It is not devoted to any one system of philosophy and reality.

2. A researcher has freedom of choice when it comes to methods, tech-

niques, and procedures of research depending on contextual needs and

purpose.

3. The world is not seen as an absolute unity. Different approaches to

collecting and analysing data are adopted instead of committing to a

single approach.

4. Truth is what works at that time. A researcher may employ both quant-

itative and qualitative data to better understand the research problem.

5. Looks at "what" and "how" of research based on the approach of the

researcher. The purpose of mixing methods should be established first.

6. Research occurs in a different context and therefore mixing methods

could be ideal in such situations where different theoretical lenses are

required.

7. Pragmatists believe that asking questions about reality and laws of nature

should be stopped and the subject should be changed.

101



In summary, pragmatism uncovers opportunities to use multiple methods,

different world views, different assumptions, and different forms of collect-

ing and analysing data (Creswell, 2003, p. 12). This study was aimed at

identifying contributing factors and their relationships, for a successful De-

vOps collaboration framework. After the developed framework is built, it

should be evaluated. Therefore, multiple methods were necessary to accom-

plish the objectives of this study. This study, therefore, followed a pragmatist

philosophy as shown in the research onion illustrated in Figure 4.1.

4.2.2 Research approach

The second sphere of the research onion shown in Table 4.1 is the research ap-

proach. Two approaches to reasoning employ inductive and deductive meth-

ods (Gioia et al., 2013, p. 17). De Villiers (2012, p. 240) view inductive reason-

ing as a reasoning process whereby if the evidence supporting an argument is

believed it supports but does not ensure the conclusion. Inductive reasoning

is exploratory and open-ended, beginning with precise observations and res-

ulting in wider generalised theories. This bottom-up approach is useful for

detecting patterns leading to hypotheses that can be explored and ultimately

providing convincing evidence to support a conclusion (Payne & Payne, 2004,

p. 175). When there is no enough pre-existing knowledge in the area of the

research, Creswell (2014, p. 34) recommends using the inductive approach.

On the other hand, deductive reasoning is narrower and is concerned with

hypotheses confirmation (Payne & Payne, 2004, p. 170) using various tech-

niques to test real-world theories. The deductive reasoning approach follows

a top-down approach, starting with theories and resulting in hypotheses that
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are thereafter tested by Creswell (2013, p. 64). The generation of ideas is

centred on individual experiences and theories, and the hypotheses that arise

from a literature search of the specific study (De Villiers, 2012, p. 242).

As suggested by Creswell (2013, p. 65), both approaches can be combined

to an extent that inductive exploratory and deductive confirmatory questions

could be included in the same study. Creswell (2013, p. 65) has reasoned

that qualitative questions remain mainly inductive questions, whilst quant-

itative questions are deductive hypotheses testing. This suggests that mixed

qualitative and quantitative research methods include inductive and deduct-

ive elements Payne and Payne (2004, p. 175), where deduction shapes the

argument and induction establishes agreement about one or more pieces of

an argument (Payne & Payne, 2004, p. 176). The two approaches (induct-

ive and deductive approaches) have a connection between them. Creswell

(2013, p. 68) explains that inductive reasoning is used to show that a causal

relationship exists and builds facts on which the deduction is formulated.

In summary, research may follow a deductive or inductive approach. A de-

ductive approach begins with a given theory that is more general and moves

towards more specific issues. Inductive approach, on the other hand, works

the opposite way, starting with being more specific and generating a gen-

eral theory. In the context of this research study, more general collaboration

theories were studied and data was collected, which led to specific new know-

ledge contributions about collaboration in DevOps settings. This study was

largely quantitative in nature, and deductive reasoning was predominantly

used to validate identified success factors in the context of DevOps collabora-

tion culture. Therefore, this study has adopted a deductive research paradigm

approach.
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4.2.3 Research strategy

Two common research strategies mentioned by Walliman (2006, p. 40) are

exploratory and confirmatory approaches. Creswell (2013, p. 70) explains

that in confirmatory studies, a researcher seeks to confirm pre-existing re-

lationships. The exploratory approach is appropriate when a researcher is

interested in clarifying the most common relationships and estimates any

causal effects. A confirmatory research strategy is defined as a strategy that

uses empirical analysis to confirm (or invalidate.) the proposed hypotheses

(Walliman, 2006, p. 43). An exploratory research strategy, on the other hand,

focuses on the closely related elements of evidence and theory (Walliman,

2006, p. 42). The confirmatory approach to a study is commonly suppor-

ted by researchers with hypothetical and experimental backgrounds, while

an exploratory approach of the study is inductive in nature and is commonly

supported by those with an interpretivist alignment (Creswell, 2013, p. 72).

Confirmatory research is based on arithmetical inferences and the deductive

approach of the descriptive statistics (De Villiers, 2012, p. 248). It starts by

identifying hypotheses; thereafter these hypotheses are verified by answering

particular questions (De Villiers, 2012, p. 248). According to Creswell (2013, p.

75), an exploratory research aims to generate and combine novel ideas, and it

relies heavily on probability models that are developed directly from the data.

In contrast, confirmatory research aims to evaluate hypotheses and confirm

the validity of the assumptions in the research design. Flexible ways to ex-

amine data without any preconceptions are the subjects of the exploratory

research approach. This approach relies heavily on graphical displays, allows

data to suggest questions, focuses on indicators and approximates error mag-
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nitudes. The researcher needs to be open-minded in this regard. On the other

hand, confirmatory research is based on hypothesis tests and formal confid-

ence interval estimation. The hypotheses determine data collection methods

and their emphasis is put on numerical computation ((Payne & Payne, 2004,

p. 144). Also, the hypotheses are used to control variables and predict results

(Payne & Payne, 2004, p. 145).

According to Creswell (2013, p. 77), both confirmatory and exploratory re-

search can be either quantitative or qualitative. Walliman (2006, p. 44) ex-

plained how the phases in the process of research reflected confirmatory or

exploratory strategies in both quantitative and qualitative research. These

research process phases are as follows:

Phase 1: Research problem and question—while this is a confirmatory pro-

cess within the quantitative approach, the qualitative approach is an

exploratory process that focuses on descriptive statistics.

Phase 2: Data collection—quantitative confirmatory research employs instru-

ments, observation, score-oriented closed-ended process and proposed

hypotheses, while qualitative exploratory research can include inter-

views, observation, an open-ended process and video-oriented approaches.

Phase 3: Data analysis—quantitative confirmatory research relies on meas-

ures such as descriptive statistics and inferential statistics, while qual-

itative exploratory research adheres to procedures such as descriptive

statistics (including classifying themes and seeking associations among

themes (De Villiers, 2012, p. 250).

Phase 4: Data interpretation—quantitative confirmatory research focuses on
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the interpretation of the theory, while qualitative exploratory research

relies on sense-making, asking questions and personal interpretation.

As indicated in the previous section, this study was largely quantitative in

nature, and thus requires large amounts of data to be collected so that infer-

ences can be made. This data needed to be collected in an economical way

from a sizeable population. This study, therefore, used the confirmatory ap-

proach whereby surveys were used for the reasons explained above. Surveys

are associated with the deductive approach (Al Zefeiti & Mohamad, 2015, p.

4), and are most frequently used for answering the ‘who’, ‘what’, ‘where’,

‘how much’ and ‘how many’ questions (Thornhill et al., 2009, p. 3). In

addition, interviews were employed to try to explain the findings from the

surveys.

4.2.4 Research design

Creswell (2003, p. 13) continues explaining the strategies of enquiry which

should specifically provide a direction for proceeding in research design. It

was explained that research can follow a quantitative, qualitative or mixed-

method approach (Creswell, 2003, p. 13). Quantitative empirical research is

usually associated with the use of administered surveys, laboratory based ex-

periments, quantitative metrics, highly structured protocol simulations and

hypothesis testing as its enquiry strategy (Olszewska et al., 2016, p. 260). The

use of quantitative empirical studies is well developed in the natural sciences

and quantitative researchers conduct the enquiry in an unbiased, objective

manner, through the description of trends or an explanation of the relation-

ship of the construct that is regarded as positivistic (De Villiers, 2012, p. 250).
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Since quantitative research supports a positivist epistemological perspective,

the researcher and research object examined are regarded as independent ob-

jects in a sense that the researcher is able to study the occurrences without

influencing them or being influenced by the environment.

Qualitative data is usually collected in the form of words or images instead of

numbers, as is the case for quantitative research. Payne and Payne (2004, p.

175) believe that qualitative methods were developed for the social sciences.

The qualitative methods enabled social science researchers to study human

behaviour and belief phenomena as they were believed to help researchers

understand people and the social and cultural contexts within which they

live. According to Knox (2004, 120), a qualitative strategy of enquiry permits

a further definition of the study’s nature and restrictions. This is supported

by Henning et al. (2004, p. 34) when describing how a socio-technical per-

spective looks at people and technical features, how they are used, and how

they interact. Since qualitative strategy supports an interpretivist epistemo-

logical perspective, the researcher and research object examined are interact-

ively linked. This means that the researcher is able to study the occurrences

while being influenced by the environment.

Mixed methods research, on the other hand, combines qualitative and quant-

itative research methods such as the use of qualitative and quantitative views,

data collection, inference techniques and analyses for the broad purposes of

the depth of understanding and corroboration of the study (Creswell, 2013, p.

79). Kaplan and Duchon (1988, pp. 574-575) are of the view that combining

these methodologies can be done without violating fundamental paradig-

matic assumptions.

Different viewpoints exist on connection level of the two strategies; at the

107



data level described by Leedy and Ormrod (2005, p. 33) and at different

research process phases level (Creswell, 2013, p. 79). Leedy and Ormrod

(2005, p. 34) recommended a matrix method for mixing quantitative and

qualitative research at the data collection level, where the grouping is centred

on two types of decisions which are sequenced and prioritised. When the

principal method is quantitative, but the use of a qualitative approach at

the beginning is used to improve the effectiveness of the quantitative research

methods that were used. The qualitative approach should be used to examine

and develop the content of the quantitative questionnaire in order to confirm

that the survey covers the important topics suitably. According to Creswell

(2013, p. 80), mixing can happen at the following different phases within the

research process:

Design stage: quantitative data can assist qualitative components, identify-

ing members of a representative sample and spotting outlying observa-

tions (Johnson & Onwuegbuzie, 2004, p. 15). Equally, qualitative data

can assist quantitative components with the concept as well as instru-

ment development (Creswell & Clark, 2017, p. 188).

Data collection stage: whereas quantitative data can provide standard in-

formation and assist in avoiding bias, qualitative data can help facilitate

the assessment of the generalizability of quantitative data and provide

a new perspective on the findings.

Data analysis stage: in addition to grounding and modifying the theoretical

perspective, qualitative data can fulfil an important role in interpreting,

clarifying, describing and validating quantitative results.
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Different types of mixed methods research can be represented on the qualitative-

quantitative continuum as shown in Figure 4.2. Figure 4.2 illustrates the

pure mixed, pure qualitative, and pure quantitative research methods. A

mixed-methods researcher generally falls within the centre, representing the

strongest or pure form. Mixed methods research that is principally qualitat-

ive (QUAL + quan) predominantly relies on a qualitative view of the research

process but incorporates some quantitative methods to a lesser extent. Simil-

arly, a principally quantitative (QUAN + qual) relies largely on a quantitative

view of the research process, with less qualitative methods and data to add

value to research studies.

A mixed-method approach was adopted for this research study. The mixed

method is research where data is collected and analysed and conclusions

drawn using both quantitative and qualitative approaches (Given, 2008, p.

526). Mixing these approaches can happen at different levels of research de-

pending on the needs of the researcher. Creswell (2003, p. 16) mentions

sequential—in which a researcher seeks to elaborate on or expand findings

of one method with another in a sequential manner—as one of the three

mix method strategies. The mixed method strategy is regarded as being ex-

planatory sequential (Given, 2008, p. 526) when the researcher starts with

quantitative data collection and analyses it; this means qualitative data col-

lection and analysis is used to explain the results of the quantitative analysis.

The opposite of such a type of mixed method strategy is called exploratory

sequential.

An explanatory sequential mixed method design was employed in this re-

search study. The quantitative data that was collected in the first phase was

thereafter analysed using quantitative analysis techniques. The second phase
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involved the collection of qualitative data and subsequent data analysis it to

help explain and hence suggest appropriate interventions to the findings of

the first quantitative data collection phase.

4.3 Data Collection

The research instrument that was used to collect quantitative data for the first

phase of this research study was the questionnaire involving which close-

ended questions. The reason for choosing a questionnaire as the research

instrument was that questionnaire are versatile in that they are cost effective,

easy to manage as they cover small to vast populations, and can be used to

gather large data (which is quantitative in this context) (Campbell et al., 2004,

p. 146). Questionnaires are an efficient data collection technique, suitable for

when knowing exactly what is needed and how the variables concerned are

Pure

Qualitative

Qualitative

Mixed

”Pure”

Mixed

Quantitative

Mixed

Pure Quantitative

Quantitative

Qualitative

Dominent

Equal Status Quantitative

Dominent

Mixed Methods

Broadly Speaking

Figure 4.2 – Mixed methods types (Johnson, Onwuegbuzie & Turner, 2007, p.
124).
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measured (Nishishiba et al., 2014, p. 100). Questionnaires include groups of

questions that can be administered personally in a written format, distrib-

uted electronically, or emailed to the respondents. Although questionnaires

are quick and easy to administer (Nishishiba et al., 2014, p. 100), careful atten-

tion is required to ensure the correct and accurate wording of the questions,

the layout of the forms, and the ordering of the questions to ensure a valid

outcome (Creswell, 2013, p. 83).

The second phase of the study was comprised of qualitative interviews. The

purpose of this qualitative interviewing was to derive interpretations, and

evaluate the findings of the first phase. A structured interview is a data col-

lection technique which focuses on finding as much information to previously

carefully questions. The communication tools of structured interviews can in-

clude telephone interviews, face-to-face interviews, or interviews conducted

through a medium such as internet or cell phone (Nishishiba et al., 2014,

pp. 100-102). Each means of approaching the interview has its strength and

drawbacks in terms of time, clarity, cost, interviewer training and knowledge

of computers.

In this research study, interviews were conducted with invited participants

using a telephone or Skype, depending on the preferences of the participant.

Literature review

Motivation

Research Question Survey

Questionnaire Quantitative

Interviews Qualitative

Data analysisData collectionStrategies

Figure 4.3 – Summary of the Research Design.
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Reasons for utilizing these methods over the traditional face-to-face was as

follows:

• The currently available technologies allow this form of interviewing to

be conducted and thus eliminating the need for commuting between the

locations of the participant and the interviewer.

• Time, being a limited resource in this research study, this method al-

lowed for time to be managed effectively and efficiently by eliminating

the time to travel to the location of the interviewee.

• Since no financial provisions in the form of a sponsor were made for this

research study, the travelling costs were eliminated without necessarily

compromising the quality of the research study.

• This study was conducted under the auspices of distance education uni-

versity, which promotes and emphasises the use of technology to bridge

the distance between the university and its students. Therefore, the re-

searcher adopted this type of interviewing method in accordance with

the university’s stance on the use of technology in distance education.

• The nature of participant work. DevOps practitioners rely on the use of

technology on their day to day work. Therefore using technology (like

Skype) for interviewing purpose should not intimidate them.

McIntosh and Morse (2015, P. 7) indicated that telephone interviews have

specific advantages cases where interviews need to be conducted with a geo-

graphically remote person. It has also been indicated that this form of in-

terviewing is economical in terms of time and costs and thus make it much

more efficient McIntosh and Morse (2015, P. 7).
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Figure 4.3 shows a summary of the research design that this study has fol-

lowed. Creswell (2003, pp. 21-22) suggests that the quantitative approach is

appropriate when the research problem is geared towards identifying factors

that influence an outcome or understanding the best predictors of outcomes.

A qualitative approach is appropriate when there is a need to understand a

concept or phenomenon. Mixed methods capture the best of both quantitative

and qualitative approaches. Since this study involved the identification of suc-

cess factors for collaboration in a DevOps environment, the mixed-methods

approach was deemed appropriate and was therefore used for answering the

research question of this research study.

Although this research is mostly quantitative, it was evident that it would

benefit from a combination of approaches, as suggested by Creswell (2013, p.

80). To discover patterns and develop theories to gain a better understanding

of the subject under investigation, this study employed qualitative methods

(De Villiers, 2012, 251). Therefore, this research study was aimed at generat-

ing knowledge of human action in context through the use of qualitative data

(Johnson & Onwuegbuzie, 2004, p. 18). The study predominantly used online

questionnaires to quantitatively test the main success factors in DevOps col-

laboration culture acceptance. Conducting the research in various provinces

in South Africa provided a more adequate understanding of the cultural and

social context of the software development community. This was followed by

interviews as an explanatory mechanism to the developed framework.

This section presents the data collection processes that were followed in this

research study. In addition, it provides a brief discussion on the research

settings, sampling and sampling size, and the participants of this research

study. A discussion on how the pilot study was conducted, followed by the
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main study, is included. Section 4.3.6.1 below provides comprehensive in-

formation about the construction of this questionnaire. This is followed by

the interviews discussion in Section 4.3.6.2.

4.3.1 Research settings

This study took place in South Africa. Creswell (2013, p. 83) views the target

population as the whole group under study. In the context of this study, the

target group were individuals who are practising DevOps philosophy in their

different organisations. This study did not look at specific organisations or

sectors per se. The participants included DevOps practitioners—Developers

and Operators—with different responsibilities and roles.

4.3.2 Sampling

The target population for this study was all Developers and Operators who

were directly involved with the actual development of the product within

DevOps settings. To include all Developers and Operators in this population

would be imposable as this number is too large to study at this level. Creswell

(2013, p. 84) defines sampling as choosing participants from the study pop-

ulation. The purpose is to extract knowledge from the selected population

representatives. Using this representative sample, the researcher is able to

explain and describe the nature of the population.

Identifying these representative samples is a science on its own. There ex-

ist several techniques for selecting a representative sample from the entire

population. Nishishiba et al. (2014, p. 78) categorise these techniques into
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probability and non-probability sampling. When a subject in the population

has a chance of being selected as a candidate, it is referred to as probability

sampling, which is also known as random sampling (Nishishiba et al., 2014, p.

79). The advantage of probability sampling is that it makes it possible to de-

termine the extent to which the sample varies from the population (Payne &

Payne, 2004, p. 210). In non-probability sampling, the representative candid-

ate is selected based on personal or convenience judgement (Creswell, 2013, p.

84), sometimes referred to as deliberate sampling. Theoretical sampling de-

liberately selects participants according to the theoretical needs of the study

(Lewis-Beck et al., 2004, p. 994).

In this research study, a form of non-probability sampling, which is also

known as convenience or opportunity sampling, was used. This sampling

method was used because participants of this research study were recruited

from social media. Such an approach is regarded as opportunistic because

only participants that are available on that platform could be reached. Budget

constraints played a major role in the researcher opting for this technique.

This convenience sampling was followed with a purposive sampling criterion

in which the participants were selected for interviews. Purposeful sampling

is a non-probability sampling technique used in qualitative research to se-

lect participants that are knowledgeable about or experienced with a phe-

nomenon of interest Creswell and Plano, 2011 as cited by Palinkas et al. (2015,

p. 534). More experienced participants were selected to participate in the in-

terviews.
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4.3.3 Sample size

It is important to consider the sample size of this and any other research.

As one has indicated, constrains such as budget and time, may limit the

inclusion of the entire population in a study, and the question of the sample

size needs to be borne in mind. Sample size depends on aspects mentioned

by Nishishiba et al. (2014, p. 77) such as: nature and size of the population

under study, resources, budget, time available, the required accuracy of the

study, and the significance of the results. In addition, Creswell (2013, p. 86)

advises that the sample size should be based on the type of research being

carried out, although practical limitations may have an effect.

In this research, the sample of 540 respondents was regarded as being of

a suitable size based on guidelines and standards set out by Payne and

Payne (2004, pp. 200-203). According to Payne and Payne, the sample size

should consider analysis methods that will be used, and the questionnaire

size. Based on these and the level of confidence and the amount of error that

can be tolerated, the sample size was estimated.

4.3.4 Participants

It is important that respondents of a study are able to provide the information

required from them. To this end, respondents should possess specific skills

such as cognitive skills (Rubin & Babbie, 2016, p. 55). This suggests that an

understanding of written and spoken language and reacting accordingly is

important.
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In this research study, the research material was presented in English lan-

guage, a language that is understandable to all the participants. In addition,

participants were IT practitioners who were deemed to be capable of provid-

ing insight into the critical success factors of DevOps collaboration culture. It

was believed that DevOps practitioners with at least one year experience in

DevOps roles should be able to provide the required information for this re-

search study. The participants were selected from various provinces in South

Africa. Consequently, diverse races and cultures were included in the re-

search study.

This study relied on primary data, that is, data collected and linked together

for a particular research study to provide meaningful information (Creswell

& Clark, 2017, p. 57). Such type of data can be collected through interviews,

observations, and self-administered instruments (De Villiers, 2012, p. 240).

In this research study, primary data were collected through the use of online

questionnaires and interviews with the target population.

4.3.5 Pilot study

It is important to carry out a pilot study in order to remove or fix problems

that could arise in the main study. Therefore, a pilot study can assist in resolv-

ing issues that could have cost more to resolve in the main study. In addition,

a pilot study plays the role of checking the suitability of the research meth-

ods and research design, and thus enables the researcher to make changes, if

required, to the questionnaire. A pilot study was carried out with 25 DevOps

experts in the City of Tshwane area of South Africa. The purpose of the pilot

study was to collect data to reduce risk and uncertainty. Results generated
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from the pilot study did not necessitate any changes to and a subsequent

redesign of the questions.

The interview schedule was also piloted using two participants, and the ne-

cessary adjustments where made. This pilot was conducted to make sure of

the following:

• All the questions that are necessary were included.

• The question elicited the type of expected responses.

• That there are no problems with the line of questioning (e.g. posing

ambiguous questions that have different meaning to different people).

4.3.6 Main study

For the main research study, a total of 540 requests to complete the ques-

tionnaire were sent to potential respondents and only 312 were satisfactorily

completed. The questionnaire consisted of two parts, A and B. In Part A, the

respondents were asked to complete the demographic questions aimed at ob-

taining information about the moderating effects in the proposed framework.

In Parts B, attitude questions based on DevOps collaboration were posed.

4.3.6.1 Quantitative questionnaire

The questionnaire consisted of a set of self-completion questions (See Ap-

pendix D for the whole list of questions.) which were administered and ex-

pected to be completed by the respondents online via email. Google forms
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Table 4.2 – Summary of number assessment statements.

Methodology Adoption Construct

Success factors Items

Open Communication 6 items
Roles and responsibilities alignment 6 items
Respect 6 items
Trust 6 items
Subjective Norm 6 items
Organisational Usefulness 6 items
Perceived Behavioural Control-Internal 6 items
Intention to follow DevOps culture 8 items

were used to create and distribute the questionnaire to participants. The ques-

tionnaire was divided into eight sections with the first section focussing on

bibliographic questions. Four variables that were in the first section of the

questionnaire are gender, age, role, and experience. The remainder of the sec-

tions required the participants to capture using a five-point Likert scale their

perceptions about DevOps collaboration factors.

The scale was a modification of a scale used in the study by Hardgrave and

Johnson (2003). The participants indicated their level of agreement or dis-

agreement with statements of the questionnaire. The survey instrument con-

sisted of 54 statements.

These statements were designed to test DevOps collaboration culture using

the following four constructs:

• Open Communication (OC);

• Roles Responsibility (RR);

• Respect (RE); and
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• Trust (TR).

A detailed discussion on how these DevOps culture constructs were meas-

ured was presented in Section 3.6.3

The other five factors for DevOps collaboration culture acceptance were ad-

opted from the model by Hardgrave et al. (2003), and the following constructs

were used:

• Social Norm (SN);

• Organisational Usefulness (OU);

• Perceived Behavioural Control-Internal (PBC-I); and

• Intentions to use/follow DevOps culture (INT).

The number of items that were used to test each construct in the questionnaire

are summarised in Table 4.2.

The low response rate in respect of using questionnaire as a data collection

instrument remains a challenge. To maximise the response rate of the survey,

the following precautionary measures were taken:

• Google forms that are available in most platforms were used to collect

data.

• A reminder to complete the survey was issued two weeks after the first

email was sent.

• Participants were made aware of the time required for the completion

of the survey (15–20 minutes).
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Table 4.3 – Construction of the interview questions.

Success factors Scheduled question

Open Communication How do you stay updated about DevOps projects
you are working on with your team members?

Roles and
responsibilities
alignment

How important is the clear role responsibilities
between DevOps developers and operators for
the success of the project?

Respect How your team members encourage you to
contribute to the team?

Trust How important is the trust between DevOps
developers and operators for the success of the
project?

Subjective Norm How important is the influence of DevOps team
members in the acceptance of DevOps?

Organisational
Usefulness

How does the collaboration between Devs and
Ops affect the success of the organisation?

Perceived Behavioural
Control-Internal

How do one’s skills and abilities affect the
success of DevOps projects?

4.3.6.2 Qualitative interviews

The aim of this qualitative interview is to use DevOps experts to evaluate

the developed framework. The study followed a hermeneutic interview ap-

proach, which is a form of phenomenological interviewing approach that

seeks to examine the interpretative meaning aspects of the experiences of De-

vOps experts. Phenomenological interview approach generates detailed and

in-depth descriptions of human experiences (Roulston, 2010, p. 16).

Semi-structured interviews were conducted in which participants were asked

open questions and given the freedom to use their own words to formulate

their answers. The construction of the questions for the interview is illus-

trated in Table 4.3.
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4.4 Data analysis

This data analysis was conducted to identify the factors that are critical in the

successful adoption of DevOps collaboration culture. The data analysis was

performed to transform raw data that was collected into meaningful insights

that would add value to the knowledge base. Conclusions were reached re-

garding the challenges and opportunities that emerged during the analysis

process. Quantitative data analysis was conducted first and it was followed

by qualitative data analysis. A brief discussion of the processes followed is

presented in the following sub-sections.

4.4.1 Quantitative data analysis

The statistical package that was used to analyse the quantitative data was the

IBM SPSS ver. 25 software. The raw data was read into SPSS and a database

with variables names and type was created. To ensure correct and meaningful

data, the raw data was subjected to verification and cleaning treatment prior

to application of the statistical analysis method.

Once the data was cleaned and verified, the reliability and validity tests were

performed on the instrument. Cronbach’s Alpha was computed to test for

reliability of the research instrument items. Cronbach’s Alpha is used to

assess internal constancy of the proposed decision variables (Huizingh, 2007,

p. 243). Exploratory Factor Analysis was also computed as a measure of

construct validity.

Further analysis was conducted using descriptive and inferential statistics.

Descriptive statistics to calculate frequencies, means, and standard deviations
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were computed on items in the questionnaire. Inferential statistics were then

conducted on the data to measure correlations between variables. In addition,

a regression analysis was conducted to test the validity of hypotheses.

4.4.2 Qualitative data analysis

A deductive approach in which transcribed data was grouped using con-

structs from the previous hypothesis was followed during the analysis of the

qualitative data. Content analysis was employed to analyse the data. Payne

and Payne (2004, p. 51) described content analysis as a method that seeks

to demonstrate the meaning of written or visual sources by systematically

classifying their content into predefined categories and then quantifying and

interpreting the sources. A description of how the content analysis was con-

ducted is presented in Section 6.2.1.

4.5 Research credibility

Measures that were taken to show the credibility or the trustworthiness of this

research are discussed in the subsections below. This credibility was meas-

ured in terms of validity and reliability. Since this was a mixed-method study,

reliability and validity were measured differently for qualitative and quant-

itative studies. Therefore, these terms are discussed separately as follows:

Section 4.5.1 is focussed on validity and reliability of the quantitative study

and Sections 4.5.2 and 4.5.3 discuss the respective reliability and validity of

the qualitative study.
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4.5.1 Validity and Reliability of the quantitative study

Validity and reliability are two factors a researcher should be concerned with

when conducting a research study (Payne & Payne, 2004, p. 196). Reliability is

the extent to which research measurements can be repeated by numerous re-

searchers, on different occasions and under different conditions (Drost et al.,

2011, p. 106). Put differently, reliability is the consistency of measurement.

Various methods for testing reliability in behavioural research exist. Drost

et al. (2011, pp. 108-112) provides a brief discussion on the following reliab-

ility testing techniques: test-retest, alternative forms, split–halves, inter–rater

reliability and internal consistency. Internal consistency uses Cronbach’s Al-

pha to measure the consistency of questions in a questionnaire (Drost et al.,

2011, p. 112). The internal consistency of the questionnaire that was used in

the study was measured using Cronbach’s Alpha.

Validity, on the other hand, is concerned with the meaningfulness of the re-

search components. It ensures that the researcher measures what the re-

searcher intends to measure. Drost et al. (2011, pp.114-121) summarises meth-

ods of measuring validity as: statistical conclusion validity, internal validity,

construct validity, and external validity. Construct validity was the method

used to test for validity in the quantitative study. To ensure that the constructs

are valid, the following steps were followed in this research study:

Step 1: A conceptual framework (Figure 3.5) was constructed from the ana-

lysis of literature. The questionnaire design followed from the frame-

work constructs.

Step 2: The study promoter evaluated the framework. In addition, the frame-

work and its constructs were peer reviewed, presented and published
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in the conference proceedings.

Step 3: The construction of the data collection instrument was completed in

collaboration with the statistician.

The questionnaire resulting from these steps was evaluated using face valid-

ity. Face validity as defined by Drost et al. (2011, p. 116), is “the subjective

judgement on the operationalisation of a construct’’.

The questionnaire used in this research study was, therefore, tested for two

factors; validity was confirmed using EFA, whilst reliability was assessed us-

ing Cronbach’s Alpha. Results emanating from this test are discussed in

Chapter 5.

4.5.2 Reliability of the qualitative study

Reliability and validity are important in all research, including qualitative

research. However, they address issues relating to the quality of data and ap-

propriateness of the methods used. Reliability in qualitative studies attempts

to ensure consistency, dependability and replicability of the qualitative re-

search (Zohrabi, 2013, p. 259). In addition, Zohrabi (2013, p. 259) has added

that obtaining similar results in qualitative studies is straightforward because

it relies on numeric data. This is the opposite when dealing with qualitat-

ive data as the interpretations may differ from one researcher to another. As

the result, Lincoln and Guba (1985, p. 288) advise that, instead of focusing

on obtaining the similar results, the focus needs to be directed towards the

dependability and consistency of the data. In this way, the reliability of the

study was based on the credibility of the data collection process that leads to

consistent and dependable results.
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4.5.2.1 Dependability

Dependability is concerned with ensuring that research results are reprodu-

cible under similar conditions. Although it might seem impossible to replicate

qualitative results, Lincoln and Guba (1985, pp. 316-317) suggest the use of

the researcher’s position and audit trail to ensure the dependability of the

study. The researchers’ position requires a provision of an explicit explana-

tion of the various processes used during the enquiry. An audit trail, on the

other hand, requires full details on how data is collected, how it is analysed,

how the themes emerged and how to arrive at the given results.

To endure the reliability of the qualitative enquiry, this study followed the

above suggestions. The researcher provided a comprehensive explanation

of the processes followed to conduct the study. In addition, the journey on

how the collection of data, the analysis of data, the formation of themes and

interpretation of the results was explicitly stated.

4.5.3 Validity of the qualitative study

Validity in this context is based on the trustworthiness, utility and dependab-

ility that is placed on the study (Zohrabi, 2013, p. 258). In other words, valid-

ity is dependent on the researcher and the participants. Validity is concerned

with whether the research is believable, true, and whether it measures what

it is supposed to measure. Several validity factors, which were mentioned

by Miles and Huberman (1994, pp. 278-279), are discussed in the following

sub-sections.
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4.5.3.1 Credibility

Credibility is concerned with the truth of the research findings, as explained

by Lincoln and Guba (1985, p. 45). According to Miles and Huberman (1994,

p. 278), to produce convincing findings, context-rich and meaningful de-

scriptions should be provided. The five strategies for improving credibility

are: prolonged engagement, persistent observation, triangulation, peer de-

briefing, negative case analysis, referential adequacy and member-checking

Lincoln and Guba (1985, p. 45).

4.5.3.2 Confirmability

Confirmability is the degree to which the research findings can be confirmed

or corroborated by others. To this end, confirmability ensures that the re-

search findings are bias-free. Confirmability also refers to the extent to which

a researcher is aware of, or accounts for, individual subjectivity or bias. To

help minimise this bias, Miles and Huberman (1994, p. 67) recommended

the preparation of a comprehensive precise description of data collection and

analysis methods. On the other hand, Lincoln and Guba (1985, p. 48) have

suggested the use of triangulation of methods and data sources, and practice

reflexivity to carry out a conformability audit trail.

4.5.3.3 Transferability

Research findings are transferable if they could be applied to a similar situ-

ation. Transferability is analogous to external validity in that it demonstrates
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the extent to which findings can be applied to other contexts, or are gener-

alised Miles and Huberman (1994, p. 70). To ensure transferability, Lincoln

and Guba (1985, p. 51) have advised that researchers should give detailed re-

search methodology that describes the data collection, analysis and sampling

methods used.

As a result, this research study has adopted the following strategies which

were found to be applicable to this study:

Triangulation: In this study, different methods (i.e. web surveys and inter-

views) were employed to collect data. Methodological triangulation was

also used in the sense that the use of the mixed-method approach res-

ulted in different data collection and data analysis techniques.

Peer debriefing: The study was conducted under the supervision of an ex-

perienced promoter who guided the research process. Expert blind

peer reviews were conducted on published conference proceedings and

presentations.

Vivid and broad descriptions: Information about the study is discussed in

detail and the required information is disclosed to the readers.

Audit trail: All the processes of this study are documented, and the results

used to generate reports are attached in the appendices.

With all that said, it can be concluded that measures were taken to increase

the credibility of this study to an acceptable level. Although the credibility

of this study was kept in mind, there are some limitations that need to be

discussed in order for the reader to be clear on how they were dealt with.
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4.6 Limitations

Qualitative data collection in the form of interviews can be a time-consuming

process as it requires that an appointment with potential participants be made

first. It is often not easy to acquire a time slot that suits both the researcher

and the research participant, and this often leads to the number of inter-

viewed participants to be low, as experienced in this research study. The

second qualitative limitation of this research study is the location of the parti-

cipants. Since this was a self-funded research study, the location of potential

participants proved to be a constraint, and telephone and/or Skype inter-

views were the only option that was available to the researcher.

4.7 Ethical Issues

When conducting research, ethical and data protection issues should be taken

into account. Ethical guidelines seek to work towards protecting the individu-

als, communities and environments involved in the studies against any form

of harm, manipulation or malpractice.

This study was conducted under the auspices of the University of South

Africa (UNISA), and its policies on ethics were therefore followed. Since this

study involved human participants, UNISA’s policy on the involvement of

human participants was used as a guide. The policy is aimed at protecting hu-

man participants by using acceptable ethical standards in research involving

human participants. An Ethical Clearance Certificate (see Appendix A) allow-

ing the researcher to conduct this research study was obtained. The Certificate

was issued by the UNISA’s Research Ethics Committee.
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The following ethical issues were considered and dealt with accordingly:

Informed consent This study relied on web questionnaires and telephone

interviews. The participates were recruited on their individual basis and it

was not necessary to request permission from their respective employers.

A cover letter (See Appendix B) to the anonymous web-based survey was in-

cluded in the survey to allow participants to make a decision on whether they

would like to continue with the survey or withdraw without facing negative

consequences. By continuing with the survey, the participants were deemed

to have given their consent.

With regard to telephone interviews, a consent form (See Appendix C) was

read to the participant and the participants were asked if they would like to

continue. If they responded with a ‘yes’, interviewing continued as planned

otherwise the call was terminated after the explanation that this will not affect

them negatively.

Harm and risk The nature of this study did not place participants nor the

researchers in any position that could bring them harm or risks. The research

was based on the opinions of participants relating to DevOps collaboration

culture, and none of the participants was put in danger of any sort.

Honest and trust When conducting this research study, the researcher abided

by the UNISA ethical guidelines to ensure the credibility of this study. Eth-

ical guidelines for collecting and analysing research data were followed in an

honest and trustworthy manner.
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Privacy, confidentiality and anonymity In this study, the researcher en-

sured that the confidentiality and anonymity of all participants. To enforce

this principle, no information that would identify the participant directly or

indirectly was collected. The participants were made aware of their right to

privacy, confidentiality and anonymity before their participation was recor-

ded. It was also made clear that data collected from their participation will

be used solely for the purpose of this study and their identity will not be

revealed in publications resulting from this study.

Voluntary participation After assuring the participants on the precautions

taken to protect their identity and their vulnerability, it was made clear to the

participants that this research was only meant for the fulfilment of an aca-

demic obligation and that their participation was voluntary. The participants

were informed of their right to withdraw their participation at any point of

the research study.

Ethical clearance certificate

The appendix A shows the ethical clearance certificate that was issued for this

study.

4.8 Chapter Summary

In this chapter, research processes were discussed using the research onion as

a research process template. During this discussion, research concepts such
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as the research philosophy approach to research, the research strategies and

designs were explained.

This study followed pragmatism as a research philosophy of choice since

this research philosophy gives the researcher the freedom to combine differ-

ent methodologies. This means that the research may use both qualitative

and quantitative methodologies (mixed-methods study). Although this was

a mixed-method study, it leaned mostly towards a qualitative study. The re-

search study is regarded as a confirmatory study in that qualitative enquiry

is conducted to explain and confirm the results of the quantitative enquiry.

In addition, this study adopted a deductive approach in which more general

theories were used to devise specific DevOps collaboration knowledge.

Data collection and analysis techniques used were explained in detail. The

study relied on surveys as the data collection tool. During the surveys, a

questionnaire and interviews were used to collect quantitative and qualitative

data, respectively. Statistical techniques were used to analyse the quantitative

data, whilst qualitative data was analysed using qualitative content analysis.

Lastly, the processes used to ensure the credibility of this study and the ethical

principles followed to protect this study and its participants were discussed.

The analysis and the findings of this study are outlined in the subsequent

chapters. The results of the quantitative and qualitative studies are presented

in Chapters 5 and 6, respectively.
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Chapter 5

Quantitative Data Analysis and

Interpretation of Findings

5.1 Introduction

This thesis followed a mixed method research design approach in which data

was collected in two phases. Since this was an exploratory mixed methods

study, quantitative data was collected and analysed first, which was thereafter

followed by the collection and analyses of qualitative data. The first phase of

data collection was conducted using a questionnaire as an instrument. This

was followed by research interviews, which yielded qualitative data.

This chapter will discuss the statistical analysis of the results and the inter-

pretations of the research findings from the quantitative data to answer the

research questions. A Statistical Package for Social Sciences (SPSS) v25.0 was

used to conduct the statistical analysis.

The chapter starts by discussing how raw data were treated cleaning during

screening. This is followed by an analysis of the demographics of participants

using descriptive statistics (see Section 5.3). To test for validity, Exploratory

Factor Analysis (EFA) was employed. The Cronbach Alpha and a composite
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reliability test of the constructs were evaluated in Section 5.5. The constructs

correlation was measured to determine if the relationships between constructs

were significant. In Section 5.7, regression analysis was conducted to test the

hypotheses. Lastly, a modified framework for acceptance of DevOps collabor-

ation culture was presented. This framework showed the key elements of the

DevOps collaboration culture that DevOps practitioners believe are important

in such an environment.

Moderator variables were also investigated to determine their effect on the

relationships associated with DevOps collaboration culture. For this investig-

ation, the job role variable was analysed in detail, and the outcomes discussed

accordingly.

5.2 Data screening

It is important to conduct data screening to identify missing data, the accur-

acy of data entry, normality and miscoded data. To avoid problems such as

normality and linearity, missing values and outer influence are highlighted,

as they could improve the R2 values. Data screening was carried out to clean

the data so that the statistical analysis procedures are precise and to ensure

that estimates have a sound basis. During this screening process, the follow-

ing cases were considered:

• Outliers: Frequency tables and Mahalanobis distance—a measure of the

geometric distance between a given points on the graph—were com-

puted and studied for univariate and multivariate outliers. Residual
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analysis was used to detect outliers with values above 3.5. No such

outliers were found.

• Missing values: Frequency tables were used to detect missing values. In

this case, the middle point was used to replace the missing value.

• Normality: Data was tested for a normal distribution before paramet-

ric tests were conducted. Data skewness—which measures the sym-

metry—and kurtosis—which measures whether data are peaked or flat—were

within an acceptable value that is between −2 and +2.

During the filling of the questionnaire or the capturing of data on the system,

the appropriateness of the data was taken into consideration. The data sets

were examined for cases of univariate and multivariate outliers and where

they were found biased results were removed. This was done to make mean-

ingful decisions on the occurrence of such outliers. The normality of the data

was also examined to understand what to do with cases of non-normality.

5.2.1 Sample data

A linear model must be carefully tested using diagnostic plots to confirm

the validity of the assumptions of multiple regression and residual analysis

(Huizingh, 2007, p. 300). The following assumptions are recommended by

Huizingh (2007, p. 299) and Parker et al. (2015, p. 150) for a meaningful

statistical analysis:

• analysing for linear functional form;

• having a proper representative sample;
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• determination of fixed independent factors or variables and observa-

tions of the framework to confirm that there are no omitted factors;

• existence of equality of variance of the errors that provide homogeneity

Figure 5.1 – Scatter plot diagnostic test.

Figure 5.2 – A normal P-P Plot of regression standardised residual.
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of the residual variance;

• normality of the residuals or errors, that is, checking whether data do

not have multicollinearity and homoscedasticity;

• removing high correlation of the errors; and

• noticing and removing outliers.

Correlation matrix is associated with singularity and multicollinearity, which

occur when decision variables are auto-correlated with values of 0.9 and

above (Huizingh, 2007, p. 309). Multivariate and bivariate correlations were

analysed and no bivariate correlations of 0.9 and above were found between

the independent variables. Coefficients output and residual analysis were

used to evaluate multivariate correlation. All tolerance readings were found

to be above 0.3 and the variance inflation factors were below 3. Parameters

were used to detect the outlier by comparison of values of the residuals in

SPSS (error = predicted − actual) as being out of range of 3.5 and −3.5 of

standardised residuals (Huizingh, 2007, p. 311).

To establish which errors were out of range, regression was run in SPSS

v25.0 to determine the residual versus the fitted plot. Figure fig:Scatter-

plot-diagnostic shows the resulting diagnostic test scatter plot. To detect the

univariate and multivariate outliers, a Mahalanobis distance measure of the

geometric distance between a given point on the graph and the centroid was

used, using recommended assumptions made by Parker et al. (2015, p. 153).

These outliers—multivariate and univariate—were examined using the resid-

ual analysis and no univariate and multivariate outlier cases with a residual
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out of the range 3.5 were found. It was therefore concluded that the multivari-

ate outliers were random and that there was little danger in retaining these

factors. The residuals indicate linearity, homoscedasticity and independency

since the scores appear to have been organised between two parallel lines,

as shown in Figure fig:A-normal-P-P. Multicollinearity is the high correlation

among the explanatory decision variables that prevent their effects from be-

ing analysed, and was tested. As suggested by Parker et al. (2015, p. 153),

the presence of multicollinearity makes it problematic to evaluate the influ-

ence of unidentified parameters giving significant errors for minor changes

in data. Therefore, multicollinearity will lead to high significant standard

errors and a high correlation coefficient that generates an R2 value that is

close to 1 or −1 (Huizingh, 2007, p. 301). This was evaluated by veri-

fying whether the R2value is near ±1. The modal summary of SPSS pro-

duced an R2 value of 0.529. When the R2 value was computed for tolerance

(tolerance = 1− R2 = 0.471), based on the criterion that the deletion would

not improve the regression R2, the resulting values showed non-existence of

multicollinearity.

In addition, the descriptive analysis showed that the data kurtosis and skew-

ness were within the acceptable value of ±1, which meant that no data trans-

formation was necessary. Furthermore, the expected normal probability plot

was employed to assess multivariate normality. Based on the scores that are

almost on the straight line (see Figure fig:A-normal-P-P), the normal P–P plot

of the regression standardised residual was considered normal. The plotted

scores appear to be close to the diagonal line, and scattering is, for this reason,

regarded being normally distributed (Parker et al., 2015, p. 165). Thus, the

null hypothesis, which declares that errors follow a normal distribution, is
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accepted. To this end, the assumptions for multiple regression and residual

analysis are supported.

5.3 Respondents demographics

The survey was administered to 520 DevOps practitioners around South Africa.

A total of 312 of questionnaires were returned by participants and were found

to be suitable for analysis. Details about the characteristics of these respond-

ents, in terms of their age, gender, job role and experience, are summarised

in Table 5.1.

In the case of gender, most respondents were male with a representation of

82.7%; female respondents comprised 17.3% of the respondents. Respondents

were also categorised according to the following age groups:

• Between 18 and 25;

• Between 26 and 36;

• Between 36 and 45; and

• 46 and above.

At 61.5%, the majority of the respondents were in the age group category 26

to 35. This was followed by the age categories of 36 to 45 (30.8%) and 18 to 25

(5.8%). The lowest number of respondents was recorded for the 46 and above

age category.

The respondents were categorised further in terms of their job roles. That

is, whether a respondent performs a developer, operator or both roles. The
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data gathered indicate that the majority of the participants (50.0%) were per-

forming both developer and operator roles. This is not surprising as DevOps

practitioners are generally encouraged to be able to carry out both roles. At

28.8% (operators) and 21.2% (developers), operators and developers were the

second and third highest number of respondents, respectively.

The experience of the respondents was categorised as follows:

• Less than 1 year;

• Between 1 and 2 years;

• Between 3 and 5 years; and

• Above 5 years.

The majority of respondents (40.4%) had between three and five years of ex-

perience. Interestingly, 25.0% of the respondents have either one to two or

over five years of work experience. Very few respondents (9.6%) had been

working for less than one year.

5.4 Validity of the study

This section discusses the validity of the quantitative part of this study. Since

this quantitative study relied solely on the use of a questionnaire, only the

validity construct was tested using Exploratory Factor Analysis (EFA). The

following criteria were used for deciding on the number of factors:

• A cumulative percentage explained by factors > 60%,
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Table 5.1 – Respondents characteristics (N=312).

Characteristic Percentage Frequency

Gender

Male 82.7 258
Female 17.3 54

Age group

[18 and 25] 5.8 18
[26 and 35] 61.5 192
[36 and 45] 30.8 96
[46 and above] 1.9 6

Job role

Developer 21.2 66
Operator 28.8 90
Both (Dev and Ops) 50.0 156

Experience

less than 1 yr 9.6 30
1–2 yrs 25.0 78
3–5 yrs 40.4 126
above 5 yrs 25.0 78

• Eugen values > 1, and

• The significant decline in the Scree plot.

The Table 5.2 shows that a 82.8% cumulative variance, which is explained by

eight (8) factors. These factors (the first eight on the table) have Eigenvalues

larger than 1.

5.4.1 The Kaiser-Meyer-Olkin (KMO) value and Bartlett’s test

of sphericity

Table 5.3 shows the results of Bartlett’s test of sphericity and the Kaiser-

Meyer-Olkin (KMO) value. According to Pett et al. (2003, p. 231), the KMO
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Table 5.3 – Kaiser-Meyer-Olkin (KMO) and Bartlett’s test.

KMO and Bartlett’s Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.572

Bartlett’s Test of Sphericity Approx. Chi-Square 1731.592

df 78

Sig. 0.000

Source: SPSS 25.0

value of 0.572 represents the degree of common variance among the eight

variables, which is significant to conduct a factor analyses (KMO > 0.5). The

p-value of Bartlett’s test is below 0.01 (p = 0.000) and is significant at the 99%

level of confidence. The p–value of Bartlett’s test is, therefore, suitable for

factor analysis thus suggesting that the correlation structure is significantly

strong enough for factor analysis of items.

5.4.2 Communalities

The communalities of the items in the questionnaire are shown in Table 5.4.

According to Pett et al. (2003, p. 148), communalities is the extent to which a

single item correlates with the rest of the items in the construct. An item with

the communalities value close to 1 signifies that the item correlates highly

with the other items, whilst items with low communalities, i.e. those near 0.3,

are eliminated as suggested by Pett et al. (2003, p. 148).

Using the Principal Component Analysis (PCA) as the extraction method, the

communalities of all twenty three (23) items (see Table 5.4) are acceptable.
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Table 5.4 – Communalities extraction.

Communalities Communalities
Questions Initial Extraction Questions Initial Extraction

Q5 1.000 0.747 Q37 1.000 0.858
Q6 1.000 0.798 Q41 1.000 0.721

Q11 1.000 0.857 Q42 1.000 0.797
Q12 1.000 0.853 Q43 1.000 0.861
Q16 1.000 0.865 Q44 1.000 0.824
Q21 1.000 0.897 Q46 1.000 0.830
Q22 1.000 0.892 Q47 1.000 0.722
Q23 1.000 0.869 Q48 1.000 0.808
Q24 1.000 0.738 Q50 1.000 0.937
Q29 1.000 0.775 Q53 1.000 0.946
Q30 1.000 0.848 Q54 1.000 0.716
Q36 1.000 0.877

Extraction method: Principal Component Analysis (PCA)

The questionnaire was analysed using the EFA that is based on the PCA ex-

traction method to inspect differences among the constructs. The reason for

using PCA was to reduce the factors to a small set of composite variables. In

addition, EFA was used to identify hidden dimensions or constructs, which

may not be obvious from the direct analysis. Since the questionnaire con-

ceptualisation was based on the literature review, four categories that were

used to group the factors were also based on the literature. It was therefore

important, as suggested by Pett et al. (2003, p. 92), to evaluate whether all

these factors were loading in their categories and that their Eigenvalues were

acceptable for inclusion in the final analysis.

Table 5.5 shows an extraction from the component matrix, with the results

from the total variance explained. Each factor loadings on each rotated com-

ponent that forms the categories of the classification is tabulated in Table 5.5.

This resulted in eight factors that have Eigenvalues greater than 1.0.

Figure 5.3 shows the scree plot results after further analysis was conducted.
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Table 5.5 – Results of Principal Component Analysis of success factors.

Category Success factors Rotated
compon-
ent
matrix
value

Total variance
explained

Eigen
values

SN SN_1 0.831 4.967 1.142SN_2 0.846

OC
OC_1 0.861

10.907 2.509OC_2 0.891
OC_3 0.830

RR RR_1 0.898 7.480 1.720RR_2 0.901

OU OU_1 0.925 4.529 1.042OU_2 0.651

PBC-I PBC_1 0.863 6.339 1.458PBC_2 0.859

RE RE_1 0.818 9.896 2.276RE_2 0.843

TR TR_1 0.927 8.437 1.940TR_2 0.942

INT

INT_1 0.783

30.214 6.949

INT_2 0.691
INT_3 0.870
INT_4 0.785
INT_5 0.805
INT_6 0.683
INT_7 0.842
INT_8 0.779

Although a scree plot does not indicate clearly on which factors should be

retained, a rule of thumb of disregarding all the factors possessing Eigenval-

ues less than 1 is generally adopted. That being said, a decision to extract the

eight factors, as depicted in Figure 5.3, was reached.

145



5.4.3 Principal Factor Analysis (PFA)

The rotation method helps to identify the factors that load in each category

(Jupp, 2006, p. 114).According to Jupp (2006, pp. 114-115) a factor is regarded

as being loaded in a category if its loading value is greater than 0.3. The load-

ing of an item indicates the extent to which that item contributes to the factor.

The category extracted in Table 5.5 (TR) has the highest variance (30.214). This

implies that this category has the most variance of the observed factors and

therefore correlates well with many of the observed factors. In other words,

in the case of this research study, TR plays a major and much more prominent

role in DevOps collaboration culture than the rest of the other factors.

On the other hand, the next extracted category showing the highest variance

of those factors that were not included in the TR category is OC. The im-

plication of this is that this category correlates with many of those factors

that were less correlated with the TR category. In the context of this research

Figure 5.3 – Data sample scree plot.
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study, this shows that the OC category factors have a strong influence on the

DevOps collaboration culture, but many of these factors are independent of

TR factors and their correlation may tend to be zero.

According to the PFA, there were no factors that indicated to have split load-

ings. These split loading factors loads in more than one category. The PCA

of the twenty three (23) factor outputs and seven (7) iterations of extractions

conformed to the eight (8) categories. Ultimately, factors were reduced from

the initial twenty three (23) factors to eight (8) factors, resulting in a combined

contribution of (82.8) of the total variance.

5.5 Reliability and correlation

To determine the degree of correlation between the decision variables and

other measures that have been predicted in theory to correlate to them, this

study employed a construct validity. Jupp (2006, pp.314-315) supports this

in that it also determines whether these decision variables do not correl-

ate with other variables that have not been theories not to correlate with

them. Cronbach’s Alpha was used to measure decision variables’ reliabil-

ity. Table 5.6 shows the summary reliability statistics for all the contributing

factors in the research instrument.

5.5.1 Reliability of constructs

Decision variables were evaluated for their reliability before construct validity

and correlation were tested. As suggested by Peng (2009, p. 428), Cronbach’s
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Table 5.6 – Reliability statistics.

Factor (Construct) Cronbach’s alpha

Construct 1: Trust (TR) 0.880

Construct 2: Open Communication 0.839

Construct 3: Respect (RE) 0.815

Construct 4: Intention (INT) 0.845

Construct 5: Role Responsibilities (RR) 0.728

Construct 6: Social Norm (SN) 0.794

Construct 7: Organisational Usefulness (OU) 0.770

Construct 8: Perceived Behavioural Control-Internal (PBC-I) 0.694

Alpha (α) was used to check for internal consistency of these decision vari-

ables. For the checking of the internal consistency of the decision variables,

an item analysis was performed on the questionnaire items. This was done

construct by construct to determine the Cronbach α values. These values were

used as a measure of the reliability of the questionnaire. The three deciding

criteria that were used to guide the inclusion or exclusion of the item in the

questionnaire are as follows:

• Cronbach α > 0.8, was considered a good reliability.

• Cronbach α of between 0.6 and 0.8, was considered as acceptable reliab-

ility.

• Cronbach α < 0.6 was considered unacceptable reliability.

The construct by construct Cronbach’s α values are discussed below. Tables 5.7

to 5.11 shows the construct Cronbach’s α values of the items. It is noteworthy

that only the acceptable items are shown in these tables.
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Table 5.7 – Item statistics: Construct 1–TR.

Items Mean SD Corrected item-Total

correlation

Cronbach alpha (α)

if Item deleted

Total Cronbach

α

TR 0.880

Q49 72.06 55.231 0.604 0.824

Q50 74.58 68.772 0.350 0.880

Q51 72.12 55.472 0.592 0.825

Q52 72.23 54.390 0.570 0.825

Q53 74.62 68.263 0.332 0.877

Q54 43.17 44.169 0.597 0.829

5.5.1.1 Construct 1: Trust (TR)

For the TR construct, the overall Cronbach a value was computed to be 0.880

and was considered to be in the acceptable range. This Cronbach a value

indicates a good reliability when the criterion indicated above is used. In

cases where an individual item value is higher than this overall value, the item

should be excluded from the list. All the items in Table 5.7 have Cronbach a

values that are less than that of the threshold (0.880) and were therefore kept.

5.5.1.2 Construct 2: Open Communication (OC)

Construct 2 represents the OC factors. Table 5.8 shows the summarised

Cronbach’s α value as being 0.839, which is also acceptable since it indic-

ates good reliability. Item Q13 displays a Cronbach’s α value of 0.840, which

is higher than the overall α. The implication of this is that should it be de-

cided that this item is removed from this list, its removal would improve the

overall Cronbach α value of that item. In this case, the Cronbach’s α value
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Table 5.8 – Item statistics: Construct 2–OC.

Items Mean SD Corrected item-Total

correlation

Cronbach alpha (α)

if Item deleted

Total Cronbach

α

OC 0.839

Q11 59.08 88.431 0.576 0.822

Q12 58.88 88.308 0.593 0.821

Q13 59.00 95.884 0.448 0.840

Q14 59.25 92.484 0.472 0.829

Q15 58.71 94.740 0.524 0.827

Q16 58.79 96.476 0.445 0.831

Table 5.9 – Item statistics: Construct 3–RE.

Items Mean SD Corrected item-Total

correlation

Cronbach alpha (α)

if Item deleted

Total Cronbach

α

RE 0.815

Q35 30.98 14.913 0.268 0.828

Q36 31.06 13.366 0.453 0.807

Q37 31.06 12.209 0.646 0.777

Q38 30.98 12.289 0.718 0.766

Q39 30.92 13.036 0.677 0.776

Q40 31.19 13.005 0.401 0.822

would move from 0.839 to 0.840. However, the 0.839 value is too close to the

overall value (0.840) and its removal would therefore not be significant. That

being said, the item was retained. All other items that significantly improved

the total Cronbach α value were removed and are therefore not shown in this

table.
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Table 5.10 – Item statistics: Construct 5–INT.

Items Mean SD Corrected item-Total

correlation

Cronbach alpha (α)

if Item deleted

Total Cronbach

α

INT 0.845

Q41 71.92 57.023 0.622 0.826

Q42 72.25 54.825 0.502 0.850

Q43 72.23 53.117 0.815 0.814

Q44 72.33 53.507 0.726 0.818

Q45 72.23 54.853 0.707 0.846

Q46 72.31 53.538 0.761 0.816

Q47 72.42 54.264 0.647 0.821

Q48 72.23 54.583 0.733 0.819

5.5.1.3 Construct 3: Respect (RE)

Individual items Q35 and Q40 have Cronbach’s α values of 0, 828 and 0.822,

respectively, which are higher than that of the overall α value of 0.815 (See

Table 5.9). This implies that should these items be removed, the overall

Cronbach’s α value would improve from 0.815 to 0.822 and 0.828, respect-

ively. The two items were however retained as their removal was shown to

be insignificant. The overall α value was also at an acceptable level. However,

all other items that significantly improved the total Cronbach α value were

removed and are therefore not shown in Table 5.9.

5.5.1.4 Construct 4: Intention (INT)

Intention construct contains twelve individual items. The overall Cronbach’s

α value was 0.845 which also represents good reliability. All of the individual

items were observed to possess a good reliability (Cronbach’s α > 0.8). It
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Table 5.11 – Item statistics: Construct 5–RR.

Items Mean SD Corrected item-Total

correlation

Cronbach alpha (α)

if Item deleted

Total Cronbach

α

RR 0.728

Q17 62.50 34.399 0.326 0.729

Q18 63.10 33.618 0.410 0.709

Q19 63.08 32.830 0.438 0.705

Q21 63.04 33.182 0.477 0.704

Q22 62.96 32.796 0.427 0.706

was apparent from a comparison of the Cronbach’s α value of the individual

items with the overall Cronbach’s α that items Q45 (Cronbach’s α value of

0.853) and Q42 (Cronbach’s α value of 0.850) were above the threshold. Both

Cronbach’s α values were however retained as their removal was deemed

insignificant.

5.5.1.5 Construct 5: Role/Responsibilities (RR)

Another scale test for reliability was conducted on the construct RR. Three

factors loaded in this construct with the overall Cronbach’s α = 0.728; As

already indicated, this falls within the acceptable range. With five individual

items, only one item (i.e. Q17 Cronbach’s α = 0.729) was above the threshold

(α = 0.728). This item was also retained for the simple reason that its removal

was deemed insignificant. All other items that significantly improved the total

Cronbach α value were removed and are therefore not shown in the table.
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Table 5.12 – Item statistics: Construct 6–SN, 7–OU and 8–PBC-I.

Items Mean SD Corrected item-Total

correlation

Cronbach alpha (α)

if Item deleted

Total Cronbach

α

SN 0.794

Q5 11.79 6.804 0.572 0.759

Q6 11.65 7.172 0.589 0.756

Q7 11.98 5.614 0.674 0.707

Q8 12.00 6.019 0.606 0.744

Q10 11.58 9.505 0.706 0.743

OU 0.770

Q23 13.25 3.777 0.522 0.740

Q24 13.21 3.987 0.469 0.764

Q25 13.54 2.796 0.656 0.669

Q26 13.37 2.934 0.669 0.658

Q27 10.94 5.148 0.384 0.683

Q28 11.69 3.416 0.495 0.653

PBC-I 0.694

Q29 10.94 5.148 0.384 0.683

Q30 11.69 3.416 0.495 0.653

Q31 11.02 5.305 0.436 0.663

Q32 11.23 3.921 0.683 0.496

5.5.1.6 Construct 6: Social Norm (SN)

As shown in Table 5.12, SN has the Cronbach α value of 0.814. As indicated in

the table, all the six factors that were loaded into this construct were accepted
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5.5.1.7 Construct 7: Organisational Usefulness (OU)

The overall Cronbach α value for this construct was 0.770 made up of six

factors. These factors have a Cronbach α value that is less than the overall α

and were therefore regarded as being acceptable.

5.5.1.8 Construct 8: Perceived Behavioural Control-Internal (PBC-I)

Lastly, the Cronbach α value of PBC-I was computed to be 0.694 as shown in

Table 5.12. Four factors with Cronbach α values that are less that the threshold

were accepted.

5.6 Correlation analyses

To test the strength of relationships existing between different constructs, a

correlation matrix was calculated. Correlation is a measure of the linear rela-

tionship between two variables, with the correlation coefficient r as a measure

of the association between two numerical variables, usually denoted as x and

y (Jupp, 2006, p. 43). The correlation coefficient r indicates the strength and

direction of a linear relationship and its value of r ranges from −1 to 1. In

this research study, the following interpretations of r were used as a guide:

• r = 1 represents a perfect positive correlation;

• r = 0 represents no correlation and

• r = −1 represents a perfect negative correlation.
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Table 5.13 – Pearson Correlation matrix. (N = 312).

OC RR RE TR SN OU PBC INT

O
C Pearson Correlation 1

Sig. (2-tailed)

R
R Pearson Correlation .114* 1

Sig. (2-tailed) 0.044

R
E Pearson Correlation .145* .236** 1

Sig. (2-tailed) 0.010 0.000

T
R Pearson Correlation .337** .150** .530** 1

Sig. (2-tailed) 0.000 0.008 0.000

SN

Pearson Correlation .389** .595** .201** 0.047 1

Sig. (2-tailed) 0.000 0.000 0.000 0.405

O
U Pearson Correlation .664** .245** .720** .620** .254** 1

Sig. (2-tailed) 0.000 0.000 0.000 0.000 0.000

PB
C Pearson Correlation .252** .552** .480** .781** .143* .526** 1

Sig. (2-tailed) 0.000 0.000 0.000 0.000 0.012 0.000

IN
T Pearson Correlation .425** -0.054 -0.108 .426** -0.071 .140* 0.062 1

Sig. (2-tailed) 0.000 0.340 0.056 0.000 0.211 0.013 0.278

*. Correlation is significant at the 0.05 level (2-tailed).

**. Correlation is significant at the 0.01 level (2-tailed).

A positive correlation means that as the value of one variable increases, the

value of the correlated variable also increases. A negative correlation on

the other hand means that the correlated variables go in opposite directions;

when one of the variables increases, the other one decreases and vice versa.

The size of r indicates the strength of the relationship. Thus, the larger the

absolute value of r, the stronger the relationship. For the purpose of this

study, the following guide was used:

• ±1.00 represents a perfect correlation;

• ±0.80 represents a strong correlation;
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• ±0.50 represents a moderate correlation;

• ±0.20 represents a weak correlation; and

• ±0 represents no correlation.

A Pearson correlation analysis was conducted to examine whether there is

a relationship between the different variables. The variables examined were:

OC, RR, RE, TR, SN, OU, PBC-I, and INT. The results of the Pearson correla-

tion are tabulated in Table 5.13. Every variable correlates to itself at r = 1.

Only one relationship (i.e. the relationship between PBC-I and TR) revealed

a significant strong positive whereby r = 0.781 and p < 0.0001 (shown as

brown text in Table 5.13).

The second category of relationships those relationships that are significant,

positive but moderate in strength. These relationships strengths are in the

range 0.530 > r < 0.720 and were significant at p < 0.0001. These relation-

ships in their decreasing order are between: OC and OU (0.664), TR and OU

(0.620), RR and SN (0.595), RR and PBC-I (0.552), RE and TR (0.480) and RE

and PBC-I (0.480).

The third category is that of relationships that were weak in strength (0.5 >

|r| > 0.2 as per the guideline) but are positive (r > 0) and significant (p <

0.0001). This category consists of ten (10) relationships at the range [0.150, 0.426].

These relationships, which are arranged in their decreasing order, are between:

TR and INT (0.426), OC and INT (0.425), OC and SN (0.389), OC and TR

(0.337), OU and SN (0.254), OC and PBC-I (0.252), RR and OU (0.245), RR

and RE (0.236), RE and SN (0.201), and RR and TR (0.150).
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The last category of relationships is negative correlations types of relation-

ships whereby r < 0. The three relationships that exhibited this characteristic

are between INT and RR (−0.054), INT and RE (−0.108), and INT and SN

(−0.071). Although these relationships exist, their strength is too weak to

be categorised as a weak relationship using the guideline outlined above. In

addition, these relationships were not significant.

5.7 Regression analysis

Figure 5.4 shows the initial proposed framework which was reported by Ma-

sombuka and Mnkandla (2018). The collected data sample was fed into SPSS

v25.0 against the framework. Regression analysis was carried out to test the

framework.

Regression analysis is a collective name for methods that can be used for the

modelling and analysis of numerical data consisting of values of a depend-

ent variable (also called an outcome, measurement or criterion variable) and

one or more independent variables (also known as explanatory variables or

predictors). The dependent variable in the regression equation is modelled

as a function of the independent variables, corresponding parameters and an

error term. Regression is used for hypothesis testing and is also referred to

as the modelling of causal relationships (Huizingh, 2007, pp. 298-299). The

use of regression analyses relies heavily on the underlying assumptions be-

ing satisfied. Multiple hierarchical regression analysis was used to model the

relationship between one continuous dependent variable and other continu-

ous independent variables. The following assumptions of regression analysis

were adopted for this research study:
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• The error is assumed to be a random variable with a mean of zero.

• The independent variables are error-free, and the predictors are inde-

pendent.

• The errors are uncorrelated, that is, the variance-covariance matrix of

the errors is diagonal and each non-zero element is the variance of the

error.

• The variance of the error is constant across observations (homoscedasti-

Culture

Open Communication

(OC)

Role Respsonsiblity

(RR)

Trust

(TR)

Respect

(RE)

Social Norm

(SN)

Organisational Usefulness

(OU)

Perceived Behavioral
Control-Internal

(PBC-I)

Intention to follow
DevOps

(INT)

Figure 5.4 – The proposed framework (DCAM) (Masombuka & Mnkandla, 2018,
p. 283).
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city).

When testing theoretical models, it is important to examine beta scores in

order to determine the importance of each variable relative to changes in the

dependent variable diversity. “The regression coefficient B and the stand-

ardised coefficient beta (β) reflect the change in the dependent measure for

each unit change in the independent variable. Comparison between regres-

sion coefficients allows for a relative assessment of each variable importance

in the regression model” (Huizingh, 2007, p. 304). Both B and beta measure

similar concepts, where B is the unstandardised coefficient, and beta is the

value of the standardised regression coefficient calculated from standardised

data. The standard error of the regression coefficient is an estimate of how

much the regression coefficient will vary from samples of the same size taken

from the same population. Therefore, instead of using B, it is more accept-

able in statistical evaluations to look at the beta values for the estimate of the

relative importance of each of the independent variables Huizingh (2007, p.

303).

Multicollinearity refers to the interrelations of predictor variables (Nishishiba

et al., 2014, p. 271). High intercorrelation can lead to an increase in sens-

itivity to sampling and measurement errors (Reinard, 2006, p. 348). When

multicollinearity increases, it complicates the interpretation due to the fact

that it is more difficult to ascertain the effects of any single variable, because

of the interrelationships that exist between variables (Reinard, 2006, p. 411).

Multicollinearity is problematic if the variables under examination are not

discriminant. In turn, this can cause inaccuracies in the multiple regression

analysis. The Variance Inflation Factor (VIF) is the inverse of the tolerance
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value—instances of higher degrees of multicollinearity are reflected in lower

tolerance values and consequently higher VIF values. The VIF translates the

tolerance value, which directly expresses the degree of multicollinearity, into

an impact on the estimation process: as the standard error increases, the con-

fidence intervals around the estimated coefficients become larger, making it

harder to demonstrate that the coefficient is significantly different from zero

(Reinard, 2006, p. 375).

Tolerance scores range from 0 (perfect collinearity) to 1 (no collinearity) (Re-

inard, 2006, p. 375). Tolerance values in a range of 0 to 0.25 indicate a high

degree of multicollinearity, and VIF levels equal to or greater than 4.0 indicate

multicollinearity as well (Reinard, 2006, p. 374). The Durbin-Watson Test is a

test for first-order serial correlation in the residuals of a time series regression.

A value of 2.0 for the Durbin-Watson statistic indicates that there is no serial

correlation (Vogt, 2011, p. 345). This is a significant phenomenon that indic-

ates the degree to which the independent variables are sufficiently isolated

from each other so that the regression values truly measure the contribution

of each variable separately without possible cross-variable contamination.

5.7.1 Multiple hierarchical regression analysis to determine

Intentions (INT)

Before regression analysis was carried out, the regression diagnostics were

carried out in order to test the presumptions. Figure 5.5 presents the three

output tests in the form of a histogram displaying the normality of the re-

siduals, the Normal Probability plot (P-P plot) of regression and the scatter
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plot. The normality of the residuals of regression appears to be normally dis-

tributed. These residuals are the error terms or the differences between the

observed value of the dependent variable and the predicted value. The P-P

plot also confirms the normality of the data as shown on the plot—the little

circles follow the normality line.

The residual scatter plot suggest the following about the appropriateness of

the multiple linear regression:

• The residuals are scattered around the 0 line, suggesting that the as-

sumption that the relationship is linear is reasonable.

'

&

$

%
Figure 5.5 – Regression presumptions test (INT variable).
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Table 5.14 – Regression analysis for intentions (INT) as a dependent variable.'

&

$

%

(a) Model Summary(INT).

Model R
R

Square

Adjusted

R Square

Std. Error of

the Estimate

Change Statistics Durbin-

Watson
R Square

Change

F

Change

df1 df2 Sig. F

Change

1 0.727a 0.529 0.518 0.45098 0.529 48.793 7 304 0.000 2.256

(b) Coefficientsa (INT).

Unstandardised

Coefficients

Standardized

Coefficients

95,0% Confidence

Interval for B

Model B Std. Error Beta t Sig. Lower Bound Upper Bound

1 (Constant) 2.393 0.327 7.324 0.000 1.750 3.036

SN 0.006 0.045 0.007 0.122 0.903 0.094 0.083

OU 0.195 0.064 0.168 3.025 0.003 0.068 0.322

PBC_I 0.099 0.038 0.146 2.616 0.009 0.024 0.173

OC 0.164 0.022 0.305 7.529 0.000 0.121 0.207

RR 0.036 0.037 0.039 0.964 0.336 -0.037 0.109

RE 0.413 0.035 0.500 11.928 0.000 0.345 0.481

TR 0.125 0.024 0.214 5.152 0.000 0.173 0.077

(c) ANOVAa (INT).

Model Sum of Squares df Mean Square F Sig.

1 Regression 69.465 7 9.924 48.793 .000b

Residual 61.828 304 0.203

Total 131.294 311

a. Predictors: (Constant), Culture(OC, RR, RE, TR), SN, PBC-I, OU

• The residuals form a roughly horizontal band around the 0 line. This

explains the equal variance of error terms.

• No one residual stands out of the basic pattern suggesting that there are

no outliers.

With all the assumptions satisfied, it was deemed appropriate to run regres-
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sion analysis. The following regression model was tested:

y1 = (β0 + β1xi1 + β2xi2 + β3xi3 + β4xi4) + εi

where:

• yi is the Intentions (INT) of a person i,

• xi1 is the Culture of a person ii; where Culture is OC, RR, RE and TR,

• xi2 is the Social Norm (SN) of person ii,

• xi3 is the Organisational Usefulness (OU) of a person ii, and

• xi4 is the Perceived Behavioural Control-Internal (PBC-I) of a person ii.

and the independent error terms εi follows a normal distribution with

mean 0 and equal variance σ2. The variable ε is the value y is predicted

to have when all the independent variables are equal to zero. β is the

slope or the coefficient that describes the size of the effect the independ-

ent variable is having on the dependent variable y.

The output from the multiple regression analysis is shown in Tables 5.14a to

5.14c. The overall multiple regression model is significant at a 95% level of

confidence with a p-value smaller than 0.05. The R2 value is 0.518, which

measures how much the above model fit the data analysed. Indicated in

percentage figures, this means 51.8% of the variation in INT is reduced by

taking into account Culture, SN, PBC-I and OU (see Table 5.14a). This is a

statistically significant contribution as indicated by the Sig. F change value of

(0.000), which is less than 0.05. The implication of this is that it is reasonable

to reject the null hypothesis and accept the alternative hypothesis. The Durbin
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Watson score of 2.256 regarded as the “ideal” Durbin Watson measure of

independence (Vogt, 2011, p. 345) (see Table 5.14a), which indicates a high

level of isolation among the independent variables of the model.

The ANOVA table indicates that the model as a whole (which includes both

blocks of variables) is significant (F(7; 304) = 48, 793, p < 0.05) (see Table5.14c).

This suggests that the model containing all the variables is more effective in

predicting INT than not taking into account the four predictors (OC, RE, TR

and OU).

The coefficients show to what extent variables contribute to the model or

equation (see Table5.14b). In the significance column, the four variables that

make a statistically significant contribution (less than 0.05) (see Table 5.14b)

in order of importance are RE (β = 0.500), OC (β = 0.302), TR (β = 0.214) and

OU (β = 0.168). This means that the slopes of these variables are statistically

significant. From the above results, it is noticed that the DevOps culture

elements constitutes the most influence. RE leads in terms of its influence

signifying that it is the most important, followed by OC and then TR. OU

has the least influence on the overall equation. The large β value afforded to

respect indicates that it is the most critical element in terms of collaboration

and teamwork. As reported by Ellemers et al. (2013), people are likely to

contribute to a team when they feel that they are part of that team. This can

be shown by how fellow teammates show respect to one another. The result

is a team with a positive team identity. Teams exhibiting a positive identity

may lead to increased productivity, as indicated by Carmeli et al. (2015).

When teammates are respected, they are free to communicate and contrib-

ute to the team. This is why communication remains a contributing factor
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in team collaboration. DevOps requires the collaboration between teammates

to be open, meaning that there should be no boundaries that inhibit others

from receiving or transferring information. Collaboration facilitates know-

ledge sharing, especially whereby the knowledge is transferred from the ex-

perienced members of the team to novices through open communication. The

significance of communication styles to promote knowledge sharing was ex-

plored by de Vries et al. (2006). It is therefore crucial that communication is

as open and free as possible in DevOps environments.

The last DevOps collaboration element that showed significance is trust. It is

obvious that working together requires the element of trust amongst the en-

gaging parties. In this context, the skills and the abilities of a particular team

member should be trusted by the other team members so that all the team

members are able to work freely knowing that the team member in question

will play their part. Work conducted by Jong et al. (2016) has reported that

trust promotes team productivity.

Besides the DevOps collaboration culture elements, the other construct that

was significant in the determination of INT is OU. This means that intentions

to use DevOps culture by the team increases when the team believes that

by following this DevOps culture, the organisation would benefit. Indeed,

DevOps encourages collaboration as the key element of its culture. Hence,

studies by (Parker et al., 2015; Schuh et al., 2014) have shown that productivity

can be boosted through collaboration. Hardgrave and Johnson (2003) has

recognised OU as a significant determinant of INT when y the acceptance of

information systems methodology by software developers was studied.

Not all the constructs were found to be significant. Small β values were not

statistically significant were obtained for RR (β = 0.039), SN (β = 0.007) and
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PBC-I (β = 0.146). Clearly defined roles and responsibilities should elim-

inate problems that may emerge from bringing the development and oper-

ations departments together. Unnecessary duplication of tasks and lack of

accountability because of uncertainty about responsibilities and the scope of

those responsibilities should be eliminated. Whereas Hoda et al. (2013) has

shown that RR plays a significant role in improving performance, it was not

demonstrated that RR significantly influence INT. Future studies should be

conducted on this construct in this context.

SN was also found to be an insignificant determinant of INT. Although stud-

ies (Brown et al., 2010; Eckhardt et al., 2009b) have shown that positive social

influence may lead to positive intention, this study did not find SN to be a

statistically significant determinant of INT in this context. Similar results were

reported by Hardgrave and Johnson (2003) upon an investigation of software

developers intentions to follow information systems methodology.

PBC-I was, however, nearly significant as a p value of 0.009 with a β = 0.146.

PBC-I are the skills one has to gain by accepting this culture. Collabora-

tion facilitates team learning, as evidenced by a the study by Lindsjørn et al.

(2016). The results of this study suggest that some DevOps practitioners agree

with the fact that DevOps culture will also benefit them by building their

skills—that may mean developers learning operators skills and vice versa.

Future work is required to establish who is more eager to learn between the

developers and operators. In corroboration of these results, Hardgrave and

Johnson (2003) also did not find PBC-I to be significant.

5.7.1.1 Hypothesis 1 to 4

The first hypothesis this study intended to test is:
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• H1: There is a positive relationship between DevOps culture and in-

tention to use DevOps.

In order to evaluate this hypothesis, the following sub-hypotheses were

formulated:

– H1a: There is a positive relationship between OC and INT to follow

DevOps processes.

– H1b: There is a positive relationship between RR alignment and

INT to follow DevOps processes.

– H1c: There is a positive relationship between TR and INT to follow

DevOps processes.

– H1d: There is a positive relationship between RE and INT to follow

DevOps processes.

The hypothesis H1 regarding the influence of DevOps culture on INT was

partially accepted. The hypotheses H1a, H1c, and H1d were accepted with

only H1b rejected.

The following three hypotheses on the influence of SN, OU, and PBC-I on

INT were also tested and were stated as follows:

• H2: There is a positive relationship between SN and INT.

• H3: There is a positive relationship between OU and INT.

• H4: There is a positive relationship between PBC-I and INT.

In this case, only H3 was accepted, whilst H2 and H4 were rejected as stated

above. In summary, the determinants of INT, which were found to be statist-

ically significant are H1a, H1c, H1d, and H3. That is, open communication,
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Figure 5.6 – Regression presumptions test (SN variable).

respect, trust and organisational usefulness are the determinants of intentions

to follow the DevOps culture.

5.7.2 Multiple hierarchical regression analysis to determine

Social Norm (SN)

As illustrated by the histogram in Figure 5.6, a normal distribution of re-

siduals is demonstrated. The P-P plot also follows the normality line. In

addition, the scatter plot shows that the residuals are scattered horizontally

around zero and do not show any outliers. This suggests that it is appropriate

to run a regression analysis.
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Table 5.15 – Regression analysis for Social Norm (SN) as a dependent variable.'

&
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%

(a) Model Summary(SN).

Model R
R

Square

Adjusted

R Square

Std. Error of

the Estimate

Change Statistics Durbin-

Watson
R Square

Change

F

Change

df1 df2 Sig. F

Change

1 0.705a 0.497 0.490 0.32819 0.497 75.694 4 307 0.000 1.782

(b) Coefficients(SN).

Unstandardised

Coefficients

Standardized

Coefficients

95,0% Confidence

Interval for B

Model B Std. Error Beta t Sig. Lower Bound Upper Bound

1 (Constant) 1.850 0.198 9.352 0.000 1.461 2.239

OC 0.219 0.024 0.387 8.953 0.000 0.171 0.267

RR 0.510 0.039 0.553 13.230 0.000 0.434 0.586

RE 0.083 0.028 0.142 2.911 0.004 0.027 0.139

TR 0.231 0.048 0.241 4.805 0.000 0.325 0.136

(c) ANOVA(SN).

Model Sum of Squares df Mean Square F Sig.

1 Regression 32.611 4 8.153 75.694 .000
Residual 33.066 307 0.108

Total 65.676 311

a. Predictors: (Constant), TR, RR, OC, RE

As mentioned in the preceding section (Section 5.7.1), the regression model

can be metamerically presented as:

y1 = (β0 + β1xi1 + β2xi2 + β3xi3 + β4xi4) + εi

where:

• yi is the Social Norm (SN) of person i;

• xi1 is the Open Communication (OC) of person ii;
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• xi2 is the Role/Responsibilities (RR) of person ii;

• xi3 is the Respect (RE) of person ii; and

• xi4 is the Trust (TR) of person ii.The independent error term εi follows a

normal distribution with mean 0 and equal variance σ2. β is the slope.

The output from the multiple regression analysis is shown in Tables 5.15a to

5.15c. Once more, the overall multiple regression model is significant at a

95% level of confidence with a p-value that is smaller than 0.05. The R2 value

is 0.497 indicating that 49.7% of the variation in SN is reduced by taking into

account OC, RR, RE and TR (see Table 5.15a). This is a statistically significant

contribution as indicated by the Sig. F change value of 0.000. The Durbin

Watson score of 1.782, which was rounded off to 2.000, which is still accept-

able (see Table 5.14a). This indicates that there is no auto-correlation between

residuals.

The ANOVA table (i.e. Table 5.15c) shows that this sub model is significant

(F(4; 307) = 75.694, p < 0.05).

The coefficients in Table 5.15b show how much the variables contribute to

the model or equation. According to the significance column, all the vari-

ables make a statistically significant contribution (less than 0.05). In order

of importance is RR (β = 0.553), OC (β = 0.387), RE (β = 0.142) and TR

(β = 0.241). This means that the slopes of these variables are statistically sig-

nificant. These results suggest that a team culture does influence the social

norm of individuals in that team. Positive team culture should encourage

positive attitudes in a team. This is supported by the study by Brown et al.

(2010) which revealed that superior and peer influences have a significant
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effect on the social norm when studying the use of collaboration techno-

logy. Positive team culture can be built in an environment where the role

and responsibilities of every team member are clear and unambiguous. This

environment should encourage team respect, and trust whilst allowing com-

munications to be open and fear-free. From the above results, one can con-

clude that DevOps culture plays a significant role in SN. Therefore, the model

y1 = (β0 + β1xi1 + β2xi2 + β3xi3 + β4xi4) + εi is acceptable.

5.7.2.1 Hypothesis 5

The original hypotheses formulation was as follows:

• H5: There is a positive relationship between culture and individual

subjective norm.

– H5a: There is a positive relationship between OC and SN.

– H5b: There is a positive relationship between RR alignment and

SN.

– H5c: There is a positive relationship between TR and SN.

– H5d: There is a positive relationship between RE and SN.

The results of the regression analysis support the above hypothesis. This

means that there is a positive relationship between culture and social norm.

Put differently, team culture is influenced by people around team members,

and in turn, people around the team member are influenced by the culture

they are submerged in.
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5.7.3 Multiple hierarchical regression analysis to determine

Organisational Usefulness (OU)

Figure 5.7 shows the test for regression assumptions. The histogram reveals a

normal distribution of residuals. The P-P plot also follows the normality line.

The scatter plot shows that the residuals are scattered horizontally around

zero and do not show any outliers. This suggests that it is appropriate to run

a regression analysis as its presumptions have been met.

The mathematical representation of the regression model is as follows:

'
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Figure 5.7 – Regression presumptions test (OU variable).
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y1 = (β0 + β1xi1 + β2xi2 + β3xi3 + β4xi4) + εi

where:

• yi is the Organisational Usefulness (OU) of person i;

• xi1 is the Open Communication (OC) of person ii;

• xi2 is the Role/Responsibilities (RR) of person ii;

• xi3 is the Respect (RE) of person ii; and

• xi4 is the Trust (TR) of person ii.

The independent error terms εi follows a normal distribution with mean

0 and equal variance σ2. β is the slope.

Tables 5.16a to 5.16c show the output from the multiple regression analysis

of the above model. From Table 5.16a, it can be deduced that the overall

multiple regression model is significant at a 95% level of confidence with a

p-value that is smaller than 0.05. The R2 value of 0.852 implies that 85.2%,

of the variation in OU is reduced by taking into account OC, RR, RE and TR.

This is a statistically significant contribution as indicated by the Sig. F change

value of 0.000. The Durbin Watson score of 1.851, which was rounded off to

2.000, indicates that there is no auto-correlation between residuals.

The ANOVA table (see Table 5.16c) shows that the above model is significant

(F(4; 307) = 440.715, p < 0.05).

The coefficients listed in Table 5.16b show how much the variables contribute

to the model or equation. It can be seen that all the variables make a statist-

ically significant contribution (less than 0.05), except for RR (β = 0.031) with
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Table 5.16 – Regression analysis for Organisational Usefulness (OU) as a depend-
ent variable.'

&

$

%

(a) Model Summary(OU).

Model R
R

Square

Adjusted

R Square

Std. Error of

the Estimate

Change Statistics Durbin-

Watson
R Square

Change

F

Change

df1 df2 Sig. F

Change

1 0.923a 0.852 0.850 0.22497 0.852 440.715 4 307 0.000 1.851

(b) Coefficientsa (OU).

Unstandardised

Coefficients

Standardized

Coefficients

95,0% Confidence

Interval for B

Model B Std. Error Beta t Sig. Lower Bound Upper Bound

1 (Constant) 0.228 0.136 1.685 0.093 -0.038 0.495

OC 0.381 0.017 0.533 22.739 0.000 0.348 0.414

RR 0.036 0.026 0.031 1.358 0.175 -0.016 0.088

RE 0.416 0.020 0.563 21.303 0.000 0.377 0.454

TR 0.165 0.033 0.137 5.007 0.000 0.100 0.229

(c) ANOVA(OU).

Model Sum of Squares df Mean Square F Sig.

1 Regression 89.222 4 22.306 440.715 .000b

Residual 15.538 307 0.051

Total 104.760 311

a. Predictors: (Constant), TR, RR, OC, RE

p = 0.175.The order of importance of the significant variables is as follows:

RE (β = 0.563), OC (β = 0.533) and TR (β = 0.137). These results suggest that

respect is the most crucial element that will benefit the organisation when

working in teams. Respect is accompanied by better communication between

team members and trust is built and strengthened in the process. Teams oper-

ating in such an environment become stronger and positive, and this benefits

the organisation since production is improved (Melo et al., 2013; Parker et al.,

2015; Schuh et al., 2014). From the results described above, it can be con-
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cluded that all the elements of culture, except RR, play a significant role in

OU.

5.7.3.1 Hypothesis 6

• H6: There is a positive relationship between culture and OU.

– H6a: There is a positive relationship between OC and OU.

– H6b: There is a positive relationship between RR alignment and

OU.

– H6c: There is a positive relationship between TR and OU.

– H6d: There is a positive relationship between RE and OU.

The above hypothesis is partially accepted. This is because all the hypotheses

were acceptable (except for RR (H6b)) since the results have shown that RR

was not statistically significant.

5.7.4 Multiple hierarchical regression analysis to determine

Perceived Behavioural Control-Internal (PBC-I)

Figure 5.8 shows the test for regression assumptions. The histogram shows

normal distribution of residuals. The P-P plot also follows the normality line.

The scatter plot shows that the residuals are scattered horizontally around

zero and do not indicate any outliers. This suggests that it is appropriate to

run regression analysis as its presumptions have been met.

The mathematical representation of the regression model is as follows:
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y1 = (β0 + β1xi1 + β2xi2 + β3xi3 + β4xi4) + εi

where:

• yi is the Perceived Behavioural Control -Internal (PBC-I) of person i;

• xi1 is the Open Communication (OC) of person ii;

• xi2 is the Role/Responsibilities (RR) of person ii;

• xi3 is the Respect (RE) of person ii; and

• xi4 is the Trust (TR) of person ii.

The independent error terms εi follows a normal distribution with mean

0 and equal variance σ2. β is the slope.

'

&

$

%
Figure 5.8 – Regression presumptions test (PBC-I variable).

176



Tables 5.17a to 5.17c show the output from the multiple regression analysis

of the above model. According to Table 5.16a, the overall multiple regression

model is significant at a 95% level of confidence with a p-value smaller than

0.05. The R2 value is 0.806 implying that 80.6%, of the variation in PBC-I

is reduced by taking into account OC, RR, RE and TR. This is a statistically

significant contribution as indicated by the Sig. F change value of 0.000. The

Durbin Watson score of 1.961, which was rounded off to 2.000, indicates no

auto-correlation between residuals.

The ANOVA table (see Table 5.17c) shows that the above model is significant

(F(4; 307) = 318.470 with p < 0.05).

The coefficients in shows how much the variables contribute to the model or

equation. According to Table 5.17b, only two of the four variables make a

statistically significant contribution (less than 0.05). The two variables are (in

order of importance): TR (β = 0.734), RR (β = 0.449). Trust amongst team

members is important especially when members have something to gain or

learn from other members. For the skills to be transferred from one team

member to another, the member with the skills needs to be trusted. This

notion is supported by a study by Carmeli et al. (2015), which reported just

how important trust is in a team when sharing knowledge. When people

feel respected and trusted, they are more likely to share their knowledge and

skills to the benefit of others. Similarly, when role and responsibilities are

clear, the party seeking the information will know where and how to search

for the skills they need to complete their tasks. This will in turn improve

productivity as suggested by Hoda et al. (2013). From the results mentioned

above, it can be concluded that, save for OC and RE, all the elements of culture

play a significant role in PBC-I.
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Table 5.17 – Regression analysis for Perceived Behavioural Control-Internal
(PBC-I) as a dependent variable.'

&

$

%

(a) Model Summary(PBC-I).

Model R
R

Square

Adjusted

R Square

Std. Error of

the Estimate

Change Statistics Durbin-

Watson
R Square

Change

F

Change

df1 df2 Sig. F

Change

1 0.898a 0.806 0.803 0.27894 0.806 318.470 4 307 0.000 1.961

(b) Coefficients(PBC-I).

Unstandardised

Coefficients

Standardized

Coefficients

95,0% Confidence

Interval for B

Model B Std. Error Beta t Sig. Lower Bound Upper Bound

1 (Constant) -1.755 0.168 -10.436 0.000 -2.085 -1.424

OC -0.036 0.021 -0.046 -1.714 0.088 -0.077 0.005

RR 0.567 0.033 0.449 17.295 0.000 0.502 0.631

RE -0.007 0.024 -0.008 -0.279 0.780 -0.054 0.041

TR 0.959 0.041 0.734 23.516 0.000 0.879 1.039

(c) ANOVA(PBC-I).

Model Sum of Squares df Mean Square F Sig.

1 Regression 99.116 4 24.779 318.470 .000b

Residual 23.887 307 0.078

Total 123.002 311

a. Predictors: (Constant), TR, RR, OC, RE

5.7.4.1 Hypothesis 7

• H4: There is a positive relationship between culture and PBC-I.

– H4a: There is a positive relationship between OC and PBC-I.

– H4b: There is a positive relationship between RR alignment and

PBC-I.

– H4c: There is a positive relationship between TR and PBC-I.
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– H4d: There is a positive relationship between RE and PBC-I.

The above hypothesis is also partially acceptable. That is, only two of the

sub-hypotheses were accepted (H7b and H7c) and the other two were rejected

(H7a and H7d).

5.8 Refined Framework

Figure 5.9 illustrates the transformation of our original proposed framework

that was based on variables and relationships that were acceptable on the

basis of the hypotheses presented above. The original proposed framework is

shown in Figure 5.9a (the figure on the left), whist the transformed framework

is depicted in Figure 5.9b (the figure on the right). From the two figures, one

can see According to Figures 5.9a and Figure 5.9a, the variables that influence

SN are OC, RE, TR and RR. These are all the variables that were initially

proposed in the original framework. However, in the case of OU and PBC-I,

'
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%

'
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$

%
(a) The proposed framework
(DCAM) (Masombuka &

Mnkandla, 2018, p. 283).

'
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%

DevOps Culture

Open Communication

(OC)

Role Respsonsiblity

(RR)

Trust

(TR)

Respect

(RE)

Social Norm

(SN)

Organisational Usefulness

(OU)

Perceived Behavioral

Control-Internal

(PBC-I)

Intention to follow

DevOps processes

(INT)

(b) Refined DCAM.

Figure 5.9 – Proposed framework transformation.
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RR was not significant when measured against OU, whilst OC and RE were

not significant when measured against PBC-I. Thus, the refined framework

shows the significant variables of OU as OC, RE, and TR and PBC-I variables

as TR and RR. INT is influenced by variables OC, TR, RE from the DevOps

culture and the variable OU.

Another set of variables that may affect the interaction of the mediating vari-

able and the dependent variable is the moderator variable. A detailed discus-

sion on the effects of these variables is presented in the next section.

5.9 The effect of the moderator variable (Job role)

The job role variable is divided into three levels, namely Developers (Dev),

Operators (Ops) and both (D&O) roles. It is indicated in Table 5.1 that

21.2% of the total respondents came from the Dev group, 28.8% was from

the Ops group, and the remainder (50%) was from the D&O group. The

moderator variable was tested for its effect on SN, OU, PBC-I and INT on the

DevOps culture variable using regression analysis. The results obtained after

the run of the regression analysis and their interpretations, are presented in

the subsequent sections.

5.9.1 Effects of Job Role on Social Norm (SN)

The hypothesis to be tested in this section is as follows:

H10: The interaction between DevOps collaboration culture and

SN is moderated by job role.
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Table 5.18 – Job role as a moderator variable for SN.'
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The hypothesis is divided into the following sub-hypotheses:

H10a: The interaction between DevOps collaboration culture and

SN is moderated by Dev job role.
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H10b: The interaction between DevOps collaboration culture and

SN is moderated by Ops job role.

H10c: The interaction between DevOps collaboration culture and

SN is moderated by D&O job role.

Table 5.18 shows the results from the run of regression analysis to determine

the effect of the job role as the moderator variable on the dependent variable

SN. The summaries of the model for Dev, Ops and D&O are tabulated in

Table 5.18a. According to Table 5.18a., the R2 values—which measure how

well the regression model fits the data—for these levels are 0.452, 0.135, 0.351

for Dev, Ops and D&O, respectively. The implication of this is that 45.2%,

13.5% and 35.1% of the variation in SN is explained by taking into account

Dev, Ops and D&O, respectively. From these numbers, it is clear that de-

velopers have the most influence on the relationship between DevOps culture

and SN (see Section 5.7.2). Operators had the least influence.

Table 5.18b shows that the results obtained from the analysis of variance for

the job variable on the three levels in relation to the SN variable. It is clear

from Table 5.18b that all job role levels are statistically significant (p-value is

less than 0.05). This implies that the null hypothesis can be rejected. The

F-values for the three levels are 12.583, 3.093 and 21.231, respectively.

The coefficients table (Table 5.18c) gives an indication of how much contribu-

tion do these levels make to the regression model in relation to predictors of

SN. The SN predictors are OC, RR, RE and TR. The following associations are

significant:

• OC: Dev (p = 0.00, β = 0.671) and D&O (p = 0.001, β = 0.045);
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• RR: Dev (p = 0.037, β = 0.262) and D&O (p = 0.000, β = 0.580);

• RE: D&O (p = 0.021, β = 2.362), and Ops(p = 0.021, β = 2.362); and

• TR: Dev (p = 0.022, β = −2.359).

As shown in Table 5.18c, Ops is only significant in relation to RE; however, this

is not the case for Dev. Nevertheless, the summaries of the model summaries

indicate that all levels are significant in terms of the regression models. It

can be concluded that the regression model presented is supportable and

therefore the main hypothesis is acceptable. The three sub hypotheses are

also acceptable. The next section looks at how this moderator variable affects

the OU.

5.9.2 Effect of Job Role on Organisational Usability (OU)

The hypothesis to be tested in this section is as follows:

H11: The interaction between DevOps collaboration culture and

OU is moderated by job role.

The hypothesis is divided into the following sub-hypotheses:

H11a: The interaction between DevOps collaboration culture and

OU is moderated by Dev job role.

H11b: The interaction between DevOps collaboration culture and

OU is moderated by Ops job role.

H11c: The interaction between DevOps collaboration culture and

OU is moderated by D&O job role.
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Table 5.19 – Job role as a moderator variable for OU.'
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As in the previous section, Table 5.19 shows the results of the regression

analysis for determining the effect of the moderator variable on the dependent

variable, in this case OU. The model summaries are tabulated in Table 5.19a.

The R2 values were computed to be 0.251,0.301,0.073 for the Dev, Ops, and
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D&O job roles, respectively. This indicates that 25.1%, 30.1% and 7, 3% of

the variation in OU is explained by taking into account Dev, Ops and D&O,

respectively. The R2 value for the D&O job level is very low indicating that

this job role level makes very little contribution to the model.

Operators have a greater influence on the outcomes of the relationship between

DevOps culture and OU (as discussed in Section 5.7.3 above.). These results

are the opposite of what was found in the relationship between DevOps cul-

ture and SN, in which developers took the lead. In addition to that, D&O

job level has the least influence in this case, although the majority of the

respondents came from D&O job level group, This means that they don’t be-

lieve that DevOps culture is useful to their organisations, than operators and

developers.

Although the D&O level makes very little contribution to the regression

model , this level contribution–and the two others-are still statistically sig-

nificant shown in Table 5.19b. In addition, the F-values and the significance

of these levels are depicted in 5.19b as follows: Dev(F = 5.104, p = 0.001),

Ops(F = 8.485, p = 0.00), and D&O(F = 3.091, p = 0.018). Such values of p

allow for the acceptance of the three sub-hypotheses and thus confirming the

primary hypotheses and the rejection of the null hypothesis.

The coefficient values listed in Table 5.19c indicate how much contribution the

job role levels make to the entire regression model. The following associations

are significant:

• OC: Dev (p = 0.000, β = 0.671) and D&O (p = 0.001, β = −0.248);

• RR: Dev (p = 0.037, β = 0.262) and D&O (p = 0.000, β = 0.580);
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• RE: Ops (p = 0.021, β = 0.301); and

• TR: Dev (p = 0.022, β = −0.379).

In summary, it can be concluded that the regression model presented above

is supportable. The three sub-hypotheses are also acceptable and the research

hypothesis is therefore accepted. The next section looks at how this moder-

ator variable affects the OU.

5.9.3 Job role effect on Perceived Behavioural Control-Internal

(PBC-I)

The hypothesis to be tested in this section is as follows:

H12: The interaction between DevOps collaboration culture and

PBC-I is moderated by job role.

The hypothesis is divided further into the following sub-hypotheses:

H12a: The interaction between DevOps collaboration culture and

PBC-I is moderated by Dev job role.

H12b: The interaction between DevOps collaboration culture and

PBC-I is moderated by Ops job role.

H12c: The interaction between DevOps collaboration culture and

PBC-I is moderated by D&O job role.
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Table 5.20 – Job role as a moderator variable for PBC-I.'
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Regression analysis was carried out using SPSS ver 25.0 to determine the

effect of the moderator variable on the dependent variable PBC-I. These com-

putations are tabulated in Table 5.20. The model summaries are displayed in

Table 5.20a. Dev has the highest R2 value. Not only is this value the highest, it
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is a strong value at 0.859. Eighty five point nine percent (85.9%) of the effects

of the job role variable is contributed by Dev. On the other hand, Ops and

D&O have the respectiveR2 values of 0.078 and 0.106, which and contribute

7.8% and 10.6%, respectively.

Most developers believe that following a DevOps culture may benefit them

in terms of knowledge and skills they are likely to acquire. Operators do not

show interest in these skills transfer. These results support the results from

Section 5.9.1 which means that from the social interactions knowledge and

skills can be transferred.

The regression model was significant for two levels, Dev and D&O with

p = 0.000 and p = 0.001, respectively (see Table 5.20b). Ops was how-

ever not significant (p = 0.167). The F-values were found to be as follows:

Dev(F = 92.879), D&O(F = 4.634) and Ops(F = 1.662). Only two of the

sub-hypotheses are accepted, which means the main hypothesis is partially

accepted.

The coefficients table (Table 5.20c) illustrates how much contribution the job

role levels are making towards the regression model. The following associ-

ations are significant:

• OC: Dev (p = 0.000 β = −4.280) and D&O (p = 0.026, β = 2.248);

• RR: Dev(p = 0.000 β = 11.002) and D&O (p = 0.006,β = 2.813);

• RE: Dev(p = 0.000, β = −13.622), D&O(p = 0.046, β = 2.012); and

• TR: Dev(p = 0.000, β = 16.394), Ops(p = 0.034, β = 2.153) and D&O(p =

0.018,β = −2.391).
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In summary, the main hypothesis was partially accepted as one sub-hypothesis

was rejected (H7b). The final moderator effect that is between DevOps col-

laboration culture and the intention variable is discussed in the next section.

5.9.4 Effects of Job Role on Intention (INT)

The hypothesis to be tested in this section is as follows:

H13: The interaction between DevOps collaboration culture and

INT is moderated by job role.

The hypothesis is divided further into the following sub-hypotheses:

H13a: The interaction between DevOps collaboration culture and

INT is moderated by Dev job role.

H13b: The interaction between DevOps collaboration culture and

INT is moderated by Ops job role.

H13c: The interaction between DevOps collaboration culture and

INT is moderated by D&O job role.

Results of the regression analysis of the last moderator for determining the

effect of job role on INT variable are tabulated in Table 5.21. As in the pre-

ceding sections, the model summaries are tabulated in Table 5.21a. The three

variable levels showed moderate R2 values ranging from 0.408 for Ops level

to the highest R2 value of 0.598 for Dev and 0.472 for D&O. Developers are

more likely to accept the DevOps culture, followed by D&O and then oper-

ators. This is not surprising because developers have turned to favour the
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Table 5.21 – Job role as a moderator variable for INT.'
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SN and PBC-I interactions, which gives opportunities to learn and transfer

knowledge and skills. Following DevOps culture will promote collaboration

which is supported by the developers’ group.

All the contributions to the regression model were statistically significant with
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p = 0.000 for all the levels. The F-values were found to be 21.806, 13.586, and

58.469 for -0.702 Dev, Ops, and D&O, respectively (See Table 5.21b). An

analysis of these values of p has led to the conclusion that the three sub-

hypotheses are acceptable and thus confirm the main hypotheses.

The beta values listed in Table 5.21c have led to the following conclusions

regarding the significant associations:

• RR: Ops (p = 0.00, β = 0.375); and

• TR: Dev (p = 0.00, β = 0.741), Ops(p = 0.001, β = 0.330), and D&O(p =

0.000, β = 0.741).

Note that only the significant associations are reported. Interestingly, OC

was not significant for all the levels and only TR was significant at all levels,

of which Dev and D&O were significant on this predictor (TR) only. Ops,

on the other hand, was also significant on the RR predictor. In summary, it

can be concluded that the regression model presented above is supportable.

The three sub-hypotheses are also acceptable and the research hypothesis is

therefore accepted. However, it should be borne in mind that not all the

elements of DevOps collaboration culture contributed to the model.

The results presented in this section showed that developers are more likely

to accept DevOps culture that operators. The reason may be because they

are interested in improving their developer skills and that is facilitated by

collaboration environment that DevOps will bring. Uden and Dix (2004, 102)

acknowledges that software developers are expected by employers to engage

in a life long learning during their careers. To the knowledge of the researcher,

there is no study that compares these groups that exist to help explain these

results.
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5.10 Chapter summary

In this chapter, the demographics of the respondents who participated in

this study were discussed. These demographics included the age groups,

gender, job roles and the experience of the participants. Raw quantitative

data collected using a questionnaire was processed using various statistical

techniques with the view to eliminate any discrepancies in the collected data.

The research instrument was tested for reliability using the Cronbach’s Alpha

technique. Construct validity was tested based on cumulative percentage,

Eugen values and significance of the scree plot. Exploratory factor analysis,

using principal factor analysis as the rotation method, was used to validate

the collected data before it was subjected to further analysis.

The collected data was further analysed using correlation analysis to test the

strength relationships existing between different constructs. A Pearson cor-

relation analysis was conducted in this case. Regression analysis was used

for modelling and hypotheses testing. The original proposed framework was

refined, and a new framework was presented based on hierarchical regression

analysis.

Furthermore, the framework was tested for the influence of moderator vari-

ables, particularly the job role variable. A more detailed framework emerged

and was presented.

In the next chapter, an interpretation of the qualitative data derived from the

interviews is presented. The results obtained in this chapter were investigated

further so that more clarity can be obtained for a better understanding of these

results.
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Chapter 6

Qualitative Data Analysis and

Interpretation of Findings

6.1 Introduction

Details about quantitative data analysis and the results thereof were presen-

ted in the previous chapter. The quantitative data was analysed using the

statistical software package SPSS ver. 25. Different techniques were used

to transform the raw data into useful information that can add value to the

knowledge base in the DevOps field.

In this chapter, qualitative data was used to give more meaning to the inform-

ation obtained in the previous chapter. It should be borne in mind that this

research was a sequential mixed method study in which quantitative results

are further explained using qualitative methods to gain a better understand-

ing of the conclusions made. Furthermore, the main themes that emerge from

the transcriptions of in-depth interviews were identified to produce meaning

to the findings of the quantitative study reported in Chapter 5. Using qualit-

ative content analysis of the responses from the respondents was carried and

the corresponding findings are reported in this chapter.
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6.2 Qualitative Data Analysis

There are several techniques that can be employed analysing qualitative data.

These techniques include the following (Byrne, 2002, n.p.):

Narrative analysis: this method takes narratives—ways in which people ex-

press and communicate their experiences—as the object of the research.

It looks at the content of the narrative (a story), usually in the form of a

textual transcript and how this narrative is organised.

Discourse analysis: the method is about how people use language in com-

munication. Similar to narrative analysis, discourse analysis also fo-

cuses on the content and the form. The core focus of this analysis is

language use.

Conversation analysis: whilst discourse analysis looks at any form of dis-

course, the interest of conversational analysis lies in processes of in-

terpersonal communication between individuals. This form of analysis

does not include written text, although it focuses on verbal and non-

verbal interactions. It looks at ways that people use to produce and

interpret social interactions.

Visual analysis: this analysis deals with images as the object of the research.

Its concerns represents the content of the images being studied, the ar-

rangements of elements in them, the processes used to produce the im-

age and the social context around their production.

Content analysis: this analysis method focuses on any form of communica-

tion including images and text. The method essentially looks at the fre-
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quencies of certain content and uses coding to generate measurements

from the qualitative materials.

Thematic analysis: during the analysis of the qualitative materials, themes

are identified and content is categorised. During thematic analysis, pre-

liminary scanning of the materials is completed and followed by the

development of thematic categories. The elements are coded into these

themes.

Of all the quantitative data analysis methods explained above, thematic and

content analysis remain the most relevant methods for this study. Both them-

atic and content analysis are focussed on communication in which interviews

are the source of data for the research study. Vaismoradi et al. (2013, p. 399)

are of the view that thematic and content analysis are suitable for a researcher

wanting to use a low level of interpretation.

6.2.1 Content analysis

Payne and Payne (2004, p. 51) described context analysis as a method that

seeks to demonstrate the meaning of written or visual sources by systematic-

ally classifying their content into predefined categories and then quantifying

and interpreting the sources. Downe-Wamboldt, 1992 as cited by Hsieh and

Shannon (2005, p. 1278) describes the goal of qualitative content analysis

as being to provide knowledge and understanding of what is being studied.

This goal is in line with that of this qualitative enquiry, which is to explain

the findings on the quantitative study as discussed in the previous chapter.

Hsieh and Shannon (2005, p. 1278) mentions the following three approaches

to qualitative content analysis:
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Conventional analysis is used by the researcher to describe a phenomenon.

It is usually used when there is limited information about the object

being studied because, instead of relying on pre-existing themes, the

researcher is free to explore new themes emerging from the data.

Directed analysis is used by the researcher when there is some pre-existing

theory or research about a phenomenon. In such cases, the aim would

be to further the understanding of that phenomenon. This is the case

for this research study because some initial knowledge was obtained

from the quantitative study, and further understanding is needed to

support or extend prior findings. Hsieh and Shannon (2005, p. 1281)

has explained that the goal of direct analysis is to validate or extend a

framework or theory.

Summative content analysis is used by the researcher who wants to under-

stand the contextual use of words or content. The aim is not to infer

meaning but to explore usage. Since this study aims to infer meaning

and understand the quantitative findings, summative content analysis

is not an ideal choice for this research study.

Qualitative content analysis employing a direct approach is the qualitative

data analysis technique that is appropriate for the analysis of qualitative inter-

views for this research study. Themes that were identified and subsequently

tested during the quantitative enquiry were validated using this method. The

findings of the explanation study are presented below.
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6.3 Analysis of Interviews

Six telephone tape-recorded interviews were converted into text format (tran-

scripts). This type of format conversion was carried out to allow for context

analysis procedures. Purposive sampling was used; in this case, the parti-

cipants were representatives of the DevOps managers. The reason for recruit-

ing DevOps managers was to elicit information from the experts whose aim is

to get these two departments to work together without taking a side. The re-

searcher took a decision not to interview any member of any of the two teams

to avoid the members of any these teams defending their native silo culture

by blaming the other party. Therefore, information was elicited from DevOps

managers because the collaboration of the two parties is something that is

envisioned by DevOps managers. In other words, DevOps managers were

viewed to be well positioned to provide a much more sensible explanation of

the quantitative results presented in the previous chapter.

Qualitative content analysis involves a set of systematic and transparent pro-

cedures for processing data, and enables the valid and reliable inferences to

be produced (Zhang & Wildemuth, 2009, p. 3). Although the steps for con-

ducting a qualitative content analysis are dependent on the research goals,

making it more flexible, the following steps have been suggested for making

this type of analysis much more flexible (Zhang & Wildemuth, 2009, p. 3):

Step 1: Preparing the data.

The data format needs to be transformed into text format. This step is neces-

sary because various forms of data can be analysed using qualitative content
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analysis. In the context of this research study, all interviews recordings were

transcribed accordingly. Transcription is a time-consuming process. In ac-

cordance with recommendations of Zhang and Wildemuth (2009, p. 3), only

information that is relevant to this research study was transcribed. Mayring

(2014, pp. 45-47) give a discussion on several available transcribing tech-

niques. A selective protocol is explained as a technique whereby only specific

topics of the interview are transcribed (Mayring, 2014, p. 45); this technique

that was used in this research study.

Step 2: Defining the unit of analysis.

This involved finding unit text within the transcribed data that were used

during the classification. Mayring (2014, p. 51) has listed the following units,

which are important in qualitative content analysis:

• coding unit determines the smallest component of a material that can

be assessed and the minimum portion of text to fall within a category;

• context unit determines the maximum text component to fall within a

category; and

• recording unit determines which portions are confronted with one sys-

tem of categories (Mayring, 2014, p. 51). In the deductive category

assignments, a recoding unit could be the people interviewed (Mayring,

2014, p. 52).

Zhang and Wildemuth (2009, p. 321) are of the view that qualitative con-

tent analysis usually uses individual themes instead of words, sentences and
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paragraphs. This theme can be as small as a single word and as large as the

entire document being analysed. Following this idea, themes were used as a

unit of analysis in this research study. All the responses to the same ques-

tions were read and important themes were highlighted. This was done in an

incremental fashion until all question were covered.

Step 3: Developing categories and a coding scheme.

According to Zhang and Wildemuth (2009, p. 3) these categories and coding

skills can be generated from the transcribed text and related studies from past

and existing theories. The preliminary framework of this study was used to

generate the following coding list:

• Open Communication (OC)

• Role/Responsibilities (RR)

• Respect (RE)

• Trust (TR)

• Social Norm (SN)

• Organisational usefulness (OU)

• Perceived behavioural control (PBC-I)

These categories were entered into ATLAS.ti software, which was used to

assist with the content analysis.

Step 4–6: Testing the coding scheme on sample text, code all the text and

assessing the coding consistency.
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This is done to validate the coding scheme early in the process. With all the

themes highlighted in the transcripts, one transcript was selected for testing

purposes. A transcription from one participant was selected and coded into

the scheme on ATLAS.ti. After the coding was done, it was realised that the

scheme was adequate for the rest of the respondents to be included in the

scheme. The remaining responses were therefore entered into the software

for analysis. The consistency of the coding scheme was rechecked after the

coding of all the data.

The following coding scheme was produced:

• Open Communication (OC)

– Knowledge sharing

– Learning

– Feedback/Status updates

• Roles/Responsibilities (RR)

– Understand the contribution of the team member

– Accountability

– Clarity

– alignment

– Expectations

• Respect (RE)

– Sense of belonging

– Valued contributions
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– Productivity/creativity

– Reduce conflict

• Trust (TR)

– Expectations/People’s skills and abilities

– Decision making

– Productivity

• Social Norm (SN)

– Compliance

• Organisational usefulness (OU)

– Boost productivity

– Innovation

– Flexibility

– Service quality

• Perceived Behavioural Control-Internal (PBC-I)

– Diversity

– Enhance certain skills/communication/thinking/conflict resolution

Step 7–8: Drawing conclusions from the coded data and reporting the find-

ings

When the researcher was satisfied that the coding was done correctly, at-

tempts were made to make sense out of the themes identified. The requisite

findings are discussed in the section that follows.

201



6.3.1 Open communication

The results of the regression analysis presented in Section 5.7.1 indicated that

OC is the one DevOps culture factor that is important in a DevOps environ-

ment. To gain an understanding of what makes OC, one of the key elements

of DevOps culture, the following question was posed to the DevOps man-

agers during the interviews:

How important is the communication between DevOps developers and operators for

the success of the project?

The results obtained shows that communication between the two groups is

important in that it gives a supporting component of the DevOps culture,

which requires collaboration. The interviewed participants indicated that,

when open communication is supported, it benefits the teams by allowing

them to share ideas and knowledge. Knowledge transfer can easily occur

when people with the knowledge are willing to transfer their knowledge,

when given the platform to do so. The novice can also acquire the knowledge

from the experienced members, assuming that they are free and are encour-

aged to request this knowledge when required. This proposition is supported

by the study conducted by de Vries et al. (2006), which suggests that the com-

munication styles influence the willingness and eagerness to share knowledge

between team members.

The second aspect of OC is that it allows team members to stay updated

about the project. This is important because such an approach enables effect-

ive feedback about the project status to be given to the DevOps team thus

allowing the team to timely resolve any issues that may delay the project.
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Such type of delays can be mitigated when every team member is encour-

aged to speak out on any issues without the fear of being intimidated so that

they can be supported as and when required.

Allowing every team member an opportunity to communicate freely with the

rest of the team gives the team an opportunity to appreciate each other better.

Taking turns to speak during meetings gives a platform for team members

to know the roles and the responsibilities of everyone involved. Ultimately,

such an approach will make each team member to understand the roles and

responsibilities of other members. When these roles are understood, the value

of every role—and the person performing that role—will receive more respect

from other team members and thus instil trust amongst the team members.

6.3.2 Roles/Responsibilities

The second question that was posed to the interviewees was:

How important is the clear role responsibilities between DevOps developers and op-

erators for the success of the project?

The main theme that emerged from the responses is an understanding of

every team member’s contribution to the project. It is important to appreciate

and understand the value of every team member’s contribution. When these

are clearly defined, it makes it easier for the team to work together knowing

precisely who does what and thus eliminate the unnecessary duplication of

tasks which may result in conflict arising from accountability functions. Any

issues arising during the project have a higher chance of being resolved as

quickly as possible when the responsible member is instantly alerted without
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any undue delay. Of course, the success rate is much higher when the role

and responsibilities are clearly defined.

Although the role and responsibility alignment forms part of the DevOps

collaboration culture, the qualitative study was found not to significantly in-

fluence INT. RR may however still play a significant role in improving per-

formance as suggested by Hoda et al. (2013).

6.3.3 Respect

The third question that was posed to respondents was:

How important is the respect between DevOps developers and operators for the suc-

cess of the project?

This question was intended to establish the role played by respect in the re-

lationship between the team members. During this investigation, it was re-

vealed that when team members feel respected, in other words, when their

presence in the team is valued, they are more likely to feel welcomed and

needed and thus contribute positively to the team. Such sense of belonging

allows the team members to be much more creative without the fear of being

sidelined by the team. This phenomenon is in line with the DevOps collabor-

ation culture that encourages the participation of all team members. A study

by Ellemers et al. (2013) has revealed that the action readiness of a team is

determined by two aspects, namely: the willingness of the team member to

invest or contribute to the team and the positive team identity. Whereas the

willingness to contribute is influenced by how a member is valued in the

teams, team identity is affected by how a member values the team.
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When all the members participate enthusiastically g, the productivity of the

team is boosted. An increase in productivity can be regarded as another

supporting factor for team respect. It is evident from a study conducted by

Carmeli et al. (2015) that respect in a team is an engine for new ideas and it

promotes productivity.

With that said, it is clear that respect can be a team breaker if not given con-

sideration by team leaders. This is because respect encourages willingness,

which in the case of this research study could be regarded as intentions. To

build respect in teams, it is important that every member is allowed to com-

municate freely with other team members. This type of communication is

also bound to instil trust amongst team members.

6.3.4 Trust

The relative question was:

How important is the trust between DevOps developers and operators for the success

of the project?

For the project to be successful, team members need to trust each other to

allow them to deliver on their promises. The rest of the team will have to

rely on the skills and abilities of the team members. Therefore, it is important

for team members to be reliable. Being reliable is an important element of

collaboration because certain aspects of collaborative work is delegated to a

particular group. This makes the team to rely on each other for the success of

whatever collaborative work that is being undertaken. Productivity is there-

fore enhanced because support is given to the members who need it, which
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substantially engenders this trust. A study by Jong et al. (2016), which in-

vestigated the effect of trust on team performance, has revealed that trust has

a positive influence on team performance thus confirming the link between

productivity and trust.

Decisions can be taken reliably without delaying the project schedule when

there is trust amongst the members and decision makers. In a good collab-

orating team, it should be made clear who should take decisions and how

others will be affected because their roles and skills are known and trusted.

Communication, respect and trust to go together when working in teams.

When a member receives respect from fellow team members, communication

becomes the norm and this facilitates working together and building trust

amongst team players. When there is mutual trust within a team, respect

becomes effortless and team communication improves. Lastly, when a mem-

ber is free to communicate openly in a team, trust is built as team members

begin to appreciate and respect each other better. In the context of collabor-

ation, knowing the responsibilities of every team player completes the circle

collaboration, which is envisioned by the DevOps movement.

6.4 Social Norm

To get clarity on the social norm, the following question was posed to the

interviewees:

How important is the influence of DevOps team members in the acceptance of De-

vOps?
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In their response, the participant indicated that the power of the group should

not be underestimated. These groups can use their power to influence the be-

haviours of team members by providing information on how a team member

is expected to behave within that particular group. On a positive note, the in-

fluence of the group can exert pressure which may encourage other members

to comply with the goals and the vision of the team. Those with power and

influence obtained through their personal characteristics and positions they

occupy in the group, may influence the behaviour of other team members,

and ultimately the entire team.

It is therefore apparent that positive influences may lead to positive inten-

tions on the entire team. However, the power to influence may depend on

the influencer. Eckhardt et al. (2009b) has established that there is a difference

in the power of the influence from different groups of influencers (Superiors,

Peers and IT department) when adopting IT by the HR department. Superiors

were found to possess more power followed by peers, whilst the IT depart-

ment showed the weakest power of influence of the three groups. This notion

was corroborated by a similar study by Brown et al. (2010) which investig-

ated the use of collaboration technology supported; superiors and peers were

found to possess a significant power to influence others.

Although social norm appears to be crucial as people influence one another,

the quantitative findings of this study were not significant. SN was found not

to have a significant influence on INT. This may be explained by a weak con-

tribution of the IT department on HR department, which was observed in the

study of Eckhardt et al. (2009b). A study by Hardgrave and Johnson (2003,

p. 330) also found that SN did not statistically influence INT when study-

ing the acceptance of information system development processes by software
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developers.

6.5 Organisational Usefulness (OU)

To investigate the results obtained for OU during the quantitative study, the

following question was answered:

How does the collaboration between Devs and Ops affect the success of the organisa-

tion?

The interviews revealed that the collaboration between the two teams is not-

able to the organisation for several reasons. The first reason relates to an

increase in productivity resulting from the workload being appropriately

shared amongst team members. This distribution of the workload can be

managed according to the skills and strengths of team members. Several

studies (Melo et al., 2013;Schuh et al., 2014;Parker et al., 2015) have shown

how productivity can be boosted using teamwork.

The second reason is that collaboration promotes innovation, which in turn

benefits the organisation. A creative environment is fostered when team

membranes bounce ideas off each other to devise a solution. During such

brainstorming sessions, unique and creative ideas emerge and are then ad-

opted for the benefit of the company. The third reason identified is the flex-

ibility brought by the collaboration environment, which allows skills transfer

between members. Disruptions are weakened as a result of a team member

pulling off the project. This, in turn, boosts the morale of the team members

and lowers the employee turnover rate, and ultimately benefiting the organ-

isation. The last reason is the service and/or product quality. Since everyone
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is involved from the beginning of the development of the product to the end

of the cycle, the evaluation of that product is not left to the end of the product

development cycle. The product evaluation is continued from start to finish.

This also promotes a sense of ownership of and accountability to the final

product on the part of the team members.

The quantitative study revealed that OU was statistically significant in the de-

termination on INT. This corroborated the results of Hardgrave and Johnson

(2003).

6.6 Perceived Behavioural Control-Internal (PBC-I)

The last question was:

How do one’s skills and abilities affect the success of DevOps projects?

Working in collaboration allows exposure to diverse points of view, which

benefit the team and individuals working on that project. The sharing of

viewpoints, skills, and knowledge stands to build more effective teams with

capable team players. Therefore, collaboration enhances learning from the

team, which can help junior personnel to rapidly acquire the necessary tech-

nical skills in a short space of time. When surveyed by Lindsjørn et al. (2016),

Agile software development teams were of the view that collaboration fa-

cilitated their learning in an optimistic way. Other soft skills that are en-

hanced by collaboration teamwork are communication, critical thinking, and

conflict resolution skills. Communication is central to the DevOps collabora-

tion culture, therefore, intensifying this skill—by encouraging team collabor-

ation—will strengthen the DevOps culture. Mastering the art of collaboration
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will also improve the critical thinking and conflict resolution skills of the team

members.

With all that said, it can be concluded that (PBC-I) is a factor that is necessary

for the acceptance of DevOps collaboration culture. Simply put, an under-

standing of the benefits that will be accrued from the adoption of the DevOps

collaboration culture will in all likelihood lead to acceptance of the change of

traditional organisational culture to the DevOps culture. The acceptance of

DevOps culture will not only benefit the adopting organisation, but also the

individuals who practice it.

Similar to SN, however, the empirical results of the quantitative study as re-

ported in Chapter 5 did not produce enough compelling evidence to stat-

istically conclude that PBC-I significantly influences INT. These results are

in agreement with those published by Hardgrave and Johnson (2003), which

involved an investigation of information system development methodology

acceptance.

6.7 Chapter Summary

The aim of this chapter was to provide an explanation of the results obtained

for the quantitative data analysis presented in the previous chapter. Qualit-

ative data gathered through the use of telephonic interviews were analysed

following qualitative data analysis techniques. Various qualitative techniques

were discussed in this chapter and the techniques that were deemed suitable

for this study were identified.
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The technique that was used to analyse the qualitative data was qualitative

content analysis. The procedures for conducting content analysis were chron-

icled and adopted for the analysis of the data. The analysis revealed that

open communication is important in DevOps collaboration culture because

it fosters the culture of knowledge sharing, which is important in DevOps

because the developers need to share knowledge with the operators and vice

versa. Communication also facilitates learning occurring amongst the mem-

bers. Feedback and project status update should also be communicated to the

entire team on a regular basis as they will mitigate project delays as it allows

problems to be communicated early and dealt with accordingly.

Clarity of roles and responsibilities contribute in assisting the team to ap-

preciate the contributions that every team member is making to the project.

This also assists team members to know what the team expects from them.

The workload can be distributed accordingly, and it makes accountability for

tasks to be aligned with the rightful owner.

It was also highlighted that people are more willing to contribute to teamwork

when they feel that they are part of that team. Therefore, respect plays a role

in making people feel welcomed in the team. In other words, productivity

is increased when people are shown respect by team members because then

they are willing to contribute positively to the team and avoid conflicting

situations.

Also, rusting fellow team members with their skills and abilities could poten-

tially boost productivity. Productivity stands to increase when team members

deliver on what is expected of them and this makes decision making easier

because team members trust that decisions are taken by the knowledgeable

people who have the success of the project in their hearts.
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Social norm has also shown that people have the power to influence each

other. On a positive note, this influence could lead to compliance with re-

spect to the team’s obligation to the organisation. To the organisation, the

usefulness of DevOps is important because it may lead to an increase in pro-

ductivity and product quality. DevOps encourages innovation whilst main-

taining the flexibility of the team by allowing knowledge sharing and skills

transfer in a collaboration environment. Not only does this sharing and trans-

fer of knowledge and skills benefit the organisation, team members are also

supported in terms of upgrading their technical and soft skills. Thus, the per-

ceived behavioural control-internal is supported by the DevOps collaboration

culture.
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Chapter 7

Discussion of Results

7.1 Introduction

In this chapter a discussion and interpretations of the research findings of

results that were presented in Chapter 5 and 6 are presented. The hypotheses

findings are discussed as relevant to the framework of this study. In addition,

the research questions that this study has attempted to answer are assessed

on the basis of the achievement of the research objectives.

The main research question for this study was geared towards identifying

factors that needed to be included in a framework to support a successful

DevOps collaboration environment. This study was motivated by DevOps

being a new software development strategy that organisations are adopting

due to its wide ranging benefits. A review of the literature indicated an

absence of a framework that organisations can follow to guide the successful

adoption and of DevOps and its concomitant potential benefits.

The study was conducted in South Africa. In a quest to address the aim of this

research project, research sub-questions were posed and their answers were

presented in Section 7.3. The remaining layout of this chapter is as follows:

Section 7.2 provides a detailed discussion on the research findings in line with
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the hypotheses evaluated. The hypotheses in relation to moderator factors

are presented in Section 7.2.2. A constructive discussions on the empirical

findings in relation to the research questions are discussed in Section 7.3. The

final research framework, which a deliverable of this thesis, is presented in

Section 7.3.

7.2 Discussion of the results and findings

The hypotheses required for answering the research questions were explained

in Section 3.6.2 and tested in Chapter 5. The summarised outcomes of the

tests are tabulated in Table 7.1. The discussion and interpretation of these

research findings are presented in the following section.

Table 7.1 – Summarised research findings from hypothesis.

Proposed Hypotheses Results

H1:
There is a positive relationship between DevOps culture and

intention to use DevOps.
Partially

Supported

H1a:
There is a positive relationship between open communication and

intention to follow DevOps processes.
Supported

H1b:
There is a positive relationship between role and responsibility

alignment and intention to follow DevOps processes.
Not Supported

H1c:
There is a positive relationship between trust and intention to follow

DevOps processes.
Supported

H1d:
There is a positive relationship between respect and intention to

follow DevOps processes.
Supported
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Table 7.1 – Summarised research findings from hypothesis.

Proposed Hypotheses Results

H2: There is a positive relationship between SN and INT. Not supported

H3: There is a positive relationship between OU and INT. Supported

H4: There is a positive relationship between PBC-I and INT. Not supported

H5:
There is a positive relationship between culture and

individual subjective norm (SN).
Supported

H5a:
There is a positive relationship between open communication and

SN.
Supported

H5b:
There is a positive relationship between role and responsibility

alignment and SN.
Supported

H5c: There is a positive relationship between trust and SN. Supported

H5d: There is a positive relationship between respect and SN. Supported

H6 There is a positive relationship between culture and OU. Partially

Supported

H6a:
There is a positive relationship between open communication and

OU.
Supported

H6b:
There is a positive relationship between role and responsibility

alignment and OU.
Not Supported

H6c: There is a positive relationship between trust and OU. Supported

H6d: There is a positive relationship between respect and OU Supported

H7: There is a positive relationship between culture and PBC-I. Partially

Supported
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Table 7.1 – Summarised research findings from hypothesis.

Proposed Hypotheses Results

H7a:
There is a positive relationship between open communication and

PBC-I.
Not Supported

H7b:
There is a positive relationship between role and responsibility

alignment and PBC-I.
Supported

H7c: There is a positive relationship between trust and PBC-I. Supported

H7d: There is a positive relationship between respect and PBC Not Supported

H8: There is a positive relationship between PBC-I and OU Supported

H9: There is a positive relationship between SN and OU. Supported

7.2.1 Discussion and interpretation of the hypotheses

Hypotheses were formulated based on the following DevOps collaboration

culture elements:

• Openness Communication (OC);

• Roles /Responsibilities (RR);

• Respects (RE); and

• Trust (TR).

It was hypothesised that these elements would influence the behavioural in-

tention (INT). In addition to these elements, the following elements were also

hypothesised to be the determinants of behavioural intention (INT):
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• Subjective Norm (SN);

• Organisational Usefulness (OU); and

• Perceived Behavioural Control-Internal (PBC-I).

In the sub-sections that follow, factors that did not show any influence on INT

are discussed. This is followed immediately by a discussion on those factors

that were found not to influence INT.

7.2.1.1 Factors that fail to influence Behavioural Intention

SN was found to have no insignificant influence on behavioural intention

(H5). This was in contradiction with the expectation that social influence has

a positive effect on INT. This means that superiors and peers may have an

influence on other behavioural intentions or actions, but certainly not on the

acceptance of DevOps culture. These findings are in line with those repor-

ted by Hardgrave and Johnson (2003) on acceptance of information system

development. On the contrary, a study conducted by Guardado (2012) on

the acceptance and adoption of processes by software practitioners revealed

that social influence was a significant determinant for process adoption and

acceptance.

Collaborative environments encourage social interactions that are trustful and

respectful. When a team member is groomed in such environments, it is likely

that that member’s behaviour will be influenced by the superiors and peers,

and hence, that member’s intentions are more likely to be team intentions.

Perhaps the timing of this study falls within a period where acceptance is
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at early stages in terms of the Diffusion of Innovation theory (Rogers, 2003,

p. 35), where there are not enough adopters to motivate and influence late

adopters.

Similar to PBC-I, when looking at intention influencers, it was established

in this study that PBC-I has no influence on INT (H6). Similar findings on

acceptance of information system development methodology were reported

by Hardgrave and Johnson (2003).

The role and responsibilities did not confirm any significant acceptance of De-

vOps culture (H1b). This means that the role a person occupies does not have

a significant influence on whether or not, to accept the DevOps culture. Al-

though it is suspected that certain roles would encourage specific behaviour,

the results of this study did not reveal that at this stage.

7.2.1.2 Factors influencing behavioural Intention (INT)

The findings of this study indicate that, save for RR, all the elements of De-

vOps collaboration culture have a positive effect on the behavioural intention

to accept of DevOps culture (H1 partially supported in Table 7.1). These

findings complement that of Ben Othman et al. (2016) on their study of the

organisational culture effects on the acceptance of Agile methodology, which

revealed that group culture played a role in the acceptance of Agile methodo-

logies. This group culture is human relations centred and promotes flexibility,

trust and encourages participation Ben Othman et al. (2016, p. 18), which is

equivalent to DevOps collaboration culture. On another study in a similar

context, Strode et al. (2009) found that an organisational culture which val-

ues, amongst other things, feedback and learning, trustful social interactions

and collaboration, leads to the acceptance of Agile methodology.
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Furthermore, the study by Strode et al. (2009) revealed that OU also has an

influence on intentions (H6). People are more likely to carry on and per-

form the activities that will benefit their organisation. In other words, those

activities are necessary for the survival of the organisation. The results of the

study by Hardgrave and Johnson (2003) concur with those of the current as

they show that OU is a significant determinant of intentions on their study

on the acceptance of information system development processes. Following

an investigation of user acceptance of IS project management methodologies,

Mohan and Ahlemann (2011) reported that OU, which is referred to in the

study as a task-related utilitarian value, provides instrumental value to the

user (e.g. increasing performance, efficiency and productivity) (Mohan & Ah-

lemann, 2011, p. 915).

It is evident that DevOps collaboration culture determinants (i.e. open com-

munication, respect and trust) are important the determinants of the intention

to follow DevOps. It is therefore crucial for the DevOps adopters to invest in

these elements for the successful acceptance of DevOps and thus observe the

benefits of DevOps in their organisations. In addition to the culture, social in-

fluence, organisational usefulness, and perceived behavioural control-internal

are also important for the acceptance of DevOps. As already mentioned, su-

periors and peers are great influencers of behavioural intentions, and organ-

isations should educate their staff members on the importance of adopting

DevOps in the organisation (OU) and how the use of DevOps will benefit

them (PBC-I).
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7.2.1.3 Factors influencing Social Norm (SN)

It has been iterated in this study how collaborative environments foster com-

munications, create a supportive environment, and encourage knowledge

sharing and learning, to name a few. Trust and respect feature prominently

in collaborative environments, and this suggests that social influence plays a

significant role in such environments. Results generated from this study also

suggest that the DevOps collaboration culture (OC, RR, RE and TR) has an

effect on the social norm; this notion is supported by hypothesis H2. These

findings corroborate the findings of Eckhardt et al. (2009b) and Brown et al.

(2010) as mentioned in Section 6.4.

Since SN is the determinant of OU, it is important that DevOps managers

nourish this collaboration culture amongst team members. This can be achieved

by offering training to team members Hardgrave and Johnson (2003, p. 334)

, especially on DevOps collaboration elements. Other than encouraging open

communication between members without them feeling intimidated, team

members should show respect towards each other and strife not to be judge-

mental (Walls, 2013, p. 15). The team members should support one another

in order to create a stimulating working environment.

7.2.1.4 Factors influencing Perceived Behavioural Control-Internal (PBC-I)

The hypothesis H7 was partially supported by RR (H7b) and TR (H7c) whilst

OC (H7a) and RE (H7d) were rejected. The results indicate that roles and

responsibilities influence PBC-I. It is noteworthy that PBC-I is the resources

that a person possesses internally that will allow that person to successfully
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carry out the duties of that person. In other words, these are skills a member

is equipped with to perform the role and responsibilities of that particular

member. It is therefore understandable that a person must possess specific

skills for that person to take up a specific role. With that said, it is not sur-

prising that RR influences PBC-I. Holding specific roles in a team may boost

the morale and motivation of the person occupying that role to acquire more

skills for better recognition in terms of being promoted. Similarly, TR, which

was measured in terms of skills possessed and ability to perform duties, in-

fluences the control a person has.

Communication and respect were found not to have a significant influence

on PBC-I. A possible explanation for this is that both elements do not require

skills for controlling a certain behaviour. In other words, these elements are

unconditional. To illustrate this phenomenon by way of an example, a person

can be trusted on a certain skill that that person possesses. However, a collab-

oration culture requires that team member be respected, irrespective of their

roles or the skills they possess. The same notion applies to communication.

PBC-I as a determinant of OU should also be taken into consideration. Since

PBC-I is influenced by RR and TR, managers should take measures to clearly

define role and responsibilities whilst instilling a culture of trust amongst

team members (Hardgrave & Johnson, 2003, p. 334). Clear roles and respons-

ibilities and promoting team trust will lead to high PBC-I (Walls, 2013, p. 15),

which in turn improve the acceptance of the DevOps culture.

7.2.1.5 Factors influencing Organisational Usefulness (OU)

Save for RR (H6b), DevOps collaboration culture elements have a positive ef-

fect on OU and they were found to be significant (H6a, H6c, and H6d). These
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results suggest that OU is highly dependent on OC, TR and RE. It is therefore

very important for a DevOps organisation to allow members of the DevOps

team to communicate openly, trust each other and show respect to fellow

team members (de Vries et al., 2006;Carmeli et al., 2015; Jong et al., 2016). By

creating such an enabling environment, the DevOps organisation will be able

to promote the sharing of knowledge and the transfer of skills amongst team

members. Ultimately, such an approach will benefit the DevOps organisa-

tion thus resulting in increased productivity without compromising product

quality, stimulating innovation and maintaining team flexibility whilst keep-

ing staff turnover at minimal rates.

The findings of this study also showed that OU is dependent on SN and

PBC-I (H8 and H9). DevOps influencers, managers and peers, should be

willing to support the new culture (DevOps) in an organisation. Thus, the

effects of SN on OU will be noticed. These results are in agreement with

those reported by Hardgrave and Johnson (2003). Similarly, for the effect

of PBC-I on OU, training, mentoring and support of academic programmes

should be implemented to improve PBC-I and therefore, its effect (Hardgrave

& Johnson, 2003, p. 332).

7.2.2 Discussion of the hypotheses in relation to moderating

factors

Hypotheses H10 to H13 (Tabulated in Table 7.2) illustrates the effect of the

moderator on the hypothesised relationships. The job role is the moderator

variable that these hypotheses relate to. Three levels of this moderator vari-

able were examined, namely: Dev representing the developers, Ops repres-
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Table 7.2 – Moderator hypothesises summaries.

No. Hypothesis Acceptance

H10 The interaction between DevOps collaboration culture and
SN is moderated by job role.

Accepted

H10a: The interaction between DevOps collaboration culture and SN
is moderated by Dev job role.

Accepted

H10b: The interaction between DevOps collaboration culture and SN
is moderated by Ops job role.

Accepted

H10c: The interaction between DevOps collaboration culture and SN
is moderated by D&O job role.

Accepted

H11: The interaction between DevOps collaboration culture and
OU is moderated by job role.

Accepted

H11a: The interaction between DevOps collaboration culture and OU
is moderated by Dev job role.

Accepted

H11b: The interaction between DevOps collaboration culture and OU
is moderated by Ops job role.

Accepted

H11c: The interaction between DevOps collaboration culture and OU
is moderated by D&O job role.

Accepted

H12: The interaction between DevOps collaboration culture and
PBC-I is moderated by job role.

Partially supported

H12a: The interaction between DevOps collaboration culture and
PBC-I is moderated by Dev job role.

Accepted

H12b: The interaction between DevOps collaboration culture and
PBC-I is moderated by Ops job role.

Rejected

H12c: The interaction between DevOps collaboration culture and
PBC-I is moderated by D&O job role.

Accepted

H13: The interaction between DevOps collaboration culture and
INT is moderated by job role.

Accepted

H13a: The interaction between DevOps collaboration culture and INT
is moderated by Dev job role.

Accepted

H13b: The interaction between DevOps collaboration culture and INT
is moderated by Ops job role.

Accepted

H13c: The interaction between DevOps collaboration culture and INT
is moderated by D&O job role.

Accepted

enting the operators, and D&O representing job role that combines both the

Dev and Ops roles.

H10 stated that the interaction between DevOps collaboration culture and
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SN is moderated by job role. The test results for this hypothesis and its

sub-hypotheses were all supported. This implies that whilst a relationship

exists between DevOps collaboration culture and SN, this association is in-

fluenced by the job role. In other words, this association is dependent on

whether the participant (the person that is being measured) is a developer,

operator, or performs both roles. This is similar to the interaction between

DevOps collaboration culture and OU, and INT (H11 and H13). In other

words, the influence of DevOps culture on OU or INT is affected by whether

the participant performs a Dev, Ops, or D&O role. Hence, H11, H13 and their

sub-hypotheses were all supported.

H12 was partially supported. It stated that the interaction between DevOps

collaboration culture and PBC-I is moderated by job role. During the sub-

hypotheses testing, H12b was found to be insignificant and was soundly

rejected. The assessment of Ops as a moderating job role did not produce

enough evidence to suggest that Ops participants can affect the relationship

between DevOps collaboration culture and PBC-I.

7.2.3 Conclusions Related to the Hypotheses

Results of this study confirm some of the previous findings by several re-

searchers which suggest that DevOps collaboration culture (open communic-

ation, respect and trust), and organisational usability, are key success factors

and have an influence on intention to follow DevOps processes. These factors

should be included in the final research framework of this study. Except

for RR, the DevOps collaboration culture elements in this study support the

assertion of building a DevOps culture by Walls (2013). Furthermore, this
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research study highlighted that job role factors influence other variables in

the research framework, indicating that the Dev role is more likely to have a

positive orientation towards the key success factors influencing DevOps ac-

ceptance.

7.3 Findings and discussions relating to the research

questions

The main research question that was asked in this study was: What are the

factors that must be included in a coherent framework to support a successful collab-

orative culture in DevOps environment?

The results generated from this study have revealed the following supporting

factors:

• DevOps collaboration factors in which OC, RE and TR were found to

be significantly influencing the intentions for the acceptance of DevOps

culture. Respect (H1d; β = 0.500; p < 0.000 ) was found to have the

most influence, followed by open communication (H1a; β = 0.305; p <

0.000 ) and then the trust (H1c; β = 0.214; p < 0.000 ).

• Organisational usefulness factors (H1; β = 0.168; p < 0.005 ) are also

the relevant success factors that influence a successful DevOps culture.

Therefore, OU should also constitute an essential part of the framework.

In addition to the aforementioned factors, in terms of the influence on OU,

the following factors were found to be relevant and possess the influence:
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• DevOps collaboration factors, in which OC, RE and TR were found to

have a significant influence. As in the influencers of INT, respect (H6d;

β = 0.563; p < 0.001 ) appeared to have the most influence, followed

by open communication (H6a; β = 0.533; p < 0.001 ) and trust (H6c;

β = 0.137; p < 0.001 ).

• Social norm factors (H9; β = −0.333; p < 0.001 ) are the success factors

that indirectly influence INT by affecting OU, which in turn directly

influences INT.

• Perceived behavioural control-Internal factors (H8; β = 0.205; p < 0.001

) are similar to social norm factors mentioned above in that they have

an indirect influence INT via OU.

In terms of SN, the following factors were found to have a significant influ-

ence.

• All the DevOps collaboration culture factors, that is OC (H5a; β = 0.387;

p < 0.001 ), RR (H5b; β = 0.553; p < 0.001 ), RE (H5c; β = 0.142;

p < 0.005 ), and TR (H5d; β = 0.241; p < 0.001 ) have an influence on

SN.

Lastly, in terms of PBC-I, the following factors were found to have a signific-

ant influence.

• DevOps collaboration culture factors in which RR (H7b; β = 0.449; p <

0.001 ), and TR (H7c; β = 0.734; p < 0.001 ) remained the only influential

factors.
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This study has answered the main research question that was posed at the

beginning of the thesis. The factors indicated above are the key factors that

should be included in the framework. Research sub-questions were used to

assist in the answering of the main question. These sub-questions were:

SQ1: What are the characteristics of DevOps collaborative culture? This ques-

tion was answered in Chapter 2 of this thesis.

SQ2: What factors encourage a collaborative culture in a DevOps environ-

ment? This question was answered in Chapter 3, 5 and 6 of this

thesis.

SQ3: How do the factors interact with each other? This question was answered

in Chapter 5 and 6 of the thesis.

SQ4: How can a collaborative culture be implemented in DevOps environ-

ment? This question was answered in Chapter 6 and 7 of this

thesis.

SQ5: Does the proposed framework supports the collaborative culture in De-

vOps environment? This question was answered in Chapter 6 and

7 of this thesis.

According to the results generated from this research study, the most influen-

tial factors with regards to DevOps culture relate to the influence of DevOps

collaboration culture. This indicates that DevOps adopters, who are typic-

ally managers, should ensure that human factors are taken into consideration

for the success of the implementation of DevOps within their organisations.

The managers should provide the necessary support and provide training
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to workers (Hardgrave & Johnson, 2003, p. 332), especially training that is

related to collaboration practices. Employees should be encouraged to collab-

orate with one another by promoting activities that will positively enhance

this cultural practice. Open communication, respect and trust should be built

and maintained throughout the organisation as recommended by Walls (2013,

p.15).

DevOps Culture

Open Communication

(OC)

Role Respsonsiblity

(RR)

Trust

(TR)

Respect

(RE)

Social Norm

(SN)

Organisational Usefulness

(OU)

Perceived Behavioral

Control-Internal

(PBC-I)

Intention to follow

DevOps processes

(INT)

Figure 7.1 – The final framework (DCAM).
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7.4 The objective of the study

As stated in Section 1.4, the primary objective of this research study was

to propose a framework that will allow the acceptance of the DevOps collaboration

culture within DevOps environments. This objective was accomplished through

the following sub-objectives:

• To investigate DevOps collaboration requirements. This objective was achieved

in Chapter 2 of this thesis.

• To determine the necessary factors that promote a successful collaborative cul-

ture. This objective was achieved in Chapter 3 of this thesis.

• To evaluate the key success factors for their interaction with one another. This

objective was achieved in Chapter 5 of this thesis. This objective was

achieved through the test of hypotheses shown in Table 7.1 and 7.2 of

this chapter. Table 7.2 shows the hypotheses that tested the moderator

effects of job role. The supported and rejected hypotheses are summar-

ised on these tables.

• To determine how the interaction of the contributing factors contributes to suc-

cessful collaboration in a DevOps environment. Chapter 5 and 6 of this

thesis achieved this objective.

• To propose a comprehensive framework for a collaborative DevOps acceptance.

This objective was achieved in Chapter 2 through to Chapter 7 of this

thesis.

The final product of this thesis is depicted in the form of a framework model

in Figure 7.1. The framework can be used as the guideline for software devel-

opment managers who are planning to transit to the DevOps culture. It can
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also be used by organisations that have already adopted DevOps and need to

improve its implementation.

7.5 Chapter Summary

This chapter provided an interpretation and explanation of the results that

were presented in Section 1.4. The implications of these results were also

discussed. Specifically, the findings as they relate to the research questions,

the hypotheses and the research objectives of this study were reviewed. The

chapter has indicated how the research study has arrived at its conclusion.

The following chapter, which is the concluding chapter discussed how this

thesis met its objectives. The valuable contributions of this study will make

to the various areas are detailed in the next chapter.
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Chapter 8

Conclusion and Recommendations

8.1 Introduction

This chapter provides an evaluation of the research study by re-stating the re-

search rationale to the findings of the study. The processes that were followed

to reach the outcomes are described and the contributions this study makes

to the software engineering body of knowledge and to DevOps philosophy

in particularly are articulated. The knowledge generated and recommenda-

tions made from in this research study could potentially influence policies of

existing and future adopters of DevOps. In addition, research opportunities

arising from the limitations on this study are identified and presented future

enquiry. The research significance, suitability, methodology, contribution and

attainment of the research questions are also explained.

8.2 Summary of the thesis

The purpose of this research was to develop a coherent framework to support

a successful collaborative culture in a DevOps environment. The proposed

study was found to be significant and relevant in that it would produce
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guidelines to organisations that are in the process of or have implemented

DevOps.

After highlighting in Chapter 1 the importance and relevance of this research

study in the field of software engineering and DevOps philosophy, research

questions that needed to be answered in order to pave the way for the envis-

aged framework were identified. A review of these questions is presented in

Section 8.3.

The theoretical framework that was adopted in this study was presented in

Chapter 3. The models that were used in previous studies to assess how hu-

man behavioural intention to use or accept new technologies were explored.

These models included TRA, TPB, TAM, UTAUT, DOI, and ISDAM. Further-

more, it was shown that ISDAM is the most appropriate model to build on as

a base framework. The reason behind this assertion is that ISDAM was built

from a combination of some of these models which were tested in different

contexts. Secondly, ISDAM was built and tested in the information system

development environment, which is more relevant to this research study. The

framework (DCAM) was proposed (Masombuka & Mnkandla, 2018) and was

evaluated in subsequent chapters.

The methodology that was used to test and validate the proposed frame-

work was presented in Chapter 4. A mixed-method approach was adopted in

which quantitative and qualitative data was collected and analysed was fol-

lowed as the research design. Web-based questionnaires were used to collect

quantitative data. Qualitative data were, on the other hand, collected using

structured interviews conducted over the telephone and Skype. Using mixed

methods strengthens the reliability and validity of this research study.
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The collected data collected using the questionnaire and interviews were ana-

lysed using quantitative analysis techniques and qualitative content analysis,

respectively. This mixed methods approach was conducted in a sequential

manner starting with an initial quantitative investigation being conducted

and followed immediately thereafter by the qualitative study. The results

of the quantitative and qualitative studies were presented in Chapter 5 and

6, respectively. The results of this research study have revealed that open

communication, respect and trust are statistically significant. In addition, or-

ganisational usefulness was also found to be a significant contributing factor

to the acceptance of the DevOps culture.

8.3 How the research questions were answered

The main research question was formulated as follows:

What are the success factors that must be included in a coherent framework to support

a successful collaborative culture in a DevOps environment?

In order to investigate this question, the following five sub-questions were

derived:

SQ1: What are the characteristics of DevOps collaborative culture?

SQ2: What factors encourage collaborative culture in a DevOps environment?

SQ3: How do the contributing factors interact with each other?

SQ4: How can a collaborative culture be implemented in a DevOps environ-

ment?
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SQ5: Does the proposed framework supports the collaborative culture in a De-

vOps environment?

SQ1 was answered through a compilation of a literature review in Chapter 2.

The reviewed literature revealed four elements that constitute the DevOps

collaboration culture, namely open communication, roles and responsibility

alignment, respect and trust. Section 2.3.5 gave a detailed explanation of these

constituents of DevOps collaboration culture.

SQ2, SQ3 and SQ4 were dealt with in Chapter 5. Statistical techniques were

used to determine the identified factors and the relationships between them,

which responded to SQ2, SQ3 and SQ4. Details of the techniques that were

used to address these research question are provided in Chapter 5.

The last research question was answered in Chapter 6. Following the develop-

ment of the framework, qualitative content analysis was employed to confirm

and explain the framework in Chapter 6.

All the research questions of this research study (i.e. RQ1 to RQ5) were answered

and the methodology used to arrive at those answers was documented in the

relevant sections. It was quite evident that answering all the sub-questions

played the dual role of simultaneously answering the main question. There-

fore, it can be concluded that this research study has answered all the relevant

questions and the main question that drove this study.

8.4 Evaluation of the methodological contribution

During the evaluation of the methodological contribution, the research was

tested for the following:
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• chosen research methods;

• research theme;

• topic suitability;

• unit of analysis; and

• data collected for analysis

A comprehensive discussion on the above criterion is presented in the section

that follows.

8.4.1 Relevance of the used approach

The primary objective of this study was to develop a framework for a success-

ful DevOps collaboration culture. Since DevOps is still fairly new, not much

academic work has been conducted in this area. Existing academic literature

was used to identify DevOps collaboration elements from which a framework

was developed.

Special focus was placed on DevOps collaboration culture in South Africa and

DevOps practitioners in this country were, to this end, recruited to participate

in this research study. Questionnaire and interview based surveys were used

for data collection purposes. Exploratory factor analysis was used to reduce

the factors to a tolerable size. Regression analysis was used to explain the

influence of the variables concerned. The methods employed were deemed

appropriate for this research study and they made a meaningful contribution

to knowledge relating to software engineering and DevOps philosophy.
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The theoretical framework that was adopted in this study was ISDM. The

adoption of the ISDM was effected after assessing a number of several such

as TRA, TPB, TAM and UTAUT. ISDM was modelled for software devel-

opment environments in which the software developers themselves are the

actual users of the technology, that is, the information system development

processes in the case of this research study. In addition, ISDM is based on a

combination of these well-evaluated theories.

Moderating factors in which the job role was evaluated were introduced in

this framework. The final framework and the effects of the moderator variable

were assessed using regression analysis. Therefore, this empirical analysis of

the data provided a methodological contribution to the field.

8.4.2 Research theme of the study

As already mentioned, the objective of this study was to investigate the factors

that influence the successful adoption of the DevOps collaboration culture. At

the time of conducting this study, this researcher was not aware of any other

study of collaboration in this context. With DevOps placing a huge emphasis

on collaboration culture, a need exists for a better understanding of the factors

that influence a successful DevOps collaboration culture in organisations for

efficient adoption and acceptance of this culture. Any changes in culture

come with resistance. Such resistance may lead to organisations incurring

wasteful expenditure and losing fruitful time due to employees clinging onto

their old habitual culture. In light of that, a framework for successful adop-

tion of DevOps collaboration culture is relevant to software engineering and

DevOps philosophy.

236



8.4.3 Fitness of the topic in the knowledge building process

This framework built in this study is informed by the views of DevOps

practitioners on the DevOps collaboration culture in South Africa. A web-

based questionnaire and telephonic/Skype interviews were used to gather

responses from DevOps practitioners on their perceptions on DevOps.

The study was developed around a research framework based on ISDM the-

ory which was, constructed from various existing theories, including the TPB,

TRA, and UTAUT. The resulting framework was then used to determine the

critical success factors contributing to the successful acceptance of DevOps

collaboration culture through an empirical study. Therefore, an understand-

ing of these success factors and recommendation of better strategies to ad-

dress the impact of these factors on DevOps environments is a major step in

the knowledge building of software engineering systems.

8.4.4 Relevance of the unit of analysis

As much as a DevOps collaboration culture is being adopted in many organ-

isations, the success or failure of the adoption of DevOps relies on the team

members who need to transit to the new culture. In the context of this study,

the decision to analyse the perceptions of DevOps team members who are

directly affected by this cultural change was deemed appropriate.

8.4.5 Collected data in relation to needed research findings

In this research study, both secondary and primary data were used. The

literature review, which was used to gather the secondary data has proven to
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be significant because the data were collected from accredited sources such as

journals, books and conference proceedings. The articles that were accessed

from these sources had previously been peer reviewed by different software

engineering, professionals, scholars and experts and were therefore regarded

as being trustworthy.

The primary data were collected through interviews and questionnaires con-

ducted with DevOps practitioners. The web based questionnaire was sent to

DevOps professionals through social media, and interviews were conducted

over the telephone and Skype. Therefore, the data analysed in this research

study was found to be appropriate and suitable to generate quality results

and findings.

8.5 Importance of the Research

Software engineering research or any other research for that matter, should

not only be important to professionals in that field but to other readers who

may find the subject interesting, in terms of both style and content. The

importance of the actual content of the research is normally evaluated based

on the degree to which it engages the reader’s curiosity and its potential to

create awareness and encourage discussions on that research matter.

8.5.1 Applicability of the Topic and Research Output

The topic of this research study is of great importance to DevOps manage-

ment and professionals because there are no research studies, at least to the
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knowledge of this study researchers, that have modelled factors for DevOps

collaboration culture. Therefore, this research study has provided an import-

ant contribution through the development of a DevOps collaboration culture

framework.

8.5.2 Contribution to Discussions on Current matters

Organisations are increasingly adopting and implementing DevOps practices

in their business environment. The need for an organisational culture change

to a DevOps culture where collaboration is the norm has led to the develop-

ment of a research framework that is proposed in this research study. Since

the adoption of DevOps philosophy is relatively new, especially in South

Africa, this research study is therefore timeous and relevant.

8.6 Research Contribution of the Study

In this research study, the aim was to develop and validate a framework that

can be used as a guideline for DevOps adopters. This framework was there-

fore developed as the result of undertaking this research study. Organisations

adopting or planning to adopt DevOps can use it as a guideline for successful

adoption.

8.6.1 Contributions to DevOps Software Engineering Field

The framework developed in this study was informed by the literature review,

tested theoretical frameworks, as well as surveys in the form of a question-

naire and interviews. The conceptual effect of this study is that it showed
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that ISDM was a suitable underpinning reference model to use when explor-

ing the acceptance of information system development approaches, including

DevOps. The ISDM was developed from a combination of relevant theories

which were tested in various contexts, and it was evaluated in an informa-

tion system development environment. The produced framework, DCAM,

developed in this study is evident that it is suitable for use in DevOps envir-

onments in developing countries context as it has been based on data from

South Africa.

To reiterate, this study employed a combination of literature review and sur-

veys (questionnaire and interviews) to identify and analyse the factors for

successful DevOps collaboration culture acceptance. This mixed-methods ap-

proach that was adopted for this study led to an improvement in the validity

and reliability of this study. With that said, the use of qualitative and quant-

itative approaches to this study signifies a methodological contribution in the

software engineering field. To the best knowledge of the researcher, no study

involving DevOps that is comparable to this research study has previously

been conducted in this context.

8.6.2 Contributions to DevOps Managers

This study has identified and assessed the important factors that need to

be given attention by DevOps managers in order to adopt DevOps culture

advantageously. These factors include: Open Communication, Role and Re-

sponsibility Alignment, Respect, Trust, Social Norm, Perceived Behavioural

Control-Internal and Organisational Usefulness. It was confirmed in this

study that these factors are the key contributors to behavioural intention to
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accept DevOps collaboration culture; however, some of these factors do not

directly influence Intentions.

The managers must instil the culture of open communication, respect and

trust between team members in order to minimise the risk of resistance to

the new culture. In addition, managers should clearly define the roles and

responsibilities of all team members to reduce the uncertainties that may

arise and often come with blame-shifting. The empirical results of the study

provide new insights into the success factors influencing DevOps practition-

ers with regards to the software development in DevOps settings, which is

still in its infancy. A well-documented policy framework and an implement-

ation guide should be drawn up by these organisations to minimise adoption

failure by paying attention to the factors identified.

8.6.3 Methodology contribution

The use of the DCAM as an extension of the ISDAM and its validation as

the theoretical framework provides a new mechanism for the identification

and confirmation of the success factors of DevOps collaboration culture. In

addition, the extraction of these factors using literature review and qualitat-

ive content analysis of the interviews provide methodological support to this

study. This methodological approach forms a base for empirical confirmatory

analysis that could be used by organisations implementing the DevOps cul-

ture. The methodology used during this research study is a key contributor

to the body of knowledge of DevOps success factors in the field of software

engineering.
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8.6.4 Theoretical contribution

In this study, the ISDAM was extended by including the DevOps collabora-

tion culture elements as new decision variables, thereby formulating a new

theoretical framework. The proposed framework (DCAM), which is formu-

lated from numerous previous theories and models, investigated the factors

affecting the acceptance of DevOps collaboration culture. Therefore, such an

investigation contributes to the literature on software development generally,

and DevOps environments in particular.

8.6.5 Practical contribution

Organisations incur costs when introducing new technologies; thus, it is im-

portant that such technologies are fully utilised to see a return on investment.

The adoption and implementation of DevOps culture is not different. How-

ever, when decision makers are informed of these factors affecting the accept-

ance of DevOps culture and the impacts of these factors in real practice, the

risks of rejection by the intended practitioners can be minimised. The the-

oretical framework developed by this study acts as a standard and guideline

for appropriate implementation of DevOps collaboration culture within the

organisations. Therefore, DevOps managers will be able to rely on informed

decisions to prepare and predict any future adoption of DevOps and thus,

mitigate possible risks associated with such an adoption.
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8.7 Research Impact on Policy and Organisations

Up until now, factors influencing DevOps culture have remained a fairly new

area in software engineering and has therefore not been extensively investig-

ated. The reason that is attributed to this is that DevOps on its own is still

new and many organisations are still using trial and error methods for its

implementation. As a result, there are currently no documented or tried and

tested standards on the implementation of DevOps. Various organisations

use different approaches in the implementation of DevOps thus making it

difficult for an organisation to adopt implementation strategies of other rival

organisation. Simply put, DevOps is not a one size fits all solution for every

organisation.

Nevertheless, this study serves as a guideline that organisations could use to

improve their policies for the process of DevOps adoption. Findings eman-

ating from this study show that any future successful DevOps collaboration

culture places more emphasis on bridging the role played by the individuals

within software development organisations. Therefore, the research frame-

work in this study provides insight into understanding the roles carried out

by key actors in the DevOps culture.

8.8 Limitations of the Research Study

The researcher of this study acknowledge the following as the limitations of

this study:

1. The research framework does not factor in DevOps managers and their

personalities and emotions.

243



2. The research was carried out in a developing country context using

South Africa as a framework for a developing country. Therefore, its

representation may not be a true reflection of all developing countries.

For this reason, the results of this study may not be generalisable to all

developing countries.

3. The research framework relies on the assumption that humans are ra-

tional beings that make systematic judgments.

4. Unconscious motives are unaccounted for by the research framework.

5. There might be differences between the approaches used among the

study population of the provinces of South Africa.

6. The data used in this research study was collected at one point in time

(cross-sectional survey only). The sample was studied only once.

7. Further data are required in future to compare the factors from different

organisations located within the borders of South Africa.

8. The study demonstrated a need to carry out research using longitudinal

studies. Prospective studies could focus on investigating how DevOps

management and the perceptions of experts on these factors vary over

time. This may assist in explaining the success trends of DevOps cul-

ture.

9. Due to resource constraints, the research was restricted to South Africa.

10. No follow up was done with participants of this research study due to

anonymity of the participants.
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8.9 Recommendations

In terms of the findings emanating from this research study, the following

recommendations are made:

1. DevOps management and practitioners need to use DevOps culture in

software development projects based on DevOps collaboration culture

policy guidelines. They must focus on the most important factors, such

as open communication, which allows a DevOps team member an equal

opportunity to be heard, irrespective of the role or rank of the team

member in the organisation. The communication policies should be

tailored in a way that supports the disadvantaged and encourages the

voiceless to be heard.

2. Roles should be clearly defined in terms of their scope and responsibilit-

ies that come with a role. This should be documented and made access-

ible to everyone entitled to this information. Team building exercises

should be pursued with the intention of encouraging team participa-

tion, which promotes team trust and respect of fellow team members.

Instead of effecting individual incentives, team incentives should be en-

couraged to promote the culture of collaboration.

3. Employees should be encouraged to respect and trust each other for

the success of the DevOps projects. Team-building exercises should be

encouraged.

4. This study provides researchers with important knowledge regarding

the practice of DevOps practitioners. This knowledge can be used for
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further research and for encouraging DevOps managers and practition-

ers to employ DevOps culture more efficiently and effectively in a sus-

tainable way.

5. Corporate sponsors should be encouraged to reward, with appropriate

incentives, team members who motivate their team members to imple-

ment DevOps culture for further improvement of the culture of their

DevOps teams.

8.10 Future Research of the Study

In view of the findings of this research study, the following recommendations

are made for future research:

1. A comparative study of different types of organisations. As it was men-

tioned that DevOps does not have a one size fits all implementation

approach, it would be interesting to study the difference DevOps re-

quirements of the different organisations.

2. Future studies could assess DevOps collaboration culture by applying

longitudinal surveys rather than a slice-time method which was used in

this research study. Employing data collected over a longer period of

time will help researchers to forecast possible trends in DevOps organ-

isations.

3. Post-intention approach research in which respondents are asked about

what they intend to do and to articulate a very specific plan about how

they could go about attaining their goal should be considered. In this
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way, an individual is forced to be realistic in their planning by consid-

ering their environments. Such an approach could assist in providing

better predictions of the practitioner’s behaviour when implementing

DevOps culture.

4. Future investigations must examine the risks and challenges faced by

practitioners, which result from the collaboration culture.

5. The effects of variables such as educational level, on these relationships

should be investigated.

8.11 Conclusion

This research study was conducted to identify the factors that influence the

acceptance of DevOps culture. This investigation was conducted using sec-

ondary data in the form of literature review and surveys as primary data.

The literature review was used to identify these factors, and their influence

was assessed using surveys. From the review of the literature, factors that

made up DevOps collaboration culture were identified as open communic-

ation, role and responsibility alignment, respect and trust. The influence of

these factors on the acceptance of DevOps culture was investigated further

using a mixed methods research design.

Quantitative data was collected using web-based questionnaires and qualit-

ative data were acquired through interviews. Since this research study was

essentially an explanatory mixed method study, the quantitative data was

collected and analysed prior to the collection and analysis of qualitative data.

247



The analysis of the quantitative data revealed that open communication, re-

spect and trust were all significant. In addition, organisational usefulness was

also found to be significantly influencing intentions to accept the DevOps cul-

ture. Qualitative methods were employed to confirm the quantitative results.

These findings are important to organisations that have just adopted or are

considering future adoption of DevOps. The finding gives a guideline on

how to prepare employees for this transition to the new culture. By incorpor-

ating the recommendations of this study into their transition policies, DevOps

management can minimise the risks of rejection of this culture by the affected

employees. Past research has shown that people factors are regarded as com-

mon major challenges faced by DevOps adoption. Therefore, by investing in

human resources, DevOps managers are likely to achieve successful imple-

mentation of DevOps.

In conclusion, all the hypotheses, objectives and research questions were

answered and the findings of this study may assist to promote the successful

adoption of DevOps and thus enable organisations to realise the true benefits

of the culture of DevOps collaboration.
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Appendix B

Cover Letter To An Online

Anonymous Web-based Survey

 

 

Ethical clearance #: 044/KTM/2018/CSET_SOC 

Research permission #: 

 
COVER LETTER TO AN ONLINE ANONYMOUS WEB-BASED SURVEY 
 
Dear Prospective participant, 

 

You are invited to participate in a survey conducted by Mr KT Masombuka under the 

supervision of Prof. E Mnkandla a professor in the Department of information systems towards a 

PhD at the University of South Africa. 

 

The survey you have received has been designed to study the acceptance of DevOps 

collaboration culture.  You were selected to participate in this survey because you are a DevOps 

Developer or Operator. By completing this survey, you agree that the information you provide 

may be used for research purposes, including dissemination through peer-reviewed publications 

and conference proceedings.  

 

It is anticipated that the information we gain /from this survey will help us to build a model for the 

acceptance of DevOps collaboration culture. You are, however, under no obligation to complete 

the survey and you can withdraw from the study prior to submitting the survey.  The survey is 

developed to be anonymous, meaning that we will have no way of connecting the information 

that you provide to you personally. Consequently, you will not be able to withdraw from the 

study once you have clicked the send button based on the anonymous nature of the survey. If 

you choose to participate in this survey it will take up no more than 15 minutes of your time. You 

will not benefit from your participation as an individual, however, it is envisioned that the findings 

of this study will help organisations to successfully adopt DevOps practices. We do not foresee 

that you will experience any negative consequences by completing the survey. The 

researcher(s) undertake to keep any information provided herein confidential, not to let it out of 

our possession and to report on the findings from the perspective of the participating group and 

not from the perspective of an individual. 

 

274



 

The records will be kept for five years for audit purposes where after it will be permanently 

destroyed. Electronic versions will be permanently deleted from the hard drive of the computer.  

You will not be reimbursed or receive any incentives for your participation in the survey.  

 

The research was reviewed and approved by the School of Computing Ethics Review 

Committee. The primary researcher, Mr KT Masombuka, can be contacted during office hours 

at 011 670 9123. The study leader, Prof. E Mnkandla, can be contacted during office hours at 

011 670 9059.  Should you have any questions regarding the ethical aspects of the study, you 

can contact the chairperson of the School of Computing Ethics Research Committee, Dr B 

Chimbo at 011 670 9105. Alternatively, you can report any serious unethical behaviour at the 

University’s Toll Free Hotline 0800 86 96 93. 

 

You are making a decision whether or not to participate by continuing to the next page. You are 

free to withdraw from the study at any time prior to clicking the send button. 
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Appendix C

Consent Form

 

CONSENT TO PARTICIPATE IN THIS STUDY 

 

I, __________________ (participant name), confirm that the person asking my consent to take 

part in this research has told me about the nature, procedure, potential benefits and anticipated 

inconvenience of participation. 

 

I have read (or had explained to me) and understood the study as explained in the information 

sheet. 

 

I have had sufficient opportunity to ask questions and am prepared to participate in the study. 

 

I understand that my participation is voluntary and that I am free to withdraw at any time without 

penalty (if applicable). 

 

I am aware that the findings of this study will be processed into a research report, journal 

publications and/or conference proceedings, but that my participation will be kept confidential 

unless otherwise specified. 

 

I agree to the recording of the <insert specific data collection method>. 

 

I have received a signed copy of the informed consent agreement. 

 

Participant Name & Surname………………………………………… (please print) 

 

Participant Signature……………………………………………. .Date………………… 

 

Researcher’s Name & Surname……………………………………… (please print) 

 

Researcher’s signature………………………………………….. Date………………… 
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Appendix D

Questionnaire

DevOps Collaboration Culture Questionnaire 

Section 1: Bibliographic information  

1. Age: 18-25☐  26-35 ☐ 36-45☐  46- above☐ 

2. Gender: Male☐  Female ☐ 

3. Current Role: Developer☐  Operator☐  Both☐ 

4. Experience in the above role: 

Less than 2 years☐  2-5 years☐ 6-10 years ☐ above 10 years☐  

Section 2: Social Norm 

5. Most people who are important to my career would approve my use of DevOps 
collaboration. 

6. Most people who are important to my career would tend to encourage me to use DevOps 
collaboration. 

7. Most people who are important to my career would admire my use of DevOps collaboration. 
8. Most people who are important to my career would tend to encourage me to accept DevOps 

collaboration. 
9. Most people who are important to my career would appreciate my use of DevOps 

collaboration. 
10. Most people who are important to my career would tend to encourage me to embrace 

DevOps collaboration culture. 

Section 3: Open Communication 

11. I approve frequent meetings with my team members. 
12. Meeting with my team members regularly is easy for me. 
13. Meeting with my team members regularly is problem free. 
14. Regular meetings are good for the project. 
15. I would attend all scheduled meetings with team members.  
16. I would promote regular meetings with team members. 

Section 4: Roles and Responsibility alignment 

17. My roles and responsibilities to the team are clear. 
18. My roles and responsibilities to the team are easy for me. 
19. Understanding my roles and responsibilities is beneficial to the team. 
20. Understanding the scope of my roles and responsibilities is my priority. 
21. I understand my role and responsibilities to the team. 
22. I understand the scope of my role and responsibilities to the team. 
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Section 4: Organisational Usability 

23. My use of DevOps collaboration would make my organisation more successful. 
24. My use of DevOps collaboration   would be beneficial for my organisation. 
25. The benefits to the organisation of using DevOps collaboration would substantially outweigh 

the cost. 
26. My use of DevOps collaboration would make my organisation competitive 
27. DevOps collaboration is useful to my organisation.  
28. My using of DevOps collaboration will be helpful to my organisation  

Section 5: Perceived Behavioural Control-Internal 

29. Based on my personal background, using DevOps collaboration practices would be easy for 
me. 

30. Based solely on my knowledge, skills and abilities, using DevOps collaboration practices 
would be problem free. 

31. Based on my personal background, using DevOps collaboration practices would be 
straightforward. 

32. Based solely on my knowledge, skills and abilities, using DevOps collaboration practices 
would be straightforward. 

33. My background allows me to use DevOps collaboration comfortably. 
34. My knowledge, skills and abilities are favourable for DevOps collaboration. 

Section 4: Respect 

35. I feel free to contribute my opinions to the team. 
36. My team members value my contributions to the team. 
37. My team members respects ideas I bring into the team. 
38. My team members makes me feel part of the team. 
39. I enjoy the attention my team member give me. 
40. The respect I receive from my team members in high.  

 

Section 5: Intentions to follow DevOps  

41. It is my personal goal to follow DevOps collaboration culture. 
42. My personal level of commitment to following DevOps collaboration culture is high. 
43. My personal intention to use DevOps collaboration culture is high. 
44. Following DevOps collaboration culture make me feel positive. 
45. I feel comfortable using DevOps collaboration. 
46. I like DevOps collaboration practices 
47. My commitment to DevOps collaboration practices is strong. 
48. I need to use DevOps collaboration culture 
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Section 6: Trust 

49. I have confidence in my team members. 
50. I trust the abilities and skills of my team members. 
51. My team members are reliable. 
52. I trust the intentions of my team members on this team. 
53. The intentions of my team members on this team are good. 
54. My level of trust to this team is high. 
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edited by one or more professional scientific editors with a PhD. The 
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