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The South African Institute of Computer Scientists and Information Technologists (SAICSIT) was formed in 1982 and focuses on research and development in all fields of computing and information technology in South Africa. Now in the 20th year of its existence, SAICSIT has come of age, and through its flagship series of annual conferences provides a showcase of not only the best research from the Southern-African region, but also of international research, attracting contributions from far afield. SAICSIT does, however, not exist or operate in isolation.

More than 50 years have passed since the first electronic computer appeared in our society. In the intervening years technological development has been exponential. Over the last 20 years there has been a vast growth and pervasiveness of computing and information technology throughout the world. This has led into the expansion and consolidation of research into a diversity of new technologies and applications in diverse cultural environments. During this period huge strides have also been made in the development of computing devices. The processing speed of computers has increased thousand-fold and memory capacity from megabytes to gigabytes in the last decade alone. The Southern African region did not miss out on these developments.

It is hardly possible for such quantitative expansion not to bring a change in quality. Initially computers had been developed mainly for purposes such as automation for the improvement of processing, labour-reduction in production and automation control of machinery, with artificial intelligence, which made great strides in the 1980s, seen as the ultimate field to which computers could be applied. As we moved into the 1990s it was recognized that such an automation route was not the only direction in the improvement of computers. The expansion of processing power has enabled image data to be incorporated into computer systems, mainly for the purpose of improving human utilisation. For most computer technologies of the 1990s, including the Internet and virtual reality, automation was not the ultimate purpose. Humans were increasingly actively involved in the information-processing loop. This involvement has gradually increased as we move into the 21st century. Development of computer technology based not on automation, but on interaction, is now fully established.

The method of interaction has significantly changed as well. The expansion of computer ability means that the same function can be performed far more cheaply and on smaller computers than ever before. The advent of portable and mobile computers and pervasive computing devices is ample evidence of this. The need for users to be at the same location as a computer in order to reap the benefits of software installed on that computer is becoming an obsolete notion. Time and space are no longer constraints. One of the most discussed impacts of computing and information technology is communication and the easy accessibility of information. This changes the emphasis for research and development – issues such as cultural, political, and economic differences must, for example, be accommodated in ways that researchers have not previously considered. Our goal should be to enable users to benefit from technological advances, hence matching the skills, needs, and expectations of users of available technologies to their immense possibilities.
The conference theme for the SAICSIT 2001 Conference – *Hardware, Software and Peopleware: The Reality in the Real Millennium* – aims to reflect technological developments in all aspects related to computerised systems or computing devices, and especially reflect the fact that each influences the others.

Not only has SAICSIT come of age in the 21st century, but so has the research and development community in Southern Africa. The outstanding quality of papers submitted to SAICSIT 2001, of which only a small selection is published in this collection, illustrates both the exciting and developing nature of the field in our region. I hope that you will enjoy SAICSIT 2001 and that it will provide opportunities to cultivate and grow the seeds of discussion on innovative and new developments in computing and information technology.

Paula Kotzé  
SAICSIT President
Running this conference has been rewarding, exciting and exhausting. The response to the call for papers we sent out in March was overwhelming. We received 64 paper submissions for our main conference and twelve for the postgraduate symposium. We had a panel of internationally recognized reviewers, both local and international. The response from the reviewers was impressive – accepting a variety of papers and mostly returning the reviews long before the due date. We were struck, once again, by the sheer magnanimity of academia – as busy as we all are, we still manage to contribute fully to a conference such as SAICSIT.

After an exhaustive review process, where each paper was reviewed by at least three reviewers, the program committee accepted 26 full research papers and 14 electronic papers. Five papers were referred to the postgraduate symposium, since they represented work in progress – not yet ready for presentation to a full conference but which nevertheless represented sound and relevant research. The papers published in this volume therefore represent research of an internationally high standard and we are proud to publish it. Full electronic papers will be available on the conference web site (http://www.cs.unisa.ac.za/saicsit2001/).

Computer Science and Information Systems academics in South Africa labour under difficult circumstances. The popularity of IT courses stems from the fact that IT qualifications are in high demand in industry, which leads in turn to a shortage of IT academic staff to teach the courses, even when posts are available. The net result is that fewer people teach more courses to more students. IT departments thus rake in ever-increasing amounts of state subsidy for their universities. These profits, euphemistically labelled “contribution to overhead costs”, are deployed in various ways: cross-subsidization of non-profitable departments; maintenance of general facilities; salaries for administrative personnel, etc. Sweeteners of generous physical resources for the IT departments may be provided. We have yet to hear of a University in South Africa where significant concessions have been made in terms of industry-related remuneration. At best, small subventions are provided. As a result, shortages of quality staff remain acute in most IT departments – especially at senior teaching levels. What is even worse is that academics in these departments have to motivate the value of their conference contributions and other IT outputs to selection committees, often dominated by sceptical academic power-brokers from the more traditional departments whose continued survival is underwritten by IT’s contribution to overhead costs. 1

The papers published in this volume are conclusive evidence of the indefatigability and pertinacity of Computer Science and Information Systems academics and technologists in South Africa. We are proud to be part of such a prestigious and innovative group of people.

In conclusion, we would like to thank the conference chair, Prof Paula Kotzé, for her support. We also specially thank Prof Derrick Kourie for his substantial contribution. Finally, to all of you, contributors, presenters, reviewers and organisers – a big thank you – without you this conference could not be successful.

Enjoy the Conference!
Karen Renaud & Andries Barnard

1 This taken almost verbatim from Professor Derrick Kourie’s SACLA 2001 paper titled: “The Benefits of Bad Teaching”.
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Keynote Abstracts
Issues Affecting the Adoption of Data Mining in South Africa

M L Hart, K Davies, E-J Barker-Goldie, A Theron

Department of Information Systems, University of Cape Town, South Africa, *mhart@commerce.uct.ac.za

Abstract: This research describes a study into the adoption of data mining (DM) techniques and tools in industry. They are seen by most companies interviewed as strategically important, with key applications varying per sector, but have not been seriously adopted by many. A framework reflecting issues pertaining to the adoption of data mining was proposed, and tested in interviews. Issues were divided into four main categories: Business Issues; Data Mining Technology Issues; Resource Issues and Organisational Issues. Results imply widely differing levels of importance attached to these, suggesting a revised framework of key barriers and enablers for successful adoption.

Keywords: data mining, knowledge discovery, adoption, framework, business intelligence

Computing Review Categories: H.2.8, H.3.3, H.4.2, I.5.1

1. Introduction

With the pervasive use of point of sale scanners, automatic teller machines and automated order processing, data is being produced and collected at unprecedented rates [4], but many organisations lack the ability to capitalise on it. The competitive importance of information, an increasingly service-based economy and the advent of mass customisation is creating the need for companies to rapidly turn terabytes of data into significant insights to guide marketing, investment, and management strategies. They are attempting to make the most of their data assets through decision support (DSS) and business intelligence systems, including query and reporting, OLAP (Online Analytical Processing) or multi-dimensional analysis, modelling and data mining (DM) [3]. This has been facilitated partly over the past decade by the development of data warehouses and data marts [9, 11, 15, 17, 20].

2. Literature review

2.1 Data Mining (DM) defined

Many interpretations of the term “data mining” exist, exacerbated by marketing hype and vendors positioning non-DM technology as data mining [6, 24]. DM can be described as “an information extraction activity whose goal it is to discover hidden facts contained in databases, using a combination of machine learning, statistical analysis, modelling techniques and database technology, which infers rules that allow the prediction of future results” [6]. DM may alternatively be referred to as a knowledge extraction process. OLAP and DM are complementary and important parts of exploiting data [4] which should reinforce each other. OLAP and query systems rely on the analyst to pose the original hypothesis and interpret the results. Effectiveness of this analysis is however limited by the ability of the analyst to pose appropriate questions, think in non-traditional directions, and interpret the results [27]. DM allows companies more flexibility than OLAP technology. For example, they may want to know the profile of people who bought the most profitable product last year [21]. DM tools, using pattern recognition technologies, statistical and mathematical techniques, can answer this question by sifting through large amounts of data and discovering meaningful correlations, patterns and trends amongst buyers. They are used to generate a hypothesis rather than verify one. [12].

Internationally DM is used widely today [16] for customer relationship management (CRM), customer profiling, market basket analysis, and fraud detection inter alia. In CRM, DM finds patterns of product usage and consumer behaviour, helping managers understand causes of customer attrition and how to improve customer retention. Customer profiling helps identify customer groups that are more likely to respond to offers and provide better profits. [3, 18, 25]. Market-basket analysis helps retailers to understand what products or services customers tend to purchase at the same time, or in sequence. DM tools allow telecommunications firms, credit-card companies, insurance companies, stock exchanges, and government agencies to identify potentially fraudulent transactions and contain the damage [12]. Credit scoring DM applications can predict who is likely to be a good credit risk or which existing customers are likely to become delinquent in payments [7]. DM may in future be increasingly carried out on structured data over the Internet [34].

2.2 Issues pertaining to the adoption of DM

Because DM does not directly translate into improvements in operational efficiency costs, expenditure on it is difficult to justify [31]. It
can be argued that costs involved are justified by increasing revenues through more effective targeting of prospective customers, identifying cross-selling opportunities, finding growth possibilities, decreasing exposure to risk or fraud and allocating resources more efficiently [2]. While DM can provide managers with meaningful answers, it can not automatically make a company more profitable. Whether DM becomes a valuable strategic tool or an expense depends as much on the organisation using it, as on the technology itself [17].

With decreasing costs of data processing and storage even small and medium sized organisations may hold gigabytes of data. DM tools should perform acceptably on large volumes of data, regardless of the computing architecture used, and be scalable to allow for larger and more complex problems in future [29]. DM results generated may be affected by incomplete or faulty data or by subjective decisions taken on its structure. Contents of databases change constantly, raising problems in ensuring that rules are up-to-date and consistent with the most current information. The business value of DM is limited by the confidence of the user in the technology. If users don't trust it, they won't use it [1]. Data warehouses and DM tools potentially give companies weapons with which to invade individual privacy [28]. Information about an individual's purchases and sites visited can be sold without their knowledge or permission [34]. Thearling [33] expects an increased level of scrutiny of DM in terms of its impact on privacy.

DM tools are increasingly being used by business people lacking skills in analysis technologies, but Foley and Russell [16] state "In their current generation, DM tools are a little premature and require technical expertise to manipulate correctly". "You need the skills of a statistician, the skills of a computer scientist and the skills of a business analyst to frame the problem in a way that makes sense. Setting up the parameters to build a DM system requires expertise that the business user doesn't, and shouldn't be expected to have"[30]. Since DM encompasses numerous algorithms and techniques, proper deployment requires expertise in analysis, statistics, and data refinement. A DM "scientist" must be employed to obtain real value from DM tools, and these experts are in scarce supply, effectively limiting the number of organisations that can benefit [24].

As sophistication and complexity of the analysis techniques increase, the gap between the business professional and the technical analyst may continue to widen. This needs to be addressed if DM is to gain wide acceptance in the business environment, rather than being a skill offered mainly by specialists and consultants. With an increase in usability of tools, employees will be empowered to perform more extensive data analysis in their areas of business expertise. It is equally important to have an acute understanding of the business being analysed. DM is being touted as a business solution when it is simply the base technology upon which business solutions are built. DM tools merely discover patterns or co-incidences in data; only human expertise can decide on reasonable analysis and interpretation of the data and results generated. It remains the responsibility of the business to ensure rigorous testing of any model or prediction, and to decide whether to act on its "recommendations". [8, 9, 14].

3. Research Objectives

The subject of DM as an analysis technique has been covered fairly extensively in literature. Its use in South African organisations is less documented, and previous research by Hart et al [19] indicated adoption was fairly limited. It was therefore decided that an exploratory case study approach with semi-structured interviews be employed to gain a richer picture of the situation, rather than attempt a wider but possibly less informative survey.

3.1 Research problem and propositions

The research problem chosen was to identify a framework of issues pertaining to the adoption of DM in the Western Cape, looking specifically at the attitudes and perceptions of those interviewed about DM. In doing this, two propositions based on a literature study would be examined:

**Proposition 1:** DM is perceived to be a prevalent and effective technique in analysing data within Western Cape organisations

**Proposition 2:** Issues pertaining to the successful use of DM include: Business Issues, Data Mining Technology Issues, Resource Issues and Organisational Issues

A draft framework was constructed from two sources: a literature review highlighting DM issues prevalent internationally and Licker's [23] User Acceptance Model, demonstrating user characteristics influencing adoption of a
new technology: An analysis model was drawn up to outline issues pertaining to the adoption of DM, categorised into Business Issues, Technology Issues, Resource Issues and Organisational Issues. Due to space limitations the 47 issues are not listed here but are shown in later figures of results.

4. Research Methodology

4.1 Research Approach Adopted

Eisenhardt [13] defines a case study as “a research strategy which focuses on understanding the dynamics present within single settings”. The research undertaken uses a multiple case study approach; such designs are desirable when the intent of research is description, theory building or theory testing [5, 13]. The guidelines set by Lee [22] and Yin [in Licker, 23] were followed as closely as possible.

4.2 Selection of Participants in the Research Sample

Five industry sectors represented in the Western Cape (Insurance, Retail, Internet/Cellular, Consultancies and Entertainment) were chosen to cover a wide spectrum of the McFarlan grid [26], although in analysis no company fell into the turnaround quadrant. The target population of interviewees included people in Marketing, Finance, and Information Technology, consultants and executives. Interviewees were chosen at random from the companies who participated in the research. Of 24 companies contacted, 16 agreed to participate. Of these, one had no intention of doing DM, and the study concentrated on the five who were currently involved in a DM project, and the ten who were planning one.

4.3 Research Method Used

A semi-structured questionnaire was developed to guide the interviewer in discussions with respondents as there was no suitable validated research instrument available. The bulk of the questionnaire comprised open questions. It was based on the literature review and a questionnaire designed for a DM survey by the Two Crows Corporation [19]. It comprised five sections, the first used to set the interviewee at ease and obtain information regarding the company and its understanding of DM. The next section concerned organisational structure and culture, looking at the drivers of a DM project and current or planned end users of DM applications. Later questions examined resource skills available and required during a DM project. In the fourth section the framework issues pertaining to the adoption of DM were discussed, to decide whether each one should be regarded as either Very important, Important or Not Important to the organisation. Finally any other comments were recorded.

The questionnaire was piloted on academics and consultants, and some questions were altered. Slight modification was also carried out after feedback from the initial respondent. Instead of just asking “Are you using DM?” it proved preferable to ask “What is your understanding of DM?” Several companies thought they were using DM tools when in fact they were using query or OLAP tools, and it could not be easily established if they were using them in the way that had been intended. One or more people were interviewed in each company, with each participant being contacted telephonically beforehand about the type of questions to be asked. Interviews ranged from 30 minutes to two hours and all questions were answered as completely as possible (See Appendix).

4.4 Limitations of Research

The interviews were limited to 15 companies, and findings should be viewed as exploratory and strictly only applicable to the Western Cape and to those sectors included. However, the fact that people in various functional positions in a number of economic sectors were interviewed suggests that many aspects may be relevant to a broader audience. The competitive nature of the environment in which DM tools are used also meant that many companies were not willing to share information about their DM success and/or failure.

5. Findings

5.1 General Points

All companies sampled felt a need to manage and obtain value from the large amount of data accumulating in their organisations. Of the fifteen companies interviewed, fourteen believed the adoption of DM techniques to be either strategically very important or important. Five were currently involved in DM projects, and ten stated their intent to use data-mining tools in the future.

The majority of companies sampled feel that a DM project suits a flat organisational structure as this facilitates better communication between the diverse skills needed and allows more than one area of the business to benefit. Recent merging and restructuring has caused
several problems in some companies interviewed. Although data analysis is viewed as highly important, other priorities such as establishing a unified mission statement and a unified data warehouse have resulted in little present focus on DM projects. Generally companies felt that the skills required include an understanding of statistics, IT, and business knowledge, and most employed different people to fulfil each role. A common success factor was drawing these skills together in a team. The team structure facilitates “better communication as well as a tighter focus on the objectives the company wishes to attain from the project” [24]. Most are hesitant to outsource a data-mining project, feeling that consultants could never fully understand the data and company to the extent required, and it would cost more in the long run. If the DM project were to be outsourced the company would never come to grips with its data. DM was viewed by these companies as an “ongoing project that needs to be fully understood by the company”, with data having highly strategic value.

Companies have heard what international companies have done with DM, and view it as a technique to help them gain more knowledge about their customers, enabling them to become internationally competitive. They realise clients now have many choices due to globalisation and “we need to stop assuming what their needs are and gain more information about the customers we are dealing with”. Many companies feel the effective use of their voluminous data should be a management, not an IT decision. DM, according to most, is very low on the IT priority list. The IT department has been somewhat isolated from business issues in many companies, and is unable to properly evaluate the benefit of DM. A project sponsor with some goal or business problem in mind is important as the return on investment can be assessed more easily when the costs and the associated benefits from solving it can be measured.

Customer Relationship Management (CRM) in industry is currently a strong topic, in which DM can play a very important role [32]. Figure 1 demonstrates the relative importance to the companies of CRM over the other main uses of DM (Fraud Detection, Credit Scoring, and The Internet and Direct Marketing). In the insurance sector, fraud detection and credit scoring DM applications were more frequent than CRM.

Based on discussions with the respondents from the fifteen companies, the issues categorised into the four sets were evaluated as either not important, important or very important. A summary figure of each, and a brief overview of the issues deemed most important will now be given.

5.2 Business Issues

All companies sampled believe that DM should be business driven and that a strong driver of the project, coupled with management support, determines its success. Most agreed that cost was a factor, but fewer than half rated it very important. See Figure 2.

5.3 DM Technology Issues

Figure 3 reveals that the availability of a data warehouse, data integrity and age of accumulated data were key, while confusion on the real meaning of data mining made some companies uncertain as to whether they were using DM techniques or not.
5.4 Resource Issues

Teamwork was considered as an essential consideration by all companies interviewed. Ninety three percent of the companies were concerned about the availability of skills and many felt that the number of resources needed for such a project may deter companies from using DM tools. Most agreed that expenditure on training and usefulness of the tool were important. (See Figure 4)

5.5 Organisational Issues

Ninety three percent of companies recognised DM as providing a strategic advantage, and of increasing their international competitiveness. Integration across functional business units and the company infrastructure were seen as other important factors. (See Figure 5)
6. Proposition Evaluation and Framework Revision

6.1 Proposition 1: DM is perceived to be a prevalent and effective technique in analysing data within the Western Cape organisations.

From the above findings we have determined that although DM is perceived as an effective and strategic data analysis technique, it is not the most prevalent technique within the companies sampled. Therefore, we need to consider the issues pertaining to its adoption to discover the reasons for this.

6.2 Proposition 2: Issues pertaining to the successful use of DM include: Business Issues, Data Mining Technology Issues, Resource Issues and Organisational Issues.

Issues listed are either barriers that inhibit the use of DM in the Western Cape or enablers of this technology. It has been shown in the previous section that although a number are not viewed as very important or even important by many respondents, there are several from each of the four categories that clearly need to be taken strongly into account for a successful DM operation, thus
substantiating the proposition. Although the findings are based on Western Cape interviews only, all companies operate nationally, and it appears reasonable to accept that the issues strongly endorsed would carry a fair weight in a national sample of medium to large companies.

7. Conclusions & Recommendations

All companies interviewed agreed on the necessity of obtaining value from their data repositories. However, although those sampled were large enough to afford DM tools, most were still planning their full and effective use. A framework of issues drawn from published sources listed potential barriers to and enablers of DM success. The findings from the discussions with interviewees show that in the Western Cape certain issues play a far greater role than others, and some may effectively be ignored as an influencing factor. It is recommended that based on results obtained, the list of issues can in future be shortened to cover only those gaining reasonable support from this study. Ideally a further study should be undertaken over a wider geographic area and in additional economic sectors, extending too to smaller companies. Further insight is still being gleaned from deeper analysis of interview transcripts. Other questions of interest include the impact of the statistical sophistication of DM products on their use in a business environment, whether the tools are being correctly used, and characteristics of sponsors of successful DM projects. These may also be examined using Davis' Technology Acceptance Model framework.
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**Appendix – Interview Promptsheet**

**Section One - Introductory Questions**
1. What is your understanding of the term Data Mining (DM)?
2. What is your perception of DM based on?
3. What do you see are the benefits (if any) of using DM over other data analysis techniques.
4. How would you classify your organisation in terms of: Small, Medium or Large? Small < 100 Medium 100 - 5000 Large 5000 - plus
5. What is your job title?
6. What were or are your expectations with regards to DM?
7. Do you believe that these expectations have been or will be met?

**Section Two - Organisational, Structural and Cultural Questions**
1. Do you have a central database repository across the functional areas of your organisation?
2. What is the communication structure within your organisation?
3. Do you perceive your organisation's technological infrastructure to be suitable for DM?
4. Who would be (or is) the driver of a DM project?
5. Who in the organisation would use (or is using) the results of a DM exercise?
6. Who are the current/planned end users of the DM applications?
7. What is the level of management commitment to DM and how important do you perceive this to be?

**Section Three - Resources**
1. What do you perceive to be the necessary skill to perform DM?
2. Are these skills currently available within your organisation or would your organisation have to acquire them?
3. Would your company consider outsourcing a DM project?
4. What percentage of the budget would be spent on a DM project?
   (I.e. how important is DM to your organisation?)

Section Four - Issues Surrounding DM
1. Having reviewed international literature regarding the adoption of DM, these were the issues that were found to be pertinent:
2. Do you feel that these issues are relevant to your organisation?
   (Each issue and its relative importance was explored)
3. Did you identify any additional issues regarding DM?

Section Five - Other Comments Made