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Message from the SAICSIT President

The South African Institute of Computer Scientists and Information Technologists (SAICSIT) was formed in 1982 and focuses on research and development in all fields of computing and information technology in South Africa. Now in the 20th year of its existence, SAICSIT has come of age, and through its flagship series of annual conferences provides a showcase of not only the best research from the Southern-African region, but also of international research, attracting contributions from far afield. SAICSIT does, however, not exist or operate in isolation.

More than 50 years have passed since the first electronic computer appeared in our society. In the intervening years technological development has been exponential. Over the last 20 years there has been a vast growth and pervasiveness of computing and information technology throughout the world. This has led into the expansion and consolidation of research into a diversity of new technologies and applications in diverse cultural environments. During this period huge strides have also been made in the development of computing devices. The processing speed of computers has increased thousand-fold and memory capacity from megabytes to gigabytes in the last decade alone. The Southern African region did not miss out on these developments.

It is hardly possible for such quantitative expansion not to bring a change in quality. Initially computers had been developed mainly for purposes such as automation for the improvement of processing, labour-reduction in production and automation control of machinery, with artificial intelligence, which made great strides in the 1980s, seen as the ultimate field to which computers could be applied. As we moved into the 1990s it was recognized that such an automation route was not the only direction in the improvement of computers. The expansion of processing power has enabled image data to be incorporated into computer systems, mainly for the purpose of improving human utilisation. For most computer technologies of the 1990s, including the Internet and virtual reality, automation was not the ultimate purpose. Humans were increasingly actively involved in the information-processing loop. This involvement has gradually increased as we move into the 21st century. Development of computer technology based not on automation, but on interaction, is now fully established.

The method of interaction has significantly changed as well. The expansion of computer ability means that the same function can be performed far more cheaply and on smaller computers than ever before. The advent of portable and mobile computers and pervasive computing devices is ample evidence of this. The need for users to be at the same location as a computer in order to reap the benefits of software installed on that computer is becoming an obsolete notion. Time and space are no longer constraints. One of the most discussed impacts of computing and information technology is communication and the easy accessibility of information. This changes the emphasis for research and development – issues such as cultural, political, and economic differences must, for example, be accommodated in ways that researchers have not previously considered. Our goal should be to enable users to benefit from technological advances, hence matching the skills, needs, and expectations of users of available technologies to their immense possibilities.
The conference theme for the SAICSIT 2001 Conference – *Hardware, Software and Peopleware: The Reality in the Real Millennium* – aims to reflect technological developments in all aspects related to computerised systems or computing devices, and especially reflect the fact that each influences the others.

Not only has SAICSIT come of age in the 21st century, but so has the research and development community in Southern Africa. The outstanding quality of papers submitted to SAICSIT 2001, of which only a small selection is published in this collection, illustrates both the exciting and developing nature of the field in our region. I hope that you will enjoy SAICSIT 2001 and that it will provide opportunities to cultivate and grow the seeds of discussion on innovative and new developments in computing and information technology.

Paula Kotzé  
SAICSIT President
Running this conference has been rewarding, exciting and exhausting. The response to the call for papers we sent out in March was overwhelming. We received 64 paper submissions for our main conference and twelve for the postgraduate symposium. We had a panel of internationally recognized reviewers, both local and international. The response from the reviewers was impressive – accepting a variety of papers and mostly returning the reviews long before the due date. We were struck, once again, by the sheer magnanimity of academia – as busy as we all are, we still manage to contribute fully to a conference such as SAICSIT.

After an exhaustive review process, where each paper was reviewed by at least three reviewers, the program committee accepted 26 full research papers and 14 electronic papers. Five papers were referred to the postgraduate symposium, since they represented work in progress – not yet ready for presentation to a full conference but which nevertheless represented sound and relevant research. The papers published in this volume therefore represent research of an internationally high standard and we are proud to publish it. Full electronic papers will be available on the conference web site (http://www.cs.unisa.ac.za/saicsit2001/).

Computer Science and Information Systems academics in South Africa labour under difficult circumstances. The popularity of IT courses stems from the fact that IT qualifications are in high demand in industry, which leads in turn to a shortage of IT academic staff to teach the courses, even when posts are available. The net result is that fewer people teach more courses to more students. IT departments thus rake in ever-increasing amounts of state subsidy for their universities. These profits, euphemistically labelled “contribution to overhead costs”, are deployed in various ways: cross-subsidization of non-profitable departments; maintenance of general facilities; salaries for administrative personnel, etc. Sweeteners of generous physical resources for the IT departments may be provided. We have yet to hear of a University in South Africa where significant concessions have been made in terms of industry-related remuneration. At best, small subventions are provided. As a result, shortages of quality staff remain acute in most IT departments – especially at senior teaching levels. What is even worse is that academics in these departments have to motivate the value of their conference contributions and other IT outputs to selection committees, often dominated by sceptical academic power-brokers from the more traditional departments whose continued survival is underwritten by IT’s contribution to overhead costs.

The papers published in this volume are conclusive evidence of the indefatigability and pertinacity of Computer Science and Information Systems academics and technologists in South Africa. We are proud to be part of such a prestigious and innovative group of people.

In conclusion, we would like to thank the conference chair, Prof Paula Kotzé, for her support. We also specially thank Prof Derrick Kourie for his substantial contribution. Finally, to all of you, contributors, presenters, reviewers and organisers – a big thank you – without you this conference could not be successful.

Enjoy the Conference!
Karen Renaud & Andries Barnard

1 This taken almost verbatim from Professor Derrick Kourie’s SACLA 2001 paper titled: “The Benefits of Bad Teaching”.
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Abstract

Facial expressions form an important part of human to human communication. In order to exploit the full potential of computer networks and the Internet for communication and interaction, provision should be made for conveying facial expressions. This can be done by means of facial animation driven directly by the expressions of the communicating participants. This has been recognized in the new MPEG 4 standard. Such approaches overcome the very definite shortcomings of conventional video-conferencing which has demanding bandwidth requirements and limited collaborative capabilities. We report here on a prototype system for providing real-time facial animation to virtual characters across computer networks. Our system uses a performer driven approach, with markers aiding facial feature tracking. With this system we have demonstrated the feasibility of a low cost approach using cheap video cameras (web-cams) and ordinary PCs.

Keywords: Face Tracking, Facial Animation, Avatars, Real-Time System

1 Introduction

Facial expressions are an essential part of human communication. They allow us to convey our emotions and provide a context for our speech by indicating both the nature and extent of our attention and meaning.

With the great potential for communication and interaction offered by computer networks and the Internet, it is important to make provision for traditional face-to-face interaction. This can be done by means of facial animation driven directly by the expressions of the communicating participants. Giving participants facial expressions should increase the realism of the interaction, encourage greater emotional investment and increase the sense of virtual "presence".

Traditional video-conferencing has very definite shortcomings in terms of demanding bandwidth requirements and limited collaborative capabilities. The advantages of using virtual characters for communication are:

1. They are cheaper on bandwidth, since only expressions and not entire images need to be transmitted. This means wider platform applicability, including mobile devices.

2. Virtual characters offer the participants anonymity. Of course, the user could choose to have their virtual character closely resemble them.

3. If the virtual characters are placed in a virtual environment, there is potential for much richer interaction.

In this paper, we present a prototype system for providing real-time facial animation to virtual characters across computer networks. Our system uses a performer driven approach, with markers aiding facial feature tracking. With this system we demonstrate the feasibility of a low cost approach using cheap video cameras (web-cams) and ordinary PCs.

2 Background

A large part of facial animation research has been devoted to the construction of computer facial models. The first parameterised facial model was developed by Parke [10]. Since then, models that simulate muscle movements have been developed by Platt [11] and Waters [13]. The general trend has been towards creating realistic 3-D facial models. In contrast to this line of research, some recent work has looked at providing non-photorealistic face models [7, 2]. There has been evidence suggesting that these models may be more effective for supporting virtual interactions [7].

In order to describe the animation of these models, parameterisation schemes have been used to quantify facial expressions. Magnenat-Thalmann et. al. [9] developed an abstract muscle action model (AMA) for describing facial expressions, building on the seminal work of Ekman and colleagues [5]. More recently, MPEG have defined facial definition and animation parameters as part of the MPEG-4 SNHC standard. The aim being to provide low bandwidth communication and interaction using, essentially, model-based coding and compression.
Figure 1: Configuration of facial markers (left) and corresponding search regions (right). The 14 markers are labelled \( m_0 \) to \( m_{13} \). The reference markers are indicated by \( m_0 \), \( m_1 \), \( m_8 \) and \( m_9 \). The dots overlayed on the right image indicate sampled pixels.

For driving the animation of expressions, actor-tracking is often employed. Other methods may be used, but these may sacrifice spontaneous and smooth, believable movements. Furthermore, if real-time interaction is important, the user's experience may be lessened if an explicit interface mediates expression control.

When actor-tracking (or performer-based animation) is used, computer vision techniques are used to track various facial features. An analysis of the extracted feature positions quantify the expressions in terms of some parameterisation scheme (eg. AMA or MPEG-4). The parameters are then used to synthesize the original expressions in a computer facial model.

A recent example of such a system is that of Jacobs et al. [2]. They have created a real-time system for recognizing expressions and animating hand-drawn characters. The recognition system tracks facial features such as the eyes and mouth directly, and interprets the movements in terms of the MPEG-4 Face Animation Parameters (FAPs). Goto et al. [6] have developed a real-time facial analysis system to drive facial animations of realistic 3-D models, also using the MPEG-4 FAPs. They have targeted their models for use in virtual environments.

3 Project Overview

We are developing a facial animation system that uses performer based animation. Our objective is to use relatively low cost, widely available equipment, with a focus on recognizing major expressions and lip movement from speech.

Our system runs on Windows platform machines using a single low-cost digital video camera for facial feature tracking. The choice of the Windows platform was motivated by its widespread availability. Fortunately, the Windows DirectX SDK has good support for multi-media programming, including routines for audio and video capture and manipulation. Also, moderate quality, low cost cameras ("web-cams") are readily available for Windows systems. The Windows driver model provides a consistent interface for accessing the video stream from these cameras, thereby ensuring the code written for one camera will work with any other.

We have developed the animation system as a series of components, which we describe individually in the sections that follow. In Section 4 we illustrate the techniques used for tracking a performer's facial expressions. These include capturing input from a camera, recognizing and tracking facial markers, correcting for rigid head motion and mapping expression displacements into normalised parameters. Section 5 outlines two methods we have used to animate faces in 2-D. The first method uses a simple cartoon-like face, while the second morphs an image texture to give more realistic animations. In Section 6 we outline a prototype system that we have used to transmit a performer's facial expressions to a remote animation client in real-time. We discuss preliminary results achieved during testing. The paper ends with a conclusion and a discussion of future work.

4 Tracking

4.1 Video Input

As mentioned above, the Windows DirectX SDK, more specifically DirectShow, provides routines for capturing input from both audio and video streams. We have used these routines to capture video input, frame by frame, from a camera. Using the Creative Web-Cam Go at a resolution of 320x240, with 24 bit color, about 30 frames are captured per second. This has proven to be sufficient for our tracking system.
4.2 Expression Tracking

For expression recognition, markers (small, colourful beads) are placed on an actor's face and tracked over time. The markers simplify the recognition problem and allow for faster tracking. They also allow more robust tracking when subjects are ethnically diverse: subjects may have dark skin or obscured features (a problem for many direct tracking systems). The use of markers also helps to track features under poor or changing lighting conditions. Figure 1 shows the configuration of the 14 markers used by our system.

Standard image segmentation techniques have been employed to isolate and identify the markers in the video images. The segmentation routines first convert from RGB to HSV colour space, and then threshold the image pixels according to upper and lower bounds on all three color components. Region growing is performed for each sampled pixel that falls within these thresholds. The resulting pixel clusters are evaluated against a number of criteria, given in the following section. Since a single 2-D position is required for each marker, the centroid of each cluster is calculated. In order to ensure real-time marker recognition, we use a technique that takes advantage of the coherence in marker positions between successive frames. Sub-sampling is used to further speed the marker identification. These techniques are discussed in more detail in the following subsection.

4.2.1 Calibration and Marker Recognition

At the beginning of a tracking session, the performer is asked to hold a neutral expression and turn their head directly towards the camera. The system then searches the entire image in order to find all the markers on the face. Once it has succeeded, these initial marker positions are stored and kept for later use. The initial marker configuration is useful since it allows the system to calibrate for head orientation and expression. This is a once-off process that is not repeated during the session.

Once the calibration procedure has been completed, the performer can initiate the tracking. The recognition system tracks individual facial features independently: search regions are constructed and maintained for each eyebrow, the mouth and for four separate reference markers (discussed later). Figure 1 shows the reference markers and search regions. Tracking the features independently allows the system to more easily determine if markers are missing. It also simplifies the process of labeling markers (keeping track of marker correspondences between frames).

The search regions are continuously adjusted to ensure that they are always slightly larger than the bounding box of the set of markers for that feature, from the previous frame. The search regions are further constrained to ensure that they never overlap.

Within the search region, the image is sampled. If necessary, several passes are made over the search region, each time increasing the sampling rate. The sampling is done in such a way that no pixel is revisited on the next pass (Figure 2). The constraint on the size of recognisable markers in the image is defined by the gaps between samples at the highest sampling rate. For our sampling pattern, the markers must be at least 2 pixels in diameter in order to be found. The sampling iterations end when the required number of good matches is reached. For example, if we know that we should find three markers in an eyebrow region, we stop searching once we have three good matches.

For the eyebrows, the searching can be streamlined even further. Since the markers on the eyebrow are horizontally delineated, we can be certain that no two markers will have bounding boxes that are vertically aligned. This means that once we have a good match for an eyebrow marker, we can exclude its horizontal extent from subsequent sampling passes for the current frame. Figure 3 illustrates this. Note that the larger, more obvious markers were found on an earlier pass when the sampling rate was lower.

The definition of a good match is difficult and often dependent on the markers being used. We want to exclude false matches, but at the same time want to identify a marker, even if it is partially obscured. We have attempted to quantify each match by giving a "quality-of-match" weighting for each potential marker found in the image. The criteria for the weighting of a match are:

- Size: the number of pixels making up the cluster.
- Shape (1): the ratio of the cluster's width to height (should be roughly 1 for circular markers).

\footnote{We make sure that we finish the current sampling iteration, however, since there may be an even better match a little further on in the region.}

Figure 2: The sampling strategy used for search regions. The search region border is represented by a dashed line. Each grid cell represents a pixel. The size of the dots represent the order that the pixels are visited - larger dots first.

Figure 3: Horizontal region sub-division in the two eyebrow search regions. The more noticeable markers were found during an earlier pass when the sampling rate was lower (hence fewer dots).
• Shape (2): the fraction of the cluster's bounding box that the cluster fills (should be close to 1 for circular markers).

When deciding which clusters represent markers, the quality-of-match weighting and the proximity to previous marker positions are considered.

Before proceeding, it is important to explain the purpose of the four reference markers. These markers are widely separated, slightly larger than the others and normally visible in all reasonable orientations. For each frame the system looks for these markers first. If even one is lost, it is unlikely that the other, smaller markers will be found, so the current frame is dropped and the system tries again in the next frame. If more than four consecutive frames are lost, the system will ask for a user driven re-initialisation.

Besides providing an acid test for marker recognition, the reference markers also allow:

• Compensation for head motion (discussed in Section 4.2.2).

• Prediction of new search region positions for the current frame.

• Prediction of positions for lost markers.

We have chosen to use fourteen face markers for the following reasons: at least four reference markers are required for correcting for rigid head motion; four markers are needed to describe the mouth shape; three markers are needed for each eyebrow because the outer eyebrow marker may be occluded during head rotations.

The markers are arranged in such a way that the system can always sort and label them. In any given frame, an occluded marker's position is estimated from the corresponding marker in the calibration set, transformed to account for any overall head motion of the user.

4.2.2 Correcting for Rigid Head Motion

It is important to separate the effects of global head motion and the movement of the markers due to changes in expression. Only then can the expressions be accurately measured and quantified. The four reference markers are used to correct for distortions due to head motion. They remain fairly static on the face, regardless of expression, and therefore undergo movement due to rotations and translations of the head only.

During calibration, the system takes an initial shot of the face looking directly at the camera - the plane of the face being parallel to the image plane. The four reference markers from this shot define an initial reference quadrilateral. Now, for every other frame of the sequence the homography, \( T \), that maps the current quad back to the initial reference quad is determined [14, 12]. All the markers are then transformed by \( T \). By rectifying [8] the plane defined by the current quad, we can eliminate the effects of rigid head motion. Once the rigid motion has been corrected for, the marker displacements can be calculated. Figure 4 illustrates this process.

If the face were a perfect plane, the rectification would exactly cancel the rigid motion. Unfortunately, this is not the case, so this method is an approximation. Also, since the reference points are determined by the centroid of their markers, and the shape of the clusters representing the markers is susceptible to noise, we cannot find their positions precisely. This results in a "trembling" effect from frame to frame, which affects the calculation of the homography and results in errors. In order to reduce this problem, we use a Gaussian smoothing filter to remove high frequency noise from the marker displacements.

4.2.3 Normalising Expressions

After the corrective transform has been applied to the marker positions, we are in a position to determine marker displacements. These displacements are measured against the neutral expression recorded in the calibration step.

We would like to be able to apply the measured expression to a face of arbitrary shape. The configuration of a face - the properties that make each face unique, such as the width of the brows and the distance between the eyes - is called its conformation. The face's conformation needs to be accounted for when measuring (and synthesising) expressions.

We use an approximation of the performer's conformation, given by the distances between markers in the neutral calibration image, to "normalise" the measured expression displacements. We estimate the maximum possible displacements for the various features using face metrics measured from the neutral face (Tables 1 and 2) and use these values to scale the expression displacements.

Figure 4: Eliminating the effects of rigid motion.
<table>
<thead>
<tr>
<th>Movement</th>
<th>Maximum Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouth Corner (H)</td>
<td>( \frac{1}{2} ) (face width - mouth width)</td>
</tr>
<tr>
<td>Mouth Corner (V)</td>
<td>( \frac{1}{2} ) face height</td>
</tr>
<tr>
<td>Mouth Top, Bottom (H)</td>
<td>( \frac{1}{2} ) mouth width</td>
</tr>
<tr>
<td>Mouth Top, Bottom (V)</td>
<td>( \frac{1}{2} ) face height</td>
</tr>
<tr>
<td>Brow (H)</td>
<td>( \frac{1}{2} ) brow separation</td>
</tr>
<tr>
<td>Brow (V)</td>
<td>( \frac{1}{2} ) forehead height</td>
</tr>
</tbody>
</table>

Table 1: Maximum displacement values for various feature points in terms of face metrics (Table 2). These values are used to normalise marker displacements. H = Horizontal, V = Vertical.

<table>
<thead>
<tr>
<th>Face Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>face width</td>
<td>(</td>
</tr>
<tr>
<td>face height</td>
<td>( \frac{1}{2} (</td>
</tr>
<tr>
<td>forehead height</td>
<td>( \frac{1}{2} (</td>
</tr>
<tr>
<td>mouth width</td>
<td>(</td>
</tr>
<tr>
<td>brow separation</td>
<td>(</td>
</tr>
</tbody>
</table>

Table 2: Definitions of the face metrics used in Table 1. The marker positions are taken from a neutral face during initialisation. The second subscript indicates the component of the marker position used: x (horizontal) or y (vertical).

After the scaling, the horizontal and vertical components of the marker displacements have values between 0 and 1. For transmission, these parameters are scaled and quantised to take integer values between 0 and 255. Each normalised marker displacement can then be represented by two bytes. This method bears some similarity to the MPEG-4 scheme for facial animation parameters (FAP).

5 2-D Facial Animation

When applying the normalised parameters to a facial model, the above process is reversed using the model’s conformation. This allows us to use the same parameters to drive the animation of a variety of faces.

5.1 Cartoon Face

The first animated model is a simple 2-D polygon model. Groups of polygons represent features such as a mouth, eyebrows and eyes. The polygons are layered and drawn from back to front to prevent occlusion.

Each part of the face is dependent, in both position and movement, on the animation parameters. For example, when the marker on the bottom lip moves down, the animation moves the cartoon face’s lip, chin and jaw by an appropriate amount. The initial shape of the cartoon face - its conformation - is set at initialisation time.

Some parts of the cartoon face have automated movement. For example, the eyes blink randomly at a rate of approximately once every seven seconds. Also, the mouth opens and shuts depending on whether the top and bottom lip separate past a threshold value.

Figure 5: A snapshot from our implementation of the Beier-Neely morphing algorithm. Note the morph-lines, conformation points and grid.

Although the cartoon face is extremely simple, it effectively conveys the expressions of the performer. More complex 2-D cartoon models have been developed by [7]. Our tracking system could be used to drive such models.

5.2 Image Morphing

With our second method we have produced a more realistic animation by warping an image of a face. We use a uniform rectangular grid of connected nodes, onto which a facial texture is mapped. The user defines key conformation points on the textured grid corresponding to the points that are tracked on the performer. A warping technique is then used to distort the grid in response to the input parameters.

We have used the technique developed by Beier and Neely [1] to morph the features of a face texture to a target expression. Their technique was used with great success in Michael Jackson’s “Black and White” video to morph between a variety of faces. The technique is based on the concept of morph-lines. A series of directed line segments are placed along corresponding features in source and target images. The positions of the endpoints of the lines are then interpolated over time and the surrounding pixels are warped accordingly. For further details of the algorithm, please consult their publication.

The original technique applies the warping to every pixel in the target image. In order to achieve real-time animation rates, we have adapted the technique to morph the nodes of the grid, rather than every pixel. The number of grid nodes can be decreased, for faster performance, or increased, to achieve better visual results. The original technique also considers every morph-line for each pixel in the image. Instead, we define a radius of influence for each morph-line. Only those grid points falling within this radius consider the contribution from that line. These adjustments allow for real-time morphing and animation.

Figure 5 shows a snapshot from our implementation of the morphing algorithm. The grid consists of 80x80 pixels.
Figure 6: Major system components. The transfer of information indicated by the dashed line is performed once, during system initialisation.

cells; the texture is a 512x512 image. Since the technique uses only a single image, the morphing of the mouth results in stretching of the teeth, which looks very unnatural (see Figure 7). To solve this problem, it would be possible to use two or more images of the face and blend between them when required.

6 Prototype System

The techniques described above were used to develop a real-time prototype system. The system consists of three main components:

1. The recognition system: each frame of the video input is analysed and the positions of the markers are determined. The techniques described above are used to identify and label the markers.

2. The communication system: the marker positions are placed into a packet and transmitted to the remote animation system using Windows asynchronous sockets. At the remote system each packet is unpacked and the values used in context.

3. The animation system: the animation system uses the received marker positions to drive the animations of Section 5. The initial shape of the cartoon face - its conformation - is set at initialisation time with the transmission of a special calibration packet.

Figure 6 shows the major components of the system and the flow of information between them. Occasionally the system mis-tracks due to rapid head movements or major disturbances to the room lighting. The tracking system has functionality to recover from these situations, however. If necessary, a re-initialisation can be performed by the user.

The system was tested at a university open-day demonstration. The computer tracking the facial expressions was a dual PII 350MHz machine with 256MB of RAM and Voodoo 2 and FireGL 1000 Pro graphics cards. A Creative Web-Cam Go camera was used to capture video at a resolution of 320x240 and a frame rate of approximately 30 fps. The remote animation system was an AMD Athlon 500MHz machine with 392MB of RAM and a NVIDIA GeForce 256 graphics card. Both machines were running Windows 2000. The network connection was via a T1 LAN. The system ran consistently at approximately 13 frames per second.

Figure 7 (full page after references) shows a few images captured during a demonstration session. They illustrate the correlation between the expressions of an actress and two virtual characters. Color versions of all images appearing in this paper are available at http://www.cs.uct.ac.za/~dburford/saicsit01/.

7 Conclusion

We are developing a performance based system to provide real-time facial animation to virtual characters. Our system uses relatively low cost equipment to perform facial feature tracking and analysis. We have tested the system with live video input and animated two different 2-D face models. Our contribution is that we have shown the feasibility of running such a system on low cost hardware. However, further work and user testing are required to fully demonstrate the utility of our system.

In our further work we shall see if the conveyance of accurate facial expressions does increase the quality of network interactions and provide more convincing and compelling virtual experiences.

8 Future Work

Two major areas of further work are:

1. Models: With the demonstration system described above, we used 2-D animations of facial expressions. We hope to extend the system to animate 3-D facial models, such as those developed by Waters [13].

2. Integration with a Virtual Environment: The entire animation system could be integrated with a virtual environment, such as DIVE [4, 3], in order to enhance the collaborative aspects of the interaction. User experiments may then be performed to test the impact of facial animation on immersion and presence.

In addition, commercial systems are now appearing that track facial features reliably without requiring markers. If we can successfully extend the system as indicated above, we shall proceed to reduce the dependence on markers.
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Figure 7: Expression correlation between an actress and two virtual characters.