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Abstract

The purpose of the research is to investigate the management aspects of client/server computing. The latter is seen as a prerequisite for better management of all aspects of client/server computing. Noting the fact that the client/server environment often consists of heterogeneous hardware and software products imposing demands on management, an analysis of different types of client/server architectures according to network and system management is included as one of the subgoals of the research. A literature survey was used to carry out this analysis.

The different client/server architectures are surveyed in order to determine difference in maintenance cost and investigating the need for network and system management tools as a means of minimising labour costs which are brought about by labour-intensive maintenance approach. This survey is accomplished through the use of questionnaires various organisations. Given the fact that the client/server environment is complex in that it contains equipment and software from different vendors and such complexity makes it difficult to properly account for availability, the issue of client/server system availability was also investigated. It provided insights into the information requirements towards better management of such installations. Due to the fact that many organisations do not keep outage data which is important in measuring client/server system availability, an automated database system that assist in recording outage data was designed.

Introduction

In simple terms, client/server computing can be defined as a computerised system that consists of two basic components: a client and a server. The client requests a service to be performed. This service may be to provide data, print, or fax a document. The server provides the requested services for clients. Both clients and servers may reside in the same computer or in two or more independent computers connected by a network. This allows tasks to be distributed over several systems, and to be carried out by those machines which are most suitable for task execution.

The client/server concept is based on a conversation between the client and the server. A client passes a request on to the server and the server performs the task. The server takes action only after having received a request from the client. The server tasks do not have to run on different computers which may include printer, file, database, application, communication, transaction, multimedia, or batch servers. Servers are, in turn, able to activate other servers, given the fact that servers can send requests to other servers (Zantinge, 1996:1-13).

The client/server system’s components must conform to some basic principles if they are to interact properly. These principles are applicable to clients, servers, and network. The principles which form the foundation on which client/server systems are built include: hardware and software independence, open access to services, process distribution, and standards.

- The client includes hardware and software components. Desirable client hardware and software features include: PC with powerful CPU, an operating system that is capable of multitasking, a graphical user interface, and capability of connecting and accessing multiple network operating systems.

- The server also has hardware and software components. Desirable server hardware features include: a fast CPU, possess fault tolerant capabilities, expandability of CPU, memory, disk and peripherals, bus support
for multiple add-on boards, and multiple communications options. The software component includes the server application which runs on top of the operating system and interacts with network operating system to "listen" for the client’s requests for services.

The network, through the communications middleware, provides the means through which clients and servers communicate to perform specific actions. The middleware is made up of several layers of software that aid the transmission of data and control information between client and servers (Coronel, 1996: 614-670).

The client/server systems are implemented using different architectures depending on how an organisation want to work with it and what the best solution is for the organisation. Since the different client/server architectures have different impact on network and system management, the next section aims at investigating the different architectures in the light of network and system management.

**Client/Server Architectures**

**Two-Tier Architectures**

Two-tier architecture consists of three components distributed in two layers; client (requester of service) and server (provider of services). The three components are:-

1. User system interface (such as sessions, text input, dialogue, and display management services).
2. Processing management (such as process development, process enactment, process monitoring, and process resource services).
3. Database management (such as data and file services).

The two-tier design allocates the user system interface exclusively to the client. It places database management on the server and splits the processing management between client and server, creating two layers.

In general, the user interface client invokes services from the database management server. In many two-tier designs, most of the application portion of processing is in the client environment. The database management server usually provides the portion of the processing related to accessing data. Clients commonly communicate with the server through SQL statements or a call-level interface.

The two-tier architecture will scale up to service 100 users on a network. It appears that beyond this number of users, the performance capacity is exceeded. This is because the client/server exchange “keep alive” messages continuously, even when no work is being done, thereby saturating the network (Schussel, 1996: 2-6). Network traffic must be measurable and adjustable so that performance remains good (Zantige, 1996: 614-670).

Implementing business logic in stored procedures can limit scalability because as more application logic is moved to the data management server, the need for processing power grows. Each client uses the server to execute part of its application code, and this ultimately reduces the number of users that can be accommodated.

The two-tier architecture limits interoperability by using stored procedures to implement complex processing logic (such as managing distributed database integrity) because stored procedures are normally implemented using a commercial database management system (DBMS) proprietary language. This means that to change or interoperate with more than one type of DBMS, application may need to be rewritten. Moreover, DBMS’s proprietary languages are generally not as capable as standard programming languages in that they do not provide a robust programming environment with testing and debugging, version control, and library management capabilities.

Two-tier architectures can be difficult to administer and maintain because when applications reside on the client, every upgrade must be delivered, installed, and tested on each client. The lack of uniformity in the client configurations and lack of control over subsequent configurations changes increase administrative workload.
Three-Tier Architecture

The three-tier architecture emerged in the 1990s to overcome the limitations of the two-tier architecture. The third-tier, or the middle tier server, is between the user interface (client) and the data management where business logic and rules are executed and can accommodate hundreds of users by providing functions such as queuing, process monitoring, application execution, and database staging. The three-tier architecture is used when an effective distributed client/server design is needed that provides increased performance, flexibility, maintainability, reusability, and scalability, while hiding the complexity of distributed process from the user (Schussel, 1996: 2-6).

A three-tier distributed client/server architecture includes a user interface tier where user services (such as session, text, input, dialogue, and display management) reside. The middle tier provides process management services (such as process development, process enactment, process monitoring, and process resourcing) that are shared by multiple applications. The third tier provides database management functionality. There are variety of ways of implementing the middle tier, such as transaction processing (TP) monitors, message servers, application servers, Internet.

The third tier, database management, is dedicated to data and file services that can be optimised without using any proprietary DBMS language. It also ensures that the data is consistent throughout the distributed environment through the use of features such as data locking, consistency and locking. The middle tier server (or the application server) improves performance, flexibility, maintainability, reusability, and scalability by centralising process logic. Centralised process logic makes administration and change management easier by localising system functionality so that changes must only be written once and placed on the middle tier server to be available throughout the system (Eckerson, 1995: 3).

In addition, the middle process management tier controls transactions and asynchronous queuing to ensure reliable completion of transactions (Schussel, 1996: 2-6). The middle tier manages distributed database integrity by the two phase commit process. It provides access to resources based on names instead of locations, and thereby improves scalability and flexibility as system components are added or moved (Edelstein, 1995: 34).

Building three-tier architecture is complex work. Programming tools that support the design and deployment of three-tier architectures do not yet provide all of the desired services needed to support a distributed computing environment. A potential problem in designing three-tier architecture is that the separation of user interface logic, process management logic, data logic is not always obvious. Some process management logic may appear on all three tiers. The placement of a particular function on a tier should be based on criteria such as ease of development and testing, ease of administration, scalability of servers, and performance (including both process and network load) (Edelstein, 1995: 34).

Maintenance is an important aspect of client/server system management. In the next section, the use of management tools as a means of minimising maintenance costs is investigated. A analysis of the survey that was conducted through questionnaires in several organisations done to complement the investigation.

Maintenance Costs

Maintenance is an important aspect of the cost evaluation of a client/server environment. A number of fourth generation languages 4GL suppliers, including Oracle, Informix, Sybase, Ingres, and many others, have begun to tune their development environments to meet the requirements of client/server environments. Separate servers for the execution of most functions. Changes in operating systems or user interfaces have already been taken care of by these suppliers, which leads to a decrease in maintenance costs.

Client/server will increase your maintenance costs due to the large number of hardware and software systems dependencies. Maintenance costs of client/server can be controlled only if you are using a good architecture, standards, and management tools. Network and system management tools are a must in a client/server environment (Zantige, 1996: 167-198). Noting these "golden rules", a closer look at network and system management tools is taken in the following section.
Network Management Tools

A good network management system can display the network on screen and systems can be managed remotely. All system data can be stored in a database on a network which works with Simple Network Management Protocol (SNMP). The SNMP protocol was built for current network management tasks and is easy to work with. All parts of the network can be made visible on screen, and they can be accessed remotely. With the help of network management tools, the whole environment can be managed from one or more central points. If an error occurs on the network for instance, (using a network tool) the manager can execute a number of checks, such as: Are the hubs functioning correctly? In which segment is the breakdown? In order to get this information, the manager must resort to remote system management tools.

System Management Tools

In a client/server environment one will find many dependencies between hardware and software products, and to manage this is difficult. To overcome this problem, one can use management tools. System management controls and manages the client/server hardware and software environment. All the rules and actions related to hardware and software products and the applications within the organisation must be established and have to be automated. A good quality control in configuration management and the support of software distribution tools and version control tools, will result in reduced labour costs.

Another important issue is the use of right tools. Some tools are related to network management tools while others can be connected to these tools. Although client/server environments do need such tools, but not every tool is suitable for each client/server system. Any action taken by one tool may result in action from another tool. If these tools cannot work together one will need to write ones own connection and maintain that for each new version. Some other tools are used in PC LAN environment, but they are unable to control client/server environment with intelligent hubs, routers and other equipment, and operating systems. They are more networking tools than system management tools.

The problem that exists now is that all the different system management products are unable to work together or need a specific vendor-dependent connection. This problem can be solved if one uses international standards like CORBA and if the system suppliers have committed themselves to this standard (Zantige, 1996: 167-198).

Survey Analysis:-

- The number of organisations operating a three-tier architecture is 67%.
- An average number of PC workstations connected to the system is 1067.
- All organisations surveyed do use network and system management tools.
- 33% of the organisations use more than one such tools and do not work together.
- None of the tools cannot manage the system remotely.
- None of the is able to display all parts of the system on screen.
- Average number of employees responsible for network and system management is 14.
- 67% have no computerised or manual system for the collection of data reflecting the performance of the network and its components.
- 67% considered bandwidth utilisation necessary in order to better monitor facilities and improve their management.

One of the primary aims of network and system management tools is to keep the client/server system up and running at all times. This brings to the fore the most crucial issue of client/server availability which is investigated in the following section.

Client/Server Availability

With all the complexity that client/server systems have, one might expect system availability to be very poor. Client/server availability is a complex issue due to the many possible configurations of client/server environments and failure modes of client, server, and network devices. Such complexity makes it difficult to properly account for availability in client/server architectural design.
Measuring Client/Server Availability

It is hard to define a system failure. For instance, if one PC fails, its user cannot access the system, but all other users can continue operating (unless the PC failed in a mode that causes an outage for other users). If one out of 2000 users cannot access the system, is the system down? What about 10 out of 2000, or 200 out of 2000? All outages do not have the same impact from a business point of view, if they are not of equal duration. In order to accurately reflect an outage’s impact, one must measure it from the point of view of the user rather than the system. Therefore, an appropriate client/server availability measurement needs to include both the outage duration and the number of users affected (Wood, 1995: 41-48).

Client/Server Outage Data

In his article, Alan Wood presented a methodology to help design engineers evaluate client/server availability. One difficulty that was met when trying to measure client/server availability was the fact that very few companies kept useful outage data especially the single-client outages. It is for this reason that an automated database system that assists in recording outage data and measuring client/server availability has been designed based on Alan Woods methodology.

Outage data is classified into five categories:
- Physical faults of physical component, such as a CPU or power supply.
- Design errors in hardware and software including software failures.
- Operations errors caused by operations personnel intentionally or unintentionally.
- Environmental problems such as power or cooling-system failures, natural disaster, or accidents.
- Reconfiguration (planned) outages, including maintenance and configuration changes.

From the outage data, a list of outage causes for a typical client/server environment is developed. Most of these causes apply to any type of computing environment, but some are propagating (a failure affects more than the users or equipment directly involved) type outages peculiar to the client/server computing environment. The client/server outage data is used to determine the number of outage minutes that should be ascribed to each outage cause. Table 1 below contains five outage categories for each type of client/server equipment that may be connected in a typical client/server configuration.

The system allows a user to enter the duration (in minutes) of the outage, the number of units or users in a system, and the number of users affected. Then the total outage duration for each outage cause is calculated and for each category. Finally the system produces percentage user availability, a graphical representation of user outage minutes by equipment type and by outage category.
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