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FOREWORD 

The South African Institute for Computer Scientists and Information Technologists (SAICSIT) promotes the 
cooperation of academics and industry in the area of research and development in Computer Science, Information 
Systems and Technology and Software Engineering. The culmination of its activities throughout the year is the 
annual research symposium. This book is a collection of papers presented at the 1998 such event taking place on 
the 23'd and 24th of Noyember in Gordons Bay, Cape Town. The Conference is hosted by the Department of 
Information Systems, University of Cape Town in cooperation with the Department of Computer Science, 
Potchefstroom University for CHE and and Department of Computer Science and Information Systems of the 
University of Natal, Pietermaritzburg. 

There are a total of 46 papers. The speakers represent practitioners and academics from all the major Universities 
and Technikons in the country. The number of industry based authors has increased compared to previous years. 

We would like to express our gratitude to the referees and the paper contributors for their hard work on the papers 
included in this volume. The Organising and Programme Committees would like to thank the keynote speaker, Prof 
M.C.Jackson, Dean, University of Lincolshire and Humberside, United Kingdom, President of the International 
Federation for Systems Research as well as the Computer Society of South Africa and The University of Cape 

Town for the cooperation as well as the management and staff of the Potchefstroom University for CHE and the 
University of Natal for their support and for making this event a success. 

Giel Hattingh, Paul Licker, Lucas Venter and Don Petkov 





Table of Contents 

Lynette Drevin: Activities ofIFIP wg 11.8 (computer security education) & 
IT related ethics education in Southern Africa 

Reinhardt A. Botha and Jan H.P. ElofT: exA Security Interpretation of the 
W orkflow Reference Model 

Willem Krige and Rossouw von Solms: Effective information security 
monitoring using data logs 

Eileen Munyiri and Rossouw von Solms: Introducing Information Security: 
A Comprehensive Approach 

Carl Papenfus and Reinhardt A. Botha: A shell-based approach to 
information security 

Walter Smuts: A 6-Dimensional Security Classification for Information 

Philip Macha nick and Pierre Salverda: Implications of emerging DRAM 
technologies for the RAM page Memory hierarchy 

Susan Brown: Practical Experience in Running a Virtual Class to Facilitate 
On-Campus Under Graduate Teaching 

H.D. Masethe, T.A Dandadzi: Quality Academic Development of CS/IS 
Infrastructure in South Africa 

Philip Machanick: The Skills Hierarchy and Curriculum 

Theda Thomas: Handling diversity in Information Systems and Computer 
Science Students: A social Constructivist Perspective 

Udo Averweg and G J Erwin: Critical success factors for implementation of 
Decision support systems 

Magda Huisman: A conceptual model for the adoption and use of case 
technology 

Paul S. Licker: A Framework for Information Systems and National 
Development Research 

K. Niki Kunene and Don Petkov: On problem structuring in an Electronic 
Brainstorming (EBS) environment 

Page 

1 

3 

9 

12 

15 

20 

27 

41 

49 

54 

63 

70 

78 

79 

89 



Derek Smith: Characteristics of high-performing Information Systems Project 
Managers and Project Teams 

Lucas Venter: INST AP: Experiences in building a multimedia application 

Scott Hazelhurst, Anton Fatti, and Andrew Henwood: Binary Decision 
Diagram Representations of Firewall and Router Access Lists 

Andre Joubert and Annelie Jordaan: Hardware System interfacing with 
Delphi 3 to achieve quality academic integration between the fields of 
Computer Systems and Software Engineering 

Borislav Roussev: Experience with Java in an Advanced Operating Systems 
Module 

Conrad Mueller: A Static Programming Paradigm 

Sipho Langa: Management Aspects of Client/Server Computing 

T Nepal and T Andrew: An Integrated Research Programme in AI applied to 
Telecommunications at� Sultan Technikon 

Yuri Velinov: Electronic lectures for the mathematical subjects in Computer 
Science 

Philip Machanick: Disk delay lines 

D Petkov and O Petkova: One way to make better decisions related to IT 
Outsourcing 

Jay van Zyl: Quality Learning, Learning Quality 

Matthew O Adigun: A Case for Reuse Technology as a CS/IS Training 
Infrastructure 

Andy Bytheway and Grant Hearn: Academic CS/IS Infrastructure in South 
Africa: An exploratory stakeholder perspective 

Chantel van Niekerk: The Academic Institution and Software Vendor 
Partnership 

Christopher Chalmers: Quality aspects of the development of a rule-based 
architecture 

Rudi Harmse: Managing large programming classes using computer mediated 
communication and cognitive modelling techniques 

90 

102 

103 

113 

121 

122 

130 

135 

136 

142 

145 

153 

162 

171 

172 

173 

174 



Michael Muller: How to gain Quality when developing a Repository Driven 
User Interface 

Elsabe Cloete and Lucas Venter: Reducing Fractal Encoding Complexities 

Jean Bilbrough and Ian Sanders: Partial Edge Visibility in Linear Time 

Philip Machanick: Design of a scalable Video on Demand architecture 

Freddie Janssen: Quality considerations of Real Time access to 
Multidimensional Matrices 

Machiel Kruger and Giel Hattingh: A Partitioning Scheme for Solving the 
Exact k-item 0-1 Knapsack Problem 

Ian Sanders: Non-orthogonal Ray Guarding 

Fanie Terblanche and Giel Hattingh: Response surface analysis as a 
technique for the visualization oflinear models and data 

Olga Petkova and Dewald Roode: A pluralist systemic framework for the 
evaluation of factors aff�cting software development productivity 

Peter Warren and Marcel Viljoen: Design patterns for user interfaces 

Andre de \Vaal and Giel Hattingh: Refuting conjectures in first order 
theories 

Edna Randiki: Error analysis in Selected Medical Devices and Information 
Systems 

184 

193 

200 

211 

218 

229 

230 

236 

243 

252 

261 

262 





ON PROBLEM STRUCTURING IN AN ELECTRONIC BRAINSTORMING 
(EBS) ENVIRONMENT 

Abstract 

K. Niki Kunene and D. Petkov 
Dept of Computer Science and Information Systems 
Private Bag XO I Scottsville, Pietermaritzburg 3209 

e-mai l :  niki.kunene@hulamin.co.za ; petkov@comp.unp.ac .za 

Research in the field of Group Decision Support Systems (GDSS) has focused on the follow ing main 
issues :  the Task (task complexity, clarity and rationality); the Individual (the profile of individual group 
members); the Process (process losses and gains); the Group (composition and size)and the Technology 
(hard ware, software and configuration settings). Much of the research has focused on group issues. A 
decision making group consists of two or more people jointly responsible for detecting a problem, 
elaborating on the nature of the problem, generating possible solutions and evaluating potential solutions. 
Research on idea generation in a group environment is relatively widespread but there are stil l  areas like 
faci litator work and problem structuring that require further investigation. To the best knowledge of the 
authors, there is very l ittle research on the structuring of problem questions in order to maximize idea 
generation. 

In this paper are reported results on laboratory studies at the University of Natal which focus on the 
problem/question structuring as a means enhancing the quality and quantity of ideas generated during 
electronic brainstorming (EBS). The case problem area was Information Systems Analysis and Design. 
Traditionally a survey of major issues on Idea generation and Group Support Systems (GSS) reveals the 
pre-occupation with the productivity of GSS supported idea generating groups .  These productivity issues 
are social loafing, evaluation apprehension, production blocking. Social loafing is when group members 
work less than they otherwise would, working by themselves; evaluation apprehension is where group 
members are concerned about how other members in the group are going to respond to their ideas; 
production blocking, where members cannot express their ideas as and when they (the ideas) occur to 
them: they must await their tum. In general, these productivity issues have been frequently researched 
within EBS environments, so ' that some definitive solutions have emerged: anonymity to conquer 
evaluation apprehension; and individual input devices allowing for the s imultaneous entry of ideas by 
members, so that production blocking is virtually removed. In th is study some of the issues are explored 
again within a new environment, Team Expert Choice' s  Q&B, an EBS module for supporting 
brainstorming groups .  Team EC allows groups to enter ideas anonymously and to enter these as they occur 
to them. In addition, the pool of ideas is stored on a common database where group members only have to 
"Refresh Items" in order to view the most recent pool of ideas. With respect to the application area one can 
note that the literature does not show significant indicators of previous cases of uses of such environments 
with problems from the area of Information Systems .  

The focus of this research i s  on  one of the least researched issues about brainstorming: task or  problem 
structuring (and indeed time structuring) within the brainstorming process to further enhance group 
creativity and productivity . Two comparable groups were presented with exactly the same task, except in 
the first instance the problem was posed as a unified all-encompassing problem and in the second instance, 
the problem was broken down into sub-categories, and the problem serially presented in sub-categories. 
In addition, a fixed amount ohime spent per sub-category was allocated .  The total time spent on the entire 
problem by both groups is the same. It was postulated that the group handling the problem sequentially in 
sub-categories will generate more ideas and ideas of higher quality. It was also postulated that this group 
wil l  perceive time constraints which will induce them to work faster and thus add to their productivity . 

The results . of the experiments show that the group solving the decomposed idea indeed generated more 
ideas of better quality . The group handling the all encompassing problem not only generated less ideas but 
focused on only one aspect of the problem. These results endorse that more research needs to be done in 
assessing the impact on group productivity and creativity of structuring the idea generation probl em by 
breaking it down into problem sub-category . More research is needed to explore the ro!e  of task 
complexity and indeed who should structure or decompose the tasks, the group itself or the facilitator? 
Nonetheless, the results are conclusive and show the benefits to productivity of decomposing the 
brainstonning problem into sub-categories. 
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