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Abstract

Ease of retrieval is of crucial importance in case based reasoning (CBR). In fact, the performance of a CBR system depends on how such a system is able to retrieve relevant cases from memory and adapts them to suit new problem cases. This paper suggests a method of enhancing the retrieval process of relevant cases from memory by employing a lattice, which has potentially good indexing capabilities. It will be shown that the method is well suited for Example Based Machine Translation (EBMT), especially when the input is grammatically incorrect.

1.0 Motivation

Nagao observed that initially when a language is being learnt, lots of corresponding sentences, in the source and target languages, are memorised and as part of the learning process, a learner compares what s/he perceives with what is already memorised [Nagao, 1984].

Moreover, when a language has been mastered, a learner becomes aware of incorrect forms of the sentences in that language. Based on what has been learnt, a good guess can always be made of a correct form of a sentences and hence correct meaning inferred. This ability of humans to ‘auto-correct’ utterance makes it possible for communication to take place, even with grammatically incorrect sentences or ill-formed language.

Theories are being formulated in an attempt to model human intelligence in mastering natural language. Nagao's observation let to widely acclaimed notion of Example Based Machine Translation (EBMT), and [Nagao,1992] attempts to address a broader question of taking all words and their semantic roles into consideration when interpreting sentences in natural language, which is what humans do. Unfortunately, the machines that are used to process natural language can only see one word at a time hence it is difficult to bring other words into picture at the same time, although sophisticated parsing algorithms have been devised to bring syntactic and semantic information together. But regardless of their complexity, those algorithms are still far from mimicking human intelligence in mastering natural language.

The aim of this paper is twofold: first is to show that the use of a lattice facilitates a quick access to similar cases, since the power of an EBMT system lies in its ability to
identify relevant cases. Second is to show that the use of a lattice addresses the question by [Nagao, 1992], that of bringing into consideration all the words and their semantic roles when a similar case is being sought. That is, the use of a lattice in natural language processing is an attempt to provide an answer to how to look at a word in relation to others when interpreting a sentence, which is closer to what may be taking place in a human mind.

The cases in this approach are the English sentences that have been seen or heard and which are stored in a case base. This is the training set which will be incremented each time an unknown sentence is perceived. These cases are treated as entities by our system so that a lattice can be used to index them. Since entities are characterised by their attributes, the words form attributes of the sentences (entities) in which those words have appeared. Using a lattice as an indexing mechanism, however, disturbs the order of words in the sentences, therefore to preserve the order and to avoid duplication (of words appearing as attributes in the lattice as well as in the actual sentences), the sentences are stored as vectors called word type vectors (WTV's). More will be said about WTV's in section 3.

The structure for the rest of this paper is as follows: section 2 describes the concept of adaptation; section 3 introduces lattices and how they are used to index cases in a case base. Section 4 describes how, with the help of a lattice, grammatically incorrect sentences can be adapted and mapped onto their correct counterparts, based first on their semantic similarity and/or syntactic similarity. Section 5 gives concluding remarks and suggests a way forward.

2.0 Concept of adaptation

The effectiveness of CBR systems, and in particular Example-Based MT (EBMT) systems, depends on the richness of the accumulated and aligned source and target example pairs (case base) as well as the effectiveness of the matching algorithms [Nagao, 1992]. But it takes a long time for that rich case base to be built hence EBMT systems 'take a long time to be usefully effective' [Nirenburg et al, 1995]. As a result, cases have to be adapted to suit new problem cases.

In EBMT, cases are retrieved on the basis of their similarity to the input case. The retrieved cases are regarded as best approximations of the case at hand. The best retrieved case may not be exactly similar to the input case, but it may be adapted, that is, changed in such a way that it becomes the best translation of the input. This is necessary because of the 'sparse data problem in EBMT' [Collins et al, 1996].

The concept of adaptation is intuitively appealing since not all similar cases can be used to solve new problems, but only those cases that can be safely adapted to suit the new problem case ([Smyth et al, 1995] and [Collins et al, 1996]). This realisation became evident when CBR systems were applied to planning tasks. Adaptation knowledge is needed in order to transform and adapt retrieved cases to suit the new problem case, e.g. [Smyth et al, 1995].

As mentioned above, this paper will only concentrate on the identification of the best relevant cases. The objective is to show that if the best similar case can be retrieved
then the best translation can be attained. This translation is based on how the original sentence was translated from the source to the target. The system therefore uses the experience gained previously to solve similar problems at a later stage. The paper does not however address the transition from retrieval of the best case to the generation of the best translations. It discusses how the best cases can be retrieved and that is discussed in the next section.

3.0 A lattice and indexing

Current EBMT systems e.g. PANGLOSS [Nirenburg et al, 1995] compare input with stored strings of words and the string that contains most of the words, in an order that is as close as possible, to the input is taken to be the best approximation of the input. The ReVerb system of [Collins et al, 1996] uses both string matches and syntactic function matches, when string matches fail, in order that greater unification flexibility can be provided.

In this approach, a lattice is proposed as the indexing tool for the case base. A lattice is defined by [Oosthuizen, 1994] as a ‘directed acyclic graph with an additional constraint that every pair of nodes in the graph has a unique nearest common descendant called a ‘meet’ and a unique nearest common ancestor which is called a ‘join’. The lattices being used here are a special kind, called concept lattices, which have an additional property that apart from the nodes adjacent to the universal node T at the top and the NULL node at the bottom, no nodes in the graph have exactly one parent or exactly one child. No node has a parent (i.e. no node is directly linked to another node) to which it is also indirectly linked by means of a path that goes via one or more other nodes'.

The nodes at the top will be pointers to actual words that have appeared in the sentences in the training set. Only unique words are stored. This enables statistics on the usage of any word in a particular sense to be accumulated. For instance, it can be calculated in how many sentences a particular word has been used as a noun as opposed to its usage as a verb. The nodes at the bottom will be pointers to the actual sentences that are in the training set. Each sentence is stored in the form of a vector that contains only types of words that have appeared in that sentence. This vector will be termed word type vector (WTV). Again only unique WTV’s are stored since some sentences share structural similarities, though words may be different. Reference to common WTV’s is kept up to date so that the probability of a WTV can be determined. These accumulated statistics help in disambiguation, that is, deciding which word sense to use and which sentence structure to adopt. Figure 1 shows a sentence lattice (WTV’s and corresponding sentences are shown). To conform to CBR paradigm, there is no lexicon other than that which is stored in the lattice.

The lattice has the capability of linking every word to a WTV of a sentence in which that word has appeared. Also, all the words that tend to appear together are grouped. Starting from words (semantic functions), we are led to the WTV’s (syntactic functions). This enables both the semantic and the syntactic functions to be considered when selecting a best case. By taking the meet of all the words in the input, we get a
WTV that is linked to all of them. This WTV represents the syntactic form of the best case. Words in an input often appear together for the first time and as such there exists no meet for them (other than a new WTV they will be connected to when inserted into the case base). But examining the internal nodes of a lattice, it will be discovered that there exists a meet for the majority of the words in the input (if they are not new words in the lattice). This node will lead to a WTV that may have same syntactic features as the words in the input that did not have a meet with the identified words.

Because of the indexing mechanisms in place within a lattice, the whole case base need not be wholly explored when searching for adaptable cases, but the system is directed to relevant cases directly. The overhead affecting the system is only due to selecting the most relevant case, that is, a WTV that contains most of the words in the input. This is a good characteristic of an Adaptation Guided Retrieval (AGR) system [Smyth et al, 1995] as non adaptable cases are not examined.

The use of the lattice allows us not only access to the sentence that contains most of the words in the input, but also the correct structure of that sentence in the form of a WTV. Even if such an input sentence contains some grammatical mistakes, indexing capabilities of the lattice enables it to be mapped onto a closest similar sentence. The fact that a grammatically incorrect sentence can be mapped onto a closest similar sentence suggests that the use of a lattice can be extended to parse grammatically incorrect sentences. This parsing means attempting to map grammatically incorrect sentences onto their correct forms or counterparts, as a sentence may have seen before. The next section discusses how grammatically incorrect input can be adapted in a lattice indexed case base.

4.0 Filling knowledge gaps - A CBR Approach

Knowledge gaps are a concern and a hindrance to smooth operation of MT systems. Some MT systems (e.g. [Winiwater et al, 1996]; [Knight et al, 1995]; [Dorr et al, 1995]; [Yamada et al, 1995]), are built with parsers equipped for handling ungrammatical input. A system can be designed to respond to a knowledge gap in various ways. A system may '...signal an error, ...make a random decision, ...appeal to human operator or ...turn to robust MT programs' [Knight et al, 1995], for help. The JANUS system [Mayfield et al, 1995], assumes that, though spontaneous speech may be ill-formed, it is semantically correct, and therefore the system concentrates on and regulates the semantics at the phrase level, thus ignoring syntactic category of the input string. This means that unknown/misspelled words, omitted words and/or redundant words are ignored. The aim of the JANUS project is not 'translation in the traditional sense, but rather producing an equivalent message in the target language based on the meaning' [Mayfield et al, 1995]. The question is what: happens when the ignored syntactic category hinders the inference of the meaning?

The major advantage of using a lattice is to enhance the robustness of MT programs in dealing with knowledge gaps, especially in EBMT. Using a lattice allows access to two pieces of information concurrently: we get matching words and sentence structures. If a similar case is not retrieved based on similar words (semantic similarity), it is retrieved based on the sentence structure, to which it can be adapted. Besides lattices being able to index words to the sentences in which those words have
Initially been used, they are capable of accumulating statistics by recording how many references have been made to one WTV or how many times a word has been used in a particular sense. The ability to accumulate these statistics make lattices suitable for NLP applications.

As mentioned above, a lattice does not only allow access to stored phrases, but the sentence structure (WTV) in which those phrases have occurred. It can be observed that the WTV's are nothing but extracted parse subtrees of a broader parse tree of a language in question, in this case English. Each WTV therefore corresponds to a rule in a rule based MT system. If one comes across the following phrase, for instance:

... planes flying ahead. - (1)

and later comes across the phrase:

... birds flying ahead. - (2)

With the lattice, we will be able to retrieve the WTV of a sentence in (1), in addition to others to be retrieved depending on the words that preceded the quoted phrase. This is because a phrase structure in (2) is the same as a phrase structure in (1) apart from the fact that the two contain 'flying ahead' in common. That similar structure is:

<...noun,verb,adverb>.

The WTV's that are retrieved first have words in common (string based matching), then similar (syntactic) structure with an input string. While other EBMT systems may claim to be doing the same thing, the difference between them and the lattice approach is that we do not get semantic matches in isolation to syntactic matches, (as shown in the example above). The indexing mechanisms of a lattice also gives closest neighbours (to the input) ranked according to how many attributes each neighbour has. A neighbour with most of the desired attributes ranks the top while one with least number of attributes ranks the bottom.

In conventional EBMT, one gets chunks of phrases which need some joining and figuring out how the translation is to be configured. In lattice-based natural language processing, one gets the sentence structure (WTV’s) in which those phrases have appeared and in addition to the obtained phrases. Each WTV's has been shown to be equivalent to a rule in a Rule - Based MT system. With a little luck, either the whole input sentence could be the same as the stored one or if the words are different their syntactic roles could be the same as those that have been used in the construction of the original WTV. Thus resulting in a WTV similar to the retrieved one. This being the case, the experience gained in translating the original sentence can be used to generate the translation for the input sentence. In Rule Based MT systems, a general rule is designed and all the input matching that rule, is translated into the target language using a single rule designed for that purpose.

As mentioned above, when a grammatically incorrect utterance is perceived, humans are capable of deriving the true sense of the utterance by comparing it to some similar utterance heard some time back (adapting it). The similarity can either be based on
similar words or similar sentence structure (WTV's). This implies that the utterances that are being heard are stored (vocabulary and language knowledge) for future reference, hence why communication is possible even if input can be grammatically incorrect. Words in a lattice form a vocabulary, WTV's form correct sentence structures (equivalent to language rules) and links of a lattice connect words to their correct sentence structures (WTV's). If words that have not appeared in any WTV (sentence structure) are conceived for the first time, then their sentence structure can be adapted, and if such an utterance is grammatically incorrect, it can be labelled as such based on the results of its comparison to a WTV it is closest to. The current research aims to deal with grammatically incorrect sentences. These sentences could be input to a machine translation system, a database front end, a speech to text generation system (since speech, like written text, is inherently riddled by mistakes) etc.

Many mistakes appear in writing and these often lead to failure of input sentences to parse and subsequent failure for an NLP program to execute. These mistakes that appear in writing are inevitable since 'written text make a very large portion of communication' [Goldfain, 1995].

Grammatical mistakes that can occur in a sentence can be categorised into sentences with misspelled word(s), sentences with (an) omitted word(s), sentences with repeated/redundant word(s), and sentences with incorrect word order. A sentence first has to be parsed before it can be labelled as containing a grammatical mistake, and this happens when parsing fails. When lattice is used to parse a sentence, a corresponding WTV is generated for that sentence. The generated WTV is then matched against the existing WTV's and when it fails to match, then parsing has failed. The sentence is then suspected to fall into one of the above mentioned categories. The next section explains how sentences are treated in each of the mentioned categories. The examples used here are simple ones, based on the lattice in figure 1, but the actual situation can be much more complex than that presented in the quoted examples.

4.1 Sentence with misspelled words

A misspelled word cannot be recognised by the parser which assigns words their semantic roles as they are found in the lattice. Because such a word cannot be recognised a WTV for a sentence with a misspelled word will have a 'U' in the place of an unrecognised word's type. For simplicity, only WTV's with one unknown word will be visited. The closest WTV is searched for by taking the meet of the words contained in the input. With a little luck, one WTV may be found in the case base which is different in one position from the WTV for the input sentence. A new WTV is then generated by substituting a 'U' in the input WTV by a different position in the retrieved WTV. The new WTV then becomes the best approximation of the input.

Two possibilities then arise: Firstly, the input could have been seen before and that means the misspelled word is already in the lattice and could be retrieved and substituted safely. Secondly, a misspelled word could have the same syntactic role which can make the WTV for the input the same as the retrieved WTV. This can be realised if a misspelled word is subjected to a spelling correction algorithm for correction.
To illustrate, let us consider the following example of a sentence with one misspelled word.

‘we love the surroundings’

where ‘surroundings’ is misspelled.

The resulting WTV for the sentence is (after using the lattice in figure 1):

\[ G = \langle pp, v, art, U \rangle \]

the meet of successfully located words leads to \( S_3 \) and \( S_3 \) has the same length as \( G \) and it differs from it in only one position. Thus:

\[
S_3 = \langle pp, v, art, n \rangle \\
G = \langle pp, v, art, U \rangle
\]

We therefore conclude that \( G \) is closest to \( S_3 \) and therefore expect the spelling auto correction to yield a ‘noun’ which will make \( G \) same as \( S_3 \).

This ability of a lattice to give probable expected types make the lattice an attractive tool to use. String-based comparisons cannot shed this kind of light on the incorrect input sentence.

4.2 Sentence with an omitted word

Omitted words can sometimes be as harmless as an article or as crucial as an important term without which it would be difficult to make out the meaning of a sentence. A WTV of a sentence with an omitted word will have at least one type less than its correct equivalent. The located meet of the words in the input will lead to a set of WTV’s to be retrieved. Again, we restrict the discussion to sentences with one omitted word. A closer examination of the selected set of WTV’s will result in at least one WTV which is one word type longer than the WTV corresponding to the input sentence (generated WTV). Having discovered one such WTV, a missing word type is inserted into the corresponding slot in the generated WTV and the resulting (target) WTV becomes the best approximation of the input. If a correct version of a sentence has previously been built into the lattice, then the meet of available words will lead to the desired WTV and hence the omitted word would be recovered.

To illustrate, consider the following sentence:

‘we the surroundings’

where ‘love’ has been omitted.

Taking the meets of available words using the lattice in figure 1, we generate the following WTV which is at least one type shorter than \( S_3 \)

\[
G = \langle pp, art, n \rangle \\
S_3 = \langle pp, v, art, n \rangle
\]
whereby every type that is present in G is also in S₃, and the meet of the words in the input lead to S₃. We therefore conclude that G must be closest to S₃.

From observation, G is probably lacking a verb to make it the same as S₃. The system may therefore issue a warning of a required or lacking verb.

### 4.3 Sentence with a redundant/repeated word

Redundant words are common in written text. A WTV of a sentence with a repeated or redundant word is a variation of the one with an omitted word, discussed above. It will have one of its types repeated, probably consecutively as happens regularly in written text. Such a WTV will therefore be at least one type longer than its correct counterpart. For this phenomenon, a WTV can be treated as a set since this will allow a match to occur even if one WTV has a repeated member, that is, a word type. A search for a WTV that contains the same elements as the generated WTV (corresponding to the input sentence) is conducted similarly by taking the meet of the words in the input. Having found the retrieved WTV, the generated (incorrect) WTV is made the same as the correct one by deleting the redundant word type hence the redundant word in the input.

To illustrate, consider the following sentence:

'we love the the surroundings'

where 'the' is a redundant word, and thus results in the following generated WTV, which is at least one type longer than S₃, with every type that is present in G also in S₃:

\[
G = <\text{pp, v, art, art, n}>
\]

\[
S₃ = <\text{pp, v, art, n}>
\]

Also the meet of the words in the input leads to S₃. We therefore conclude that G is closest to S₃. If G and S₃ are treated as sets, then they will be found to be equal. G is probably having a redundant article without which it will be the same as S₃, which is taken to be the best approximation of the input. The redundant article in the input will therefore be deleted to make G the same as S₃.

### 4.4 Incorrect word order in a sentence

An unrestricted text is a free domain and that freedom often brings inconsistencies. Some types such as an adverb in the English language can be shifted across the sentence without changing the meaning of the input. For instance, consider the following sentences in which a stated adverb can be placed at either one of the blanks, indicated by [], in the sentences:

1. quickly
   She [] ate her food [].

2. next
   [] we are going to explain how the sentences in each category are treated []
3. even  

The organisation cannot establish a centre for the homeless.

Rules in an MT system, for instance, are written in anticipation of a certain formation of word types and, in particular, Lexica\(^2\) assumes words in an input stream to follow a particular sequence failing which the parse will not be successful. Variations of the same rule have to be written to cater for different formations of sentence. This can be difficult especially in unrestricted text domains.

With the use of a lattice, we need only store one variation of the sentence and the rest of the input will be changed in accordance with the stored sentence structure. The words can then be re-arranged according to the correct WTV and the sentence can then be submitted for further processing without problems. With this approach, rule based MT developers will not need to have many rules, each catering for a variation of the same utterance. With just one rule and relying on the capabilities of a lattice to transform any variation and map it onto the form that has been catered for, MT engines can operate without hindrance from errors emanating as a result of incorrect word order in an input sentence.

5.0 Conclusion and future work

The proposed case retrieval method combines the structural (syntactic) form, the semantic (words) form of the sentences and the dynamic indexing mechanisms between the words and the WTV's (structural form of the sentences). The method does not look for similar words in isolation to similar sentence structure, but combines the two in a manner no approach has mastered. This brings in the semantic and structural environments together, unlike other approaches which locate either similar words [Nirenburg et al, 1995] or partial structures [Collins et al, 1996].

Also when it comes to handling of a knowledge gap, it is done so in relation to other words (syntactic/semantic functions) in the sentence. This demonstrates that a lattice is able to bring together all other words in the sentence when interpreting a sentence.

In future the project will be extended to detection of noun - verb agreement in English language. This will form the basis of automatic correction of sentences, say, in a word processing session. This can also be a good tool to aid people learning English to write grammatically, that is syntactically, correct English sentences.

Unique words are stored in a lattice and yet a word can play many roles in various sentences. A word can be used as a noun in one sentence and as a verb in another sentence. The use of a lattice allows one to calculate the number of instances a particular word been used, say, as a noun as opposed to its usage as a verb. Also, as a particular WTV (sentence structure) keeps recurring in the case base, the number of references are recorded and can later serve as an additional statistical tool. These statistics could be used to disambiguate words or sentence structures when need be. The advantage of this is evident: being able to choose the right sentence structure puts

\(^2\)Lexica is an MT engine developed at the University of Pretoria. It is a rule-based lexical transfer MT engine supporting translation between two natural language in an unrestricted domain.
all the words onto their correct parts of speech, hence the words are disambiguated as well.

And lastly, the author believe that the ability of lattices to combine CBR and in particular, EBMT, with statistics, can be expected to be of significance importance in NLP systems.
Success is all that is looked for.
We love the surroundings.
We looked around heaven all day.
Love is all around us.
She looked around the corner to see a dog.
Around is all the surroundings around us.
Success is all that is looked for.
where:
n = noun
aux = auxiliary
cop = copulative
adv = adverb
pp = personal pronoun (i.e. pronouns that refer to people only)
adj = adjective
inf = infinitive
v = verb
op = object pronoun (i.e. pronouns that refer to things/animals only)
art = article
prep = preposition
6.0 References


2. [Collins et al, 1996]; Collins B., and Cunningham P.; Adaptation-Guided Retrieval in EBMT: A Case Based Approach to Machine Translation. In Ian Smith and Boi Falting (Eds): Advances in Case-Based Reasoning; Proceedings of the Third European Workshop on Case-Based Reasoning; Lausanne, Switzerland; November 1996; Lecture notes in Artificial Intelligence, Vol 1168; Springer, pages 91 - 104.


5. [Goldfain, 1995]; Goldfain M. S.; Representing Space and Time information in English Narratives; Knowledge Representation for Natural Language Processing in Implemented System; American Association for Artificial Intelligence Press, 1995; Menlo Park, USA; pages 45 - 53.


11. [Nagao, 1992]; Nagao M.; Are the grammars so far developed appropriate to recognize the real structure of a sentence? TMI-92 Fourth International Conference on Theoretical and Methodological Issues in Machine Translation, June 1992; Montreal Canada. pages 127-137.


19. [Smyth et al, 1995]; Smyth B., and Keane M.; Experiments On Adaptation-Guided Retrieval In Case Based Design; In Veloso Manuel (Ed): Case - Based Reasoning -
Research and Development; Proceedings of the First International Conference on Case Based Reasoning, ICCBR-95; Sesimbra, Portugal, October 1995; Lecture notes in Artificial Intelligence; Springer, pages 313 - 324.
