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Foreword

This book contains a collection of papers presented at a Research and Development conference of the South African Institute of Computer Scientists and Information Technologists (SAICSIT). The conference was held on 13 & 14 November 1997 at the Riverside Sun, Vanderbijlpark. Most of the organization for the conference was done by the Department of Computer Science and Information Technology of the Vaal Triangle Campus, Potchefstroom University for Christian Higher Education.

The programming committee accepted a wide selection of papers for the conference. The papers range from detailed technical research work to reports of work in progress. The papers originate mainly from Academia, but also describe work done in and for Industry. It is hoped that the papers give a true reflection of the current research scene in Computer Science and Information Technology in South Africa. Since one of the aims of the conference is Research development, the papers were not subjected to a refereeing process.

A number of people spent numerous hours helping with the organization of this conference. In this regard, we wish to thank the members of the Organizing committee, and the Programming committee who had very little time to screen the abstracts and compile the program. A special thanks goes to the secretary of the department, Mrs Helei Jooste, whose very able work was interrupted by the birth of her first child.
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Algebraic Factorization of integers using BDE's
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Abstract

This paper outlines a new direct algebraic method for the factorization of integers. It shows how by using a mixed binary-decimal multiplication scheme the multiplication can be reconstructed from the product only. This reconstruction process leads to a set of Diophantine equations in binary variables (BDE's) that have one or both factors as roots.

A programmatic implementation of the algorithm is also discussed.

MR Classification: primary 11A51; secondary 11D72

1. Introduction

From the time of Euclid and Erastostenes man has been fascinated by factorization. More and more algorithms were developed, but factorization has remained a difficult task, so much so that some modern cryptography algorithms rely on the fact that it is practically impossible to factor an integer of 200 or more decimal digits.

Almost all the known algorithms are numeric in nature and use repeated trials to
factor an integer. In trial division one tries division by successive small primes, in
Fermat's methods one tries to write the number to be factored as the difference of
two squares and in Gauss' method one tries to eliminate possible factors by finding
quadratic residues. (Riesel, 1985)

In this paper a more direct method is presented using algebra and Diophantine
Equations in Binary Variables (or BDE's for short).

2. The multiplication process

In order to understand factorization, it is instructive to see how a composite number
is formed during the multiplication of two integers:

\[
\begin{array}{c}
43 \\
x \times 193 \\
\hline \\
387 \\
43 \\
\hline \\
8299
\end{array}
\]

The information on how the product 8299 was arrived at has been discarded. In the
decimal system this information is very difficult to reconstruct. The highlighted 9 in
the intermediate calculation could have been obtained in 4 different ways. The
highlighted 8 has no direct connection to 9 x 4 since the 2 carried from 9 x 3 has
obscured the 6.

In the binary number system things are much simpler. The binary multiplication
table shows

\[
\begin{array}{c|c|c}
\times & 0 & 1 \\
\hline \\
0 & 0 & 0 \\
1 & 0 & 1 \\
\end{array}
\]

that there is never any multiplicative carry and that 1 can only result from 1 x 1.
Further more if that observation is extended to algebra, it means that if x is a binary
variable \( x = x^2 = x^3 \) etc.

3. A mixed mode multiplication scheme

If a composite odd number \( Z \) (even numbers can be disregarded for factorization without loss of generality) consists of \( \text{NoZ} \) binary digits, it must have at least two factors \( X \) and \( Y \) such that \( X \geq Y > 1 \). Since \( Z \) is odd the larger factor \( X \) can at most have \( \text{NoX} = \text{NoZ} - 1 \) binary digits and the smaller factor \( Y \) at most \( \text{NoY} = (\text{NoZ} + 1) / 2 \) binary digits. (where / represents integer division).

Taking \( 7 \times 13 = 91 = 1011011_2 \) as an example \( \text{NoZ} = 7, \text{NoX} = 6 \) and \( \text{NoY} = 4 \). This gives rise to the following mixed (binary and decimal) mode multiplication scheme:

\[
\begin{array}{cccccccc}
0 & 0 & 1 & 1 & 0 & 1 & X \\
\times & 0 & 1 & 1 & 1 & Y \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & C(arry) \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & \text{XY}_0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & \text{XY}_1 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & \text{XY}_2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \text{XY}_3 \\
0 & 0 & 1 & 2 & 3 & 3 & 2 & 1 & 1 & \text{T(otal)} \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & \text{Z} \\
\end{array}
\]

The variables \( X, Y \) and \( Z \) are binary variables while \( C \) and \( T \) are decimal. The number of columns in the scheme is \( \text{NoC} = \text{NoX} + \text{NoY} - 1 \). The column subscripts count from 0 and from right to left. The \( T_i \) represent the total of the column while the \( C_i \) represent the carry from the previous column.

For factorization the question is if the scheme can be reconstructed given \( Z \) only. Surprisingly the answer is yes. There are a few observations that point the way. Obviously the \( C_i \) are related to the \( T_i \) by \( T_i = 2C_i + Z_i \). The \( Z_i \) determine the parity of the \( T_i \): \( C_0 = 0, T_{\text{NoZ}-1} = 1 \) and both \( C_{\text{NoZ}..\text{NoC}-1} \) and \( T_{\text{NoZ}..\text{NoC}-1} \) are 0. The \( \text{XY}_i \) rows are either all 0 or have the same bit pattern as \( X \).
4. The reconstruction process

The reconstruction process depends on the following two equations:

\[ T_i = C_i + \text{Sum}(X_jY_{j+1}) \quad \text{where } j \text{ goes from } 0 \text{ to } i \text{ and as long as the variables exist} \]

\[ T_i = 2C_{i+1} + Z_i \]

and the facts that the \( Z_i \) determine the parity of the \( T_i \) and that \( X_i \) is a binary variable.

4.1 Step 0

\[ C_0 = 0 \]

\[ T_0 = C_0 + X_0Y_0 = X_0Y_0 \]

\[ T_0 = 2C_1 + Z_0 = 2C_1 + 1 \]

but \( X_0Y_0 \) can only be 0 or 1 therefore \( X_0Y_0 = 1; X_0 = 1 \ Y_0 = 1 \ T_0 = 1 \ C_1 = 0 \)

4.2 Step 1

\[ T_1 = C_1 + X_0Y_1 + X_1Y_0 = Y_1 + X_1 \]

\[ T_1 = 2C_2 + Z_1 = 2C_2 + 1 \]

\( T_1 \) must be odd; therefore \( X_1 = 1 - Y_1; T_1 = 1 \) and \( C_2 = 0 \)

4.3 Step 2

\[ T_2 = C_2 + X_0Y_2 + X_1Y_1 + X_2Y_0 = Y_2 + X_2 \]

\[ T_2 = 2C_3 + Z_2 = 2C_3 \]

but \( T_2 \) is even; therefore \( X_2 = Y_2 \ T_2 = 2Y_2 \) and \( C_3 = Y_2 \)

4.4 Step 3

\[ T_3 = C_3 + X_0Y_3 + X_1Y_2 + X_2Y_1 + X_3Y_0 = Y_2 + Y_3 + Y_2 - Y_1Y_2 + Y_1Y_2 + X_3 \]

\[ T_3 = 2C_4 + Z_3 = 2C_4 + 1 \]

\( T_3 \) is odd; therefore \( X_3 = 1 - Y_3 \ T_3 = 2Y_2 + 1 \) and \( C_4 = Y_2 \)
4.5 Step 4

\[ T_4 = C_4 + X_1Y_3 + X_2Y_2 + X_3Y_1 + X_4Y_0 \]

\[ = Y_2 + Y_3 - Y_1Y_3 + Y_2 + Y_1 - Y_1Y_3 + X_4 \]

\[ = 2Y_2 - 2Y_1Y_3 + Y_1 + Y_3 + X_4 \]

while \( T_4 \) is odd, we cannot make \( X_4 = 1 - Y_1 - Y_3 \) for if both \( Y_1 \) and \( Y_3 \) were to be 1, \( X_4 \) would become -1 which is impossible. A correction term needs to be added, making \( X_4 = 1 - Y_1 - Y_3 + 2Y_1Y_3 \). This makes \( T_2 = 2Y_2 + 1 \) and \( C_5 = Y_2 \)

4.6 Step 5

\[ T_5 = C_5 + X_2Y_3 + X_3Y_2 + X_4Y_1 + X_5Y_0 \]

\[ = Y_2 + Y_2Y_3 + Y_2 - Y_2Y_3 + Y_1 - Y_1Y_3 + 2Y_1Y_2 + X_5 \]

\[ = 2Y_2 + Y_1Y_3 + X_5 \]

with \( T_5 \) even this gives \( X_5 = Y_1Y_3 \) \( T_5 = 2Y_2 + 2Y_1Y_3 \) and \( C_6 = Y_2 + Y_1Y_3 \).

4.7 Step 6

\[ T_6 = C_6 + X_3Y_3 + X_4Y_2 + X_5Y_1 \]

\[ = Y_2 + Y_1Y_3 + Y_2 - Y_2Y_3 + 2Y_1Y_2Y_3 + Y_1Y_3 \]

\[ = 2Y_2 + 2Y_1Y_3 + Y_2Y_3 + 2Y_1Y_2Y_3 \]

this gives the first of the 3 BDE's

4.8 Step 7

\[ T_7 = C_7 + X_4Y_3 + X_5Y_2 \]

\[ = Y_3 - Y_1Y_3 - Y_3 + 2Y_1Y_3 + Y_1Y_2Y_3 \]

\[ = Y_1Y_3 + Y_1Y_2Y_3 \]

this is the 2\textsuperscript{nd} BDE.

4.9 Step 8

\[ T_8 = C_8 + X_5Y_3 \]

\[ = Y_1Y_3 \]

this is the 3\textsuperscript{rd} BDE.
4.10 Step 9

Solving the BDE's. Substituting the 3rd BDE into the second followed by substituting the result into the first BDE gives:

\[ 1 = 2Y_2 - Y_1 Y_2 - Y_2 Y_3 \]

which has two solutions corresponding to the factors of 91.

5. The correction factor

The correction factor complicates an otherwise very simple algorithm. Can the correction factor be ignored? Since the X_i are binary variables, knowing the parity is enough. Unfortunately the C_i are decimal variables and they are affected by the X_i values. Using the proposed method on 221 for example and ignoring the correction factors quickly leads to erroneous answers.

How should the correction factor be formulated? The correction factor insures that X_i stays in the range \((0, 1)\) if more than one Y_i is 1. If only two factors are involved, inspection shows that \(Y_i + Y_j - 2Y_i Y_j\) does the trick. If three factors are involved \(Y_i + Y_j + Y_k - 2Y_i Y_j - 2Y_i Y_k - 2Y_j Y_k\) overcompensates by 4 if all three \(Y_i, Y_j\) and \(Y_k\) are one. A term \(+4Y_i Y_j Y_k\) needs to be added. Fortunately there is an easy formula to generate the correct polynomial. Our first attempt did this recursively and while it worked the overhead became too much. A simple iterative process was discovered to overcome the problem. It turns out that \(...(((Y_i - Y_j)^2 - Y_k)^2 - Y_l)^2 \ldots\) does the trick.

6. Acceleration for Fermat numbers

Since the proposed method reconstructs the factors digit by digit any additional knowledge about the factors can often be used to speed up the process. If it known for example (say by trial division) that the smallest factor is larger than \(N\), then the number of X-digits (and thereby the number of equations to be constructed) can be reduced to \(\text{NoX} = \text{NoZ} - \text{floor}(\log_2 N)\).

For Fermat numbers it is known that all factors of \(F_n\) are of the form \(a \cdot 2^{n+2} + 1\). This means that the first \(n+2\) \(X\) and \(Y\) are known and that the maximum number of \(X\)
digits can be reduced by n+2.

7. Programming considerations

We implemented the algorithm in C++. Since the variables of the equations are all binary variables we use a bit vector to indicate the absence or presence of variable i.e. 000101001 means Y₃Y₅Y₆. The coefficients are kept as long integers. Multiplication multiplies the coefficients and OR's the variable term. Addition checks for identical variable terms and then adds the coefficients. We developed classes for BitVec, Term and Poly. By making them persistent we can restart a factorization after each X equation.

8. Conclusion

The example shows that by using mixed binary mode multiplication and BDE's factorization can be accomplished algebraically without resorting to trials. The above process becomes too cumbersome to do by hand for any worthwhile size integer. The algorithm is not particularly difficult, but does contain a few traps for the unwary.
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