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FOREWORD

This book is a collection of papers presented at the National Research and Development Conference of the Institute of Computer Scientists and Information Technologists, held on 26 & 27 September, at the Interaction Conference Centre, University of Natal, Durban. The Conference was organised by the Department of Computer Science and Information Systems of The University of Natal, Pietermaritzburg.

The papers contained herein range from serious technical research to work-in-progress reports of current research to industry and commercial practice and experience. It has been a difficult task maintaining an adequate and representative spread of interests and a high standard of scholarship at the same time. Nevertheless, the conference boasts a wide range of high quality papers. The program committee decided not only to accept papers that are publishable in their present form, but also papers which reflect this potential in order to encourage young researchers and to involve practitioners from commerce and industry.

The organisers would like to thank IBM South Africa for their generous sponsorship and all the members of the organising and program committees, and the referees for making the conference a success. The organisers are indebted to the Computer Society of South Africa (Natal Chapter) for promoting the conference among its members and also to the staff and management of the Interaction Conference Centre for their contribution to the success of the conference.

On behalf of the Organising Committee
Vevek Ram
Editor and Program Chair
Pietermaritzburg, September 1996
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A REFERENCE MODEL FOR THE PROCESS CONTROL DOMAIN OF APPLICATION

Nirvani Dhevcharran, Prof. A L Steenkamp and Dr V Ram

Abstract

The increasing complexity of large process control systems impedes efforts to construct, co-ordinate and monitor these systems effectively. The object oriented paradigm and associated mechanisms greatly assist in software development in such domains. A reference model suitable for the process control domain and embodying object orientation, is described.

Introduction

The development of software systems is a complex undertaking, involving both technical and managerial considerations. In the case of large and complex application domains, development projects are conducted by following a team approach. The diverse perspectives of team participants call for a frame of reference which facilitates understanding of the specific aspects of software development.

A project for researching all relevant aspects when developing software systems, the Object Oriented Information Systems Engineering Environment (ISEE), has been formulated by Steenkamp[1995]. A general framework of four reference models are investigated: Development Process Reference Model, Quality Reference Model, Technology Reference Model and Target System Reference Model.

Process control deals with the technical, economic and safety dimensions of applications such as those found in chemical, oil and gas refineries and municipal water and sewage treatment. Each of these industries has data to be acquired, data to be disseminated, decisions to be processed, communications to be performed and reports to be generated. The challenge is to develop a control system that addresses the tremendous but unique complexity of each application without reinventing a thousand new wheels each and every time as described by Beam[1993].

According to Brown[1992], a reference model is a conceptual and functional framework which helps experts to describe and compare systems. It allows experts to work productively and independently on the development of standards for each part of the reference model. A reference model is thus not a standard itself; it should not be used as an implementation specification, nor as the basis for the conformance of actual implementations.

This paper concentrates on developing a reference model for the process control domain of application within the context of The Target System Reference model. The following aspects have been identified for the reference model: Environment, Information, Software Engineering and Systems Engineering.

The environment aspect: The Environment Aspect occupies the highest level within any methodology. For process control systems this aspect considers the structure of the process control environment in terms of its interface to the real world as well as its interface to physical devices.

The systems engineering aspect: The main focus of this aspect is on those engineering principles relevant at the operating and networking level. There are a number of principles involved in the process control domain, viz., distribution transparency, dependability, performance optimisation, scaling and language integration.

The software engineering aspect: This aspect expresses the target system in terms of the interacting object metaphor. The intra-object structure, inter-object relationships, the functionality of the objects
and the dynamic behaviour of objects are addressed. More specifically, the timeliness issue, the
dynamic internal structure, the reactivity issue, the concurrency issue and the distributed issue of
the process control domain are described. Further, formalisms are required to model the structure of
the system, of the data and of control.

The information aspect: The manner in which information is used within the process control
domain is modelled. Typically, information has to be represented, manipulated and interpreted. The
representation of data in this domain is normally in a real time database. This data has to be logically
and temporally consistent. The latter arises from the need to preserve the temporal validity of data
items that reflect the state of the environment that is being controlled by the system.

The process control domain is intrinsically very complex. It operates in real-time with a number of
processes operating concurrently. The Object Oriented (OO) paradigm for software development
supports the development of more flexible, more easily maintainable and less error-prone process
control systems.

By making optimal use of the powerful OO features and further by establishing a reference model for
the process control environment, a structured framework for software development is created.

Reference Model for the Process Control Environment

Figure 1 represents the process control meta model conceptually in terms of the relevant meta primitives for
each of the four aspects that have been identified.

![Process Control Meta Model Diagram]

Figure 1. Process Control Meta Model
Meta Primitives of the Environment Aspect

Careful consideration must be given to configuring the environment within which a process control target system will reside in (hardware considerations) as well as to its interfaces (interface considerations) to the real-world. It is necessary to focus on the environment because it forms the basis for constructing a model of the behaviour of a system. The meta primitives are depicted in Figure 2.

Hardware considerations: Process control applications operate in real-time. Time is a critical factor in these systems and there are a few hardware issues that can affect the response/timing of an event, e.g. event scheduling and synchronising of clocks. A difficult problem is the determination of tight timing information on instructions and code sequences for contemporary computers, pipelining, caching and a host of other performance-enhancing features seen to hinder timing predictability. By selecting appropriate granularities for the higher level language elements, these and other hardware issues, such as exactly how and where to incorporate worst-case effects of memory and bus contention, can be handled practically.

Considerations: The interfaces to a process control application can be either humans or devices. An example of a device is a PLC. There is continuous interaction between the application and the PLC which the system must be capable of handling. Simultaneously, one or more operators may be attempting to access the application. There is therefore, a need for the application to be capable of handling all the PLC as well as the operators transactions, i.e., need for concurrency. The interface between the operator and the system is on-line and interactive. Hence, the response time must be fast. If the same data is being accessed/updated by both the PLC and the operator, the access/update must be synchronised. If there is no synchronisation there is a potential for inconsistent data to be stored on the system.

Meta Primitives of the Systems Engineering Aspect

This aspect focuses on those engineering principles relevant at the operating system and networking level [Steenkamp1995]. The space/time trade-off, representing a particular set of options in the form of parameters, must be determined.

The salient properties which form the meta primitives, depicted in Figure 3, characterising the systems engineering aspect of process control systems are:

Timeliness of function: This is the most common attribute of real time systems of any kind. By definition, a real time system is required to perform its function “on time”, whatever that happens to mean in a particular context.

Dynamic internal structure: Many real time systems are required to exercise control over an environment whose properties vary with time. This requires that the system components dealing with
the particular aspects of the environment must be dynamically reconfigured to match the dynamic of external environments. Because of limited resources (memory, processor capacity), this typically entails the dynamic creation and destruction of software components.

Reactiveness: A reactive system is one that is continuously responding to different events whose order and time of occurrence are not always predictable.

Concurrency: This is a feature of the real world in which a real time system is embedded. At any given time, multiple simultaneous activities can be taking place in the real-time system. When this is combined with the need for real time response, the usual result is that the real-time system itself must be concurrent.

Distribution: A distributed computing system is one in which multiple computing sites cooperatively achieve some common function. Distribution is either inherent (as is the case for communications systems) or it may be driven by the need to increase throughput, availability or functionality [Selic 1994].

Figure 3. Systems Engineering Meta Model

Meta Primitives of the Software Engineering Aspect

This section is loosely based on Selic [Selic 1994], who has developed a real-time OO modelling technique called ROOM.

This is the one of most important aspects within the process control domain. The success of a software system is highly dependent on the selection of the appropriate software engineering method and supporting techniques. The meta primitives of the software engineering aspect are depicted in Figure 4.

Figure 4. Software Engineering Meta Model

High level structure modelling: At this level the concept of reusability is fundamental to the OO paradigm. ROOM has adopted this reusability strategy at the high level structure dimension. A
special concept defined as an actor is its basic modelling concept. In order to achieve reusability, each actor has to have one specific purpose with well defined interfaces to other components. An actor can have more than one interface as it can communicate with different types of actors. With this structured architecture, actors can co-exist with other actors concurrently in its domain. The process control domain is composed of concurrent objects and it is this functionality which makes ROOM a suitable choice. An actor makes use of encapsulation to maintain its primary purpose. The reasons for using encapsulation is that it is necessary to ensure that the coupling between actors is restricted to only the interactions across the interfaces.

High level behaviour modelling: This domain is characterised by the presence of two complex and difficult phenomena, concurrency and distribution. An event which is basically a message that is related to time, i.e. it has temporal properties, is generated from outside the ROOM environment. There are two general approaches to the handling of events: run-to-completion and pre-emptive. ROOM has opted for the run-to-completion approach. The two approaches are depicted in Figure 5.

![Figure 5. Pre-emption and Run-to-Completion](image)

In order to achieve a short execution time of e1, protracted event processing sequences can be broken up into a number of shorter chunks. However, this can significantly complicate the implementation.

In terms of priorities, the ideal would be to have one single priority. However with the distributed process control environment this is not possible. It is thus recommended to have some level of urgency to be provided. This would cater not only for the high priority tasks but also the low priority tasks. Frequently, the low priority tasks are disregarded during busy periods.

High level inheritance: ROOM views inheritance primarily as an abstraction mechanism that helps to deal with complexity by allowing detail to be introduced gradually. With the abstraction based approach, abstract classes play a pivotal role. The definition and preservation of the integrity of abstract classes is the primary concern in dealing with inheritance. Each abstract class should symbolise a well-defined abstraction with a clear meaning.

In ROOM, inheritance plays a fundamental role, since all designs are specified as classes. Three different class hierarchies are supported: the actor hierarchy, the protocol hierarchy and the data object hierarchy. The inheritance rules of data objects are determined by the Detail Level language used in modelling. Actor classes allow both high level structure and high level behaviour to be subclassed, providing for a much higher form of reuse than is available in traditional OO programming languages. Only single inheritance is supported for actor classes and exclusion and overriding of attributes is allowed [Selic1994].
The detail level: This section examines the issues and techniques used to specify the Detail Level aspects of a ROOM model. The detail level deals with fine-grained actions and fine-grained objects. All elements of concurrency and high-level architectural issues are filtered out and dealt with at higher abstraction levels. As a result, the complexity of the specifications at this level is greatly reduced. Detail level actions capture the behaviour that occurs during transitions of a state machine from one state to another. Fine-grained objects are used either to capture the extended state of a state machine or as information units that can be transferred between actors [Selic1994].

Meta Primitives of the Information Aspect

Process control systems utilise real-time databases. A real-time database system provides database features such as data independence and concurrency control while at the same time enforcing real-time constraints that applications may have. The meta primitives of the information aspect are depicted in Figure 5.

![Figure 5. Information Meta Model](image)

Representation of information: There are 3 key issues that affect the representation of information, data independence, binding, and efficiency.

There is generally a single globally accessible shared data area, whose organisation is defined by the data definition facilities of the chosen programming language; every task in the system that shares data is compiled with the definition of the entire shared area and thus has access to all the data at any time. This scheme has proven to be problematic. A key objective of data management technology is the achievement of data independence; that is, each task should be unaware of the storage structure and access mechanism of the data accessed. If data independence is achieved, stored data can be reorganised with no impact on the code of each task. Data management technology achieves data independence by interposing one or more layers of system software between the application task and access to the data itself. In this way, a call is made to a system software task which then uses a data description to access the data item. These "additional" layers of code may introduce inefficiencies into the implementation, which causes problems in a process control system.

The efficiency and independence objectives are clearly in conflict. The two objectives can be studied together by introducing the concept of binding. In the case of a single globally shared data area whose definition is compiled into each process, the names are bound to locations at compile time or at link/load time. However, the use of a procedure to access a data item will delay the binding until run time. It is the execution of the binding at run time that causes the use of data management technology to be less efficient yet more independent [Ward1985].

Data organisation: There are two faces to data organisation implementation; the view that is presented to the designer and programmer and the actual physical organisation of the data on the chosen storage media. The designer and the programmer will want to perform operations on the data structures according to an external view of how the data is grouped and organised; this can be separated from the internal data structure chosen for the data. It is the business of any data
management software to provide mechanisms to manipulate the external data structure which can then be translated into operations on the internal data structure.

However support for real-time data base systems must take into account the following: firstly, not all data in a real-time database are permanent; some are temporal and secondly, since timeliness is sometimes more important than correctness, in some situations, precision can be traded for timeliness.

Manipulation of information: Process control transactions are characterised along three dimensions: the manner in which data is used by the transactions, the nature of the time constraints and the significance of executing a transaction by its deadline or more precisely, the consequence of missing specified time constraints.

Further temporal consistency requirements of the data can lead to some of the time constraints for the transaction.

Real-time database systems employ all three types of database transactions, i.e., write-only transactions, update transactions and read-only transactions. This classification can be used to tailor the appropriate concurrency control schemes.

Some transaction time constraints come from temporal consistency requirements and some arise from requirements imposed on system reaction time. The former can typically take the form of periodicity requirements: For example, every 5 seconds, sample the reservoir level.

System reaction requirements typically take the form of deadline constraints imposed on aperiodic transactions. For example, if Water_Flow > 100

    add Chlorine within 10 seconds.

In this case, the system’s action in response to the high Water_Flow must be completed by 10 seconds.

Transactions can also be distinguished based on the effect of missing a transaction’s deadline. As discussed in the section on the Temporal paradigms the terms of hard, soft and firm transactions have been discussed. This categorisation shows the value imparted to the system when a transaction meets its deadline. The processing of real-time transactions must take their different characteristics into account.

Interpretation of information: In the process control domain, a real time database consists of a set of data objects representing the state of an external world controlled by a real-time system. The data objects are interpreted as two types: continuous and discrete. Continuous data objects are related to external objects continuously changing in time. The value of a continuous data object can be obtained directly from a sensor (image object) or computed from the values of a set of image data objects (derived object) within a regular period. Continuous data objects are related with the following additional attributes: a timestamp indicating when the current value of the data object was obtained, an absolute validity duration is the length of time during which the current value of the data object is considered valid and a relative validity duration is associated with a set of objects used to derive a new data object. Discrete data objects are static in the sense that their values do not become obsolete as time passes, but they are valid until update transactions change the values.

Summary

The environment, information, software engineering and system engineering aspects cannot exist in isolation. There is a close relationship between them as their boundaries are not well defined and there is clearly an overlap between each aspect’s discipline.

The Reference Model proposed is meant to serve as a guideline in the development of process control applications. Due to the applications’ inherent complexity, it is necessary to have a frame of
reference that encompasses all the relevant issues in its development. Further, by using the object oriented paradigm, there is an increase in the reuse of software in the automation software area, especially if the same applications with probably even the same configuration are to be used at various plants.
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