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FOREWORD

The 6th Computer Symposium, organised under the auspices of SAICS, carries on the tradition of providing an opportunity for the South African scientific computing community to present research material to their peers.

It was heartening that 31 papers were offered for consideration. As before all these papers were refereed. Thereafter a selection committee chose 21 for presentation at the Symposium.

Several new dimensions are present in the 1991 symposium:

* The Symposium has been arranged for the day immediately after the SACLA conference.

* It is being run over only 1 day in contrast to the 2-3 days of previous symposia.

* I believe that it is first time that a Symposium has been held outside of the Transvaal.

* Over 85 people will be attending. Nearly all will have attended both events.

* A Sponsorship package for both SACLA and the Research Symposium was obtained. (This led to reduced hotel costs compared to previous symposia)

A major expense is the production of the Proceedings of the Symposium. To ensure financial soundness authors have had to pay the page charge of R20 per page.

A thought for the future would be consideration of a poster session at the Symposium. This could provide an alternative approach to presenting ideas or work.

I would sincerely hope that the twinning of SACLA and the Research Symposium is considered successful enough for this combination survive. As to whether a Research Symposium should be run each year after SACLA, or only every second year, is a matter of need and taste.

A challenge for the future is to encourage an even greater number of MSc & PhD students to attend the Symposium. Unlike this year, I would recommend that they be accommodated at the same cost as everyone else. Only if it is financially necessary should the sponsored number of students be limited.

I would like to thank the other members of the organising committee and my colleagues at UCT for all the help that they have given me. A special word of thanks goes to Prof. Pieter Kritzinger who has provided me with invaluable help and ideas throughout the organisation of this 6th Research Symposium.

M H Linck
Symposium Chairman
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Abstract. The MultiServer centre with Hierarchical Concurrency Constraints (MSHCC) is an exponential multiserver with a queueing discipline which imposes restrictions on the number of customers of different types and subtypes that can be served simultaneously. The MSHCC centre is of interest because it represents a (not too exotic) quasi-reversible queue and can therefore be included in a product form network, and because it can be used to represent system features which could not previously be modelled using classical BCMP centres.


Keywords and phrases: blocking, concurrency constraints, product form solutions, queueing networks, queueing theory.

1 INTRODUCTION

This paper describes an extension of a queueing model first presented in [7]. Consider a service station serving customers of types $c$ where $c \in C$ and $C$ is a countable set. Customers of type $c$ arrive individually in independent Poisson streams with rate $\lambda_c$. The customers, whether waiting or in service, form a queue in the order of their arrival. Each customer presents a demand for service time distributed exponentially with mean $\mu$. The server gives service at certain positions of the queue. Upon entering service a customer is served to completion without interruption, whereupon the customer departs. When a service completion occurs, the corresponding customer departs, the gap in the queue is closed by the obvious shift, and the server scans the queue from the front searching for the first customer whose admission into service would not violate the following set of concurrency constraints. Firstly, maximally $B$ customers can be served simultaneously where $1 \leq B \leq \infty$. The queue can thus be viewed as having $B$ parallel servers. Next, the set of customer types $C$ is partitioned as $\{C_r; r \in R\}$ where $R$ is a countable
set and maximally $B_r$ customers whose types are in $C_r$ are allowed to be in service simultaneously where $r \in \mathcal{R}$ and $1 \leq B_r \leq \infty$. Finally, for each $r \in \mathcal{R}$ the set $C_r$ is partitioned as $\{C_{rs} : s \in S_r\}$ where $S_r$ is a countable set and maximally $B_{rs}$ customers whose types are in $C_{rs}$ are allowed to be in service simultaneously where $s \in S_r$ and $1 \leq B_{rs} \leq \infty$. The $C_{rs}$ can be further partitioned, with corresponding restrictions placed on the number of customers simultaneously in service, but we shall not go beyond the $C_{rs}$ as this is a straightforward generalization of what we shall do. The queue discipline can thus be described as FCFS subject to concurrency constraints. We have therefore named the queue the MultiServer centre with Hierarchical Concurrency Constraints (MSHCC).

Our main results are (i) a product form expression for the steady state distribution of the queue; (ii) the statement that the queue is quasi-reversible [5] and can therefore be included in a network of quasi-reversible centres; (iii) efficient recursive expressions for computing the performance measures of a MSHCC centre. The original model introduced in [7, 8] did not partition the $C_r$ and $B_r = 1$ for all $r$. In [2] and [3] this was extended to allow $B_r > 1$. The hierarchical partitioning imposed by the MSHCC server is thus new. Finally, the model employs a state description more detailed than that used previously in the references quoted above – which greatly benefits the analysis.

The paper is organized as follows. Section 2 defines a more general queueing model. The global balance equations for this model are presented and are decomposed into two sets of partial balance equations. The first set of partial balance equations has a product form solution. It is shown that this solution also satisfies the second set of partial balance equations if certain conditions are imposed on the queueing discipline. Section 3 presents the MSHCC concurrency constraints. It is shown that the MSHCC queue satisfies these conditions. The MSHCC centre is next shown to be quasi-reversible [5]. Therefore a queueing network consisting of BCMP [1] and MSHCC centres has a product form solution. Section 4 uses aggregation techniques to reduce the joint probability distribution to a computationally tractable form. Section 5 derives the performance measures for the MSHCC centre. Finally, a numerical example is presented which illustrates how the concurrency constraints affect the performance of customers competing for service at a MSHCC centre.

2 THE MODEL

Consider a queue with state space $S = \{0\} \cup_{n=1}^{\infty} C^n$ where $0$ denotes the empty queue and $C$ denotes a countable set of customer types. Let $(c_n, \ldots, c_1)$ denote the state of a queue of length $n$ where $c_i$ denotes the type of the customer in position $i$ in the queue where $1 \leq i \leq n$, $n \in \mathbb{N}$ and $c_i \in C$. For $1 \leq i \leq n$ define the functions

$$1_{i,n}(c_n \ldots c_1) = \begin{cases} 1 & \text{the customer in position } i \text{ is in service} \\ 0 & \text{the customer in position } i \text{ is not in service} \end{cases}$$
Define
\[ k(c_n \ldots c_1) = \sum_{i=1}^{n} l_{i,n}(c_n \ldots c_1) \geq 1 \]
so that \( k(c_n \ldots c_1) \) is the number of customers being served in \( (c_n \ldots c_1) \).

Let customers of type \( c \) arrive to the queue individually in independent Poisson streams with rate \( \lambda_c \) such that \( \sum_{c \in C} \lambda_c < \infty \). Let arriving customers join the tail of the queue and let the front of the queue be identified with position 1. Let service on each position served be non-interruptible and take place at the positive rate \( \mu_n \) where \( n \) is the length of the queue. When service terminates at position \( i \), let the ensuing state be \( (c_n \ldots c_{i+1} c_{i-1} \ldots c_1) \).

For the corresponding Markov process, which is obviously regular, the global balance equations are given by
\[
P(0) \sum_{c \in C} \lambda_c = \sum_{c \in C} P(c) \mu_1
\]
and
\[
P(c_n \ldots c_1) \left( \sum_{c \in C} \lambda_c + k(c_n \ldots c_1) \mu_n \right) = \lambda_{c_n} P(c_{n-1} \ldots c_1)
\]
\[
+ \sum_{c \in C} \sum_{i=0}^{n} P(c_n \ldots c_{i+1} c_c \ldots c_1) l_{i+1,n+1}(c_n \ldots c_{i+1} c_c \ldots c_1) \mu_{n+1}
\]
(1)
where the term \( \lambda_{c_n} P(c_{n-1} \ldots c_1) \) is replaced by \( \lambda_{c_1} \) if \( n = 1 \).

We wish to determine solutions for equation (1) which also satisfy the partial balance equations
\[
P(c_n \ldots c_1) k(c_n \ldots c_1) \mu_n = \lambda_{c_n} P(c_{n-1} \ldots c_1)
\]
(2)
Equation (2) immediately yields
\[
P(c_n \ldots c_1) = P(0) \prod_{i=1}^{n} \frac{\lambda_{c_i}}{\mu_i k(c_i \ldots c_1)}
\]
(3)
In order for equation (3) to satisfy equation (1) for any choice of the \( \lambda_c \) it is necessary and sufficient that equation (4) satisfies the partial balance equations
\[
P(c_n \ldots c_1) \lambda_c = \sum_{i=0}^{n} P(c_n \ldots c_{i+1} c_c \ldots c_1) l_{i+1,n+1}(c_n \ldots c_{i+1} c_c \ldots c_1) \mu_{n+1}
\]
(4)
or equivalently (by substituting equation (3) into equation (4)) that
\[
1 = \sum_{i=0}^{n} \frac{k(c_n \ldots c_1) \ldots k(c_{i+1} \ldots c_1)}{k(c_n \ldots c_{i+1} c_c \ldots c_1) \ldots k(c_c \ldots c_1)} l_{i+1,n+1}(c_n \ldots c_{i+1} c_c \ldots c_1)
\]
(5)
In order to find sufficient conditions for equation (5) to be satisfied, assume
Assumption 1 For all \((c_n \ldots c_1)\) and for all \(1 \leq i \leq n\)

\[ l_{i,n}(c_n \ldots c_1) = l_{i,i}(c_i \ldots c_1) \]

Assumption 1 thus implies that the composition of the queue up to position \(i\) determines whether the customer at position \(i\) is admitted into service. Applying assumption 1 to equation (5) yields

\[ 1 = \sum_{i=0}^{n} \frac{k(c_n \ldots c_1) \ldots k(c_{i+1} \ldots c_1)}{k(c_n \ldots c_{i+1}c_i \ldots c_1) \ldots k(c_{c_i} \ldots c_1)} l_{i+1,i+1}(cc_i \ldots c_1) \]  

(6)

Let the right hand side of equation (6) be denoted as \(V_c(c_n \ldots c_1)\) if \(n > 0\), and as \(V_c\) if \(n = 0\). Note that \(V_c = 1\). Next define

\[ V_c(c_n \ldots c_1) = \max(i : l_{i+1,n+1}(c_n \ldots c_{i+1}c_i \ldots c_1) = 1, 0 \leq i \leq n) \]  

(7)

and henceforth, for fixed \(c\) and fixed \((c_n \ldots c_1)\), write \(V_c(c_n \ldots c_1) = \nu\). Next assume that for all \(c\)

Assumption 2 If \(\nu < n\) then for all \(0 \leq i \leq \nu < j \leq n\)

\[ k(c_j \ldots c_{i+1}c_i \ldots c_1) = k(c_j \ldots c_1) \]

Assumption 3 If \(\nu = n\) then for all \(0 \leq i \leq n\)

\[ k(c_n \ldots c_{i+1}c_i \ldots c_1) = k(c_n \ldots c_1) + 1 \]

Assumptions 2 and 3 will later be shown to be satisfied when the system of hierarchical constraints described in section 3 is used to regulate the admission of customers into service at the MSHCC centre.

If \(\nu = n\) then application of assumption 3 yields

\[ V_c(c_n \ldots c_1) = \frac{1 + k(c_n \ldots c_1)V_c(c_n-1 \ldots c_1)}{1 + k(c_n \ldots c_1)} \]

and if \(\nu < n\) application of assumption 2 yields

\[ V_c(c_n \ldots c_1) = V_c(c_\nu \ldots c_1) \]

**THEOREM 2.1** Under the assumptions 1, 2 and 3 the Markov process describing the fluctuation of the queue has its global balance equations solved by equation (3), and equation (3) also satisfies the partial balance equations (2) and (4).
PROOF. Given $V_e = 1$ and assuming that it has already been shown that $V_e(c_k \ldots c_1) = 1$ for all $c$ and $(c_k \ldots c_1)$, then the proof of the theorem follows immediately by induction.

We now show that the queueing process is quasi-reversible by demonstrating that for all $c \in C$ (i) the arrival times of type $c$ customers form independent Poisson processes and (ii) the departure times of type $c$ customers form independent Poisson processes. Both of these conditions hold: (i) is part of the definition of the model and (ii) is a consequence of equation (4).

3 CONCURRENCY CONSTRAINTS

Consider the queue described in section 2. Let $x = (c_n \ldots c_1)$ denote the state of the queue and let $k(x), k_r(x)$ and $k_{rs}(x)$ denote the total number of customers, the total number of $C_r$ - and the total number of $C_{rs}$- customers served in state $x$ respectively. The MSHCC concurrency constraints require that

$$k(x) = \sum_{i=1}^{n} 1_{i,n}(c_n \ldots c_1) \leq B$$

$$k_r(x) = \sum_{i=1}^{n} 1_{i,n}(c_n \ldots c_1) 1(c_i \in C_r) \leq B_r$$

$$k_{rs}(x) = \sum_{i=1}^{n} 1_{i,n}(c_n \ldots c_1) 1(c_i \in C_{rs}) \leq B_{rs}$$

where $1(E)$ is the indicator function of the event $E$.

Assumption 4 The server, upon completing the service of a customer, searches the queue from the front (queue position 1) to the end for the first customer whose admission into service would not violate any of the MSHCC concurrency constraints.

THEOREM 3.1 Under the assumptions 1, 2, 3 and 4 the MSHCC queue is a special case of the queue described in section 2 and satisfies the conditions of theorem 2.1.

PROOF. The MSHCC queue is clearly a special case of the queue presented in section 2, with the functions $i_{i,n}(\cdot)$ all well defined in terms of the concurrency bounds $B, B_r$ and $B_{rs}$, and assumption 4 defining how the server searches the queue to select a customer to take into service. Given that arrivals join the end of the queue and that service is non-interruptible then assumption 4 clearly implies assumption 1. It remains to show that assumptions 2 and 3 hold.

As in theorem 2.1, for a fixed queue configuration $(c_n \ldots c_1)$, and for a fixed customer type $c$, let $\nu_c(c_n \ldots c_1) = \nu$. Clearly assumption 3 is satisfied. As for
assumption 2, observe that for $0 \leq i \leq \nu < j \leq n$

\[
k(c_j \ldots c_{\nu+1}cc \ldots c_1) = k(cc_{\nu} \ldots c_1) + \sum_{k=\nu}^{j} l_{k+1,j+1}(c_j \ldots c_{\nu+1}cc \ldots c_1)
\]

\[
= k(cc_{\nu} \ldots c_1) + \sum_{k=\nu}^{j} l_{k+1,j+1}(c_j \ldots c_{\nu+1}c_{\nu} \ldots c_1 + c_{\nu+1}c_{\nu} \ldots c_1)
\]

It is obvious that for $0 \leq i \leq \nu < n$

\[
k(c_{\nu} \ldots c_{i+1}cc \ldots c_1) = k(cc_{\nu} \ldots c_1)
\]

so that

\[
k(c_j \ldots c_{\nu+1}cc \ldots c_1) = k(c_j \ldots c_{i+1}cc \ldots c_1)
\]

It therefore remains to show that for $\nu < j \leq n$

\[
k(c_j \ldots c_{\nu+1}cc \ldots c_1) = k(c_j \ldots c_1)
\]

Let $x = (c_j \ldots c_{\nu+1}cc \ldots c_1)$ and label the customers in positions $\nu + 1$ and $\nu + 2$ as the tag-1 and tag-2 customers respectively. Let $x'$ result from $x$ by exchanging the tagged customers, and let $y$ result from $x'$ by removing the tag-1 customer and shifting forward to close the gap. Thus $y = k(c_j \ldots c_1)$. We intend to demonstrate that $k(x) = k(x') = k(y)$ which will prove equation (9) to be correct.

Assume that $c \in C_{rs}$. First consider the case where $c_{\nu+1} \in C_{rs}$. Then either $k(x_0) = B$ or $k_r(x_0) = B_r$ or $k_{rs}(x_0) = B_{rs}$ where $x_0 = (cc \ldots c_1)$ and “or” means “inclusive or”. The status served or waiting of the tagged customers changes as $x$ becomes $x'$ and the status of the untagged customers remains unaltered as $x$ becomes $x'$ becomes $y$. Thus $k(x) = k(x') = k(y)$ which proves equation (9).

Next consider the case where $c_{\nu+1} \notin C_{rt}$ for some $t \neq s$. Then either $k(x_0) = B$ or $k_r(x_0) = B_r$. Also $k_{rt}(x_0) < B_{rt}$ otherwise the tag-2 customer could not be served after $x$ becomes $x'$ and hence the tag-1 customer would be served after the exchange, contradicting the definition of $\nu$. Thus the status of the tagged customers changes as $x$ becomes $x'$ and the status of the untagged customers remains unaltered as $x$ becomes $x'$ becomes $y$. Thus $k(x) = k(x') = k(y)$ which proves equation (9).

Finally consider the case where $c_{\nu+1} \notin C_r$. Then $k(x_0) = B$. The tag-2 customer changes its status from $W$ to $S$ as $x$ becomes $x'$ otherwise the tag-1 customer would still be served after the exchange. Thus equation (9) follows by the previous argument which completes the theorem.

A closer look at the above theorem reveals an unforeseen fact, namely that the total number of customers served in the queue remains unchanged under a permutation of the customers in the queue. This is expressed in

**COROLLARY 3.2** For the MSHCC queue

\[
k(c_n \ldots c_1) = k(c_{\sigma(n)} \ldots c_{\sigma(1)})
\]

where $\sigma$ denotes any permutation of $(1 \ldots n)$ and $(c_n \ldots c_1)$ is any state of $S$. 
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PROOF. It suffices to show that for $0 \leq 1 < n$ and for all $(c_n \ldots c_1)$
\[
k(c_n \ldots c_1) = k(c_{n-1} \ldots c_i + 1 c_i \ldots c_1)
\tag{11}
\] Let $\nu = \nu_{c_n}(c_{n-1} \ldots c_1)$ be defined as in section 2. If $\nu = n - 1$ then equation (11) follows directly from assumption 3. If $\nu = n - 1$ then equation (11) follows directly from assumption 2 for all $0 \leq i \leq \nu$.

For $i = \nu + 1$ write $x = (c_{n-1} \ldots c_\nu + 1 c_n c_\nu \ldots c_1)$ and $x' = (c_{n-1} \ldots c_\nu + 2 c_n c_\nu + 1 \ldots c_1)$. As shown in theorem 3.1, $k(x) = k(x')$ which proves equation (11) for $i = \nu + 1$. Starting from $x'$ exchange the customers in positions $\nu + 2$ and $\nu + 3$. This leaves the status (W or S) of all customers unchanged, which proves equation (11) for $i = \nu + 2$. Further such exchanges proves equation (11) for the remaining $i$.

4 AGGREGATION

The steady state distribution $P(c_n \ldots c_1)$ which presents the MSHCC centre in terms of the order of the customers is too detailed to be of practical use when computing the performance measures of the MSHCC centre. Equation (10) is the key for obtaining results concerning aggregated states. Define
\[
S_m = \{x \in S : m_c(x) = m_c, c \in C\}
\] where $m_c(x)$ is the number of type $c$ customers present when the queue is in state $x$, and where $\bar{m} = (m_c)_{c \in C}$ where $m_c \geq 0$. Let $\bar{m} - c$ be obtained from $\bar{m}$ by substituting $m_c - 1$ for $m$, this being defined only for $m_c > 0$.

Corollary 3.2 allows us to introduce an abuse of notation for the MSHCC queue, namely for $x \in S_m$ to write $k(\bar{m}) = k(x)$ to denote the total number of customers served in a state from $S_m$.

THEOREM 4.1 For the MSHCC queue
\[
k(\bar{m} + c) = \begin{cases} 
k(\bar{m}) & |\bar{m}| \geq B_r \\
k(\bar{m}) & |\bar{m}| < B_r \text{ and } m_{rs} \geq B_{rs} \\
k(\bar{m}) + 1 & |\bar{m}| < B_r \text{ and } m_{rs} < B_{rs}
\end{cases}
\tag{12}
\] where $c \in C_{rs}$.

PROOF. This is a direct consequence of the MSHCC service discipline. \qed

THEOREM 4.2 For the MSHCC queue
\[
k(\bar{m}) P(S_m) = \sum_{c \in C, m_c > 0} \rho_c P(S_{\bar{m} - c})
\tag{13}
\] where $\rho_c = \lambda_c / \mu |\bar{m}|$
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PROOF. The proof is given in [6].

Equation (13) permits the recursive calculation of $P(S_m)$. However, simpler recursions are available in the domain where $k(m) < B$. These recursions, which are presented in section 5, require the following lemma, where $m_r(x)$ and $m_s(x)$ denote the number of $C_r$- and $C_s$- customers present in state $x$, where $x \in S$.

**Lemma 4.1** For $x \in S$ such that $k(x) < B$

$$k_r(x) = \begin{cases} B_r & m_r(x) \geq B_r \\ \sum_{s \in S_r} m_s(x) \land B_r & m_r(x) < B_r \end{cases}$$

(14)

where $p \land q$ is the smaller of the two integers $p$ and $q$. Furthermore, if $k(x) < B$ and $m_r(x) < B_r$, then $k_s(x) = m_s(x) \land B_r$ for all $s \in S_r$.

**Proof.** This is a direct consequence of the MSHCC service discipline.

Lemma 4.1 implies that for $\bar{m}$ such that $k(\bar{m}) < B$ we can allow a further abuse of notation for the MSHCC queue, namely for $x \in S_{\bar{m}}$ to write $k_r(\bar{m}) = k_r(x)$ to denote the number of $C_r$- customers served in a state from $S_{\bar{m}}$. If in addition, $\bar{m}$ is such that $m_r(x) < B_r$ for $x \in S_{\bar{m}}$, then we can similarly write $k_{rs}(\bar{m}) = k_r(x)$ to denote the number of $C_{rs}$- customers served in a state from $S_{\bar{m}}$.

**Lemma 4.3** For $\bar{m}$ such that $k(\bar{m}) < B$

$$k_r(\bar{m})P(S_{\bar{m}}) = \sum_{c \in C_r, m_c > 0} \rho_c P(S_{\bar{m}-c})$$

(15)

for all $r$. Additionally, if $m_r(x) < B_r$ for $x \in S_{\bar{m}}$, then for this $r$ and for all $s \in S_r$

$$k_{rs}(\bar{m})P(S_{\bar{m}}) = \sum_{c \in C_r, m_c > 0} \rho_c P(S_{\bar{m}-c})$$

(16)

**Proof.** The proof is given in [6].

5 MSHCC PERFORMANCE MEASURES

This section presents efficient recursions to compute the performance measures at a MSHCC centre. The recursions employ equation (12) and are confined to the domain $1 \leq k(\bar{m}) < B$ so that equations (14) and (15) can be exploited. The definitions and theorems in this section therefore all assume that $1 \leq k(\bar{m}) < B$.

Recall $\bar{m} = (m_c)_{c \in C}$ and define $\bar{m}_c = (m_c)_{c \in C}$, where $m_c \geq 0$. Define $|\bar{m}| = n$. Let $\bar{m}_r - c$ be obtained from $\bar{m}_r$ by substituting $m_c - 1$ for $m$, this being defined
only for \( m_c > 0 \). Let \( M_c \) denote a random variable distributed as the number of type c customers present in the queue at equilibrium. Define a random variable \( \bar{M}_r = (M_c)_{c \in C_r} \). Define

\[
P_b^{m_r}(r + 1, n) = \Pr(k(\bar{m}) = b, \bar{M}_r = \bar{m}_r, |\bar{M}_i| = 0 \text{ for } i > r)
\]

Define \( \bar{B}_r = (B_{rs})_{s \in S_r} \) and denote \( \bar{m}_r < \bar{B}_r \) if \( m_{rs} < B_{rs} \) for all \( s \in S_r \) and \( \bar{m}_r \geq \bar{B}_r \) otherwise. Let \( \rho_c = \lambda_c / \mu_c \).

**THEOREM 5.1** For \( 1 \leq r < R \) and \( \bar{m}_r < \bar{B}_r \)

\[
|\bar{m}_r| P_b^{m_r}(r + 1, n) = \sum_{c \in C_r, m_c > 0} \rho_c P_b^{m_r-c}(r + 1, n - 1)
\]

**THEOREM 5.2** For \( 1 \leq r < R \) and \( \bar{m}_r \geq \bar{B}_r \) and \( |\bar{m}_r| < B_r \)

\[
k_s(\bar{m}) P_b^{m_r}(r + 1, n) = \sum_{s \in S_r} \sum_{m_{rs} = B_{rs}} \rho_c P_b^{m_r}(r + 1, n - 1)
\]

\[+ \sum_{s \in S_r} \sum_{m_{rs} = B_{rs}} \rho_c P_b^{m_r-c}(r + 1, n - 1)
\]

\[+ \sum_{s \in S_r} \sum_{m_{rs} > B_{rs}} \rho_c P_b^{m_r-c}(r + 1, n - 1)
\]

**THEOREM 5.3** For \( 1 \leq r < R \) and \( |\bar{m}_r| \geq B_r \)

\[
B_r P_b^{m_r}(r + 1, n) = \sum_{c \in C_r, m_c > 0} \rho_c P_b^{m_r-c}(r + 1, n - 1)
\]

\[+ \sum_{s \in S_r} \sum_{m_{rs} = B_{rs}} \rho_c P_b^{m_r-c}(r + 1, n - 1)
\]

\[+ \sum_{s \in S_r} \sum_{m_{rs} > B_{rs}} \rho_c P_b^{m_r-c}(r + 1, n - 1)
\]

For \( 1 \leq r < R \) define

\[
P_b(r + 1, n) = \Pr(k(\bar{m}) = b, |\bar{M}_i| = 0 \text{ for } i > r)
\]

Clearly

\[
P_b(r + 1, n) = P_b(r, n) + \sum_{m_r |\bar{m}_r| > 0} P_b^{m_r}(r + 1, n)
\]
where the $P^m_b(r+1, n)$ are given in theorems 5.1, 5.2 and 5.3 above. These theorems thus yield a recursive procedure to compute $P_b(R, n)$.

Next define

$$P^m_R(n) = \Pr(k(m) = b, M_R = m_R)$$

**THEOREM 5.4** For $m_R < B_R$

$$|m_R|P^m_R(n) = \sum_{c \in C_R, m_c > 0} \rho_c P^m_{b-1} - c(n - 1)$$

**THEOREM 5.5** For $m_R \geq B_R$ and $|m_R| < B_R$

$$k_R(m)P^m_R(n) = \sum_{s \in S_R} \sum_{c \in C_R, m_c > 0} \rho_c P^m_{b-1} - c(n - 1)$$

**THEOREM 5.6** For $|m_R| \geq B_R$

$$B_R P^m_R(n) = \sum_{c \in C_R, m_c > 0} \rho_c P^m_{b-1} - c(n - 1)$$

Next define

$$P_b(n) = \Pr(k(m) = b)$$

Clearly

$$P_b(n) = P_b(R, n) + \sum_{m_R, |m_R| > 0} P^m_R(n)$$
where the $P_{b}^{m_{R}}(n)$ are given in theorems 5.4, 5.5 and 5.6 above and $P_{b}(R,n)$ is given in equation (17). We thus have a recursive procedure to compute $P_{b}(n)$ for $1 \leq b < B$.

Let $L_{b}(n)$ denote the average number of type $C_{R}$ customers at the MSHCC centre when $k(\bar{m}) = b$. Then for $1 \leq b < B$

$$L_{b}(n) = \sum_{m_{R}} |m_{R}| P_{b}^{m_{R}}(n)$$

Let $L(n)$ denote the average number of type $C_{R}$ customers at the MSHCC centre.

**THEOREM 5.7**

$$BL(n) = \sum_{b=1}^{B-1} (B - b)L_{b}(n) + \rho L(n - 1) + \rho R$$

where $\rho R = \sum_{c \in C} \rho_{c}$ and $\rho = \sum_{c \in C} \rho_{c}$.

The proofs of theorems 5.1 through 5.7 are given in [3].

### 6 APPLICATIONS

**MULTIPORTED MEMORY**

Consider [7, 8] a computer system consisting of $N$ processors accessing $K$ memory modules via a partitioned multiple bus system. Each of the $G$ groups of $B$ buses gives access to a subset of $K/G$ memory modules. Each memory module $k$ is $n_{k}$-ported so that maximally $n_{k}$ processors can access memory module $k$ simultaneously. The system is modelled as a queuing network consisting of an IS centre representing the processors and $G$ MSHCC centres, each representing one group of buses and the associated memory modules. Each MSHCC centre consists of $B$ servers which represent the $B$ buses in its group. The customers in the network belong to $K$ classes.

A processor service interval followed by a data transfer to/from memory module $k$ is modelled as a customer departing from the processor service centre, and moving to the $g^{th}$ MSHCC centre where group $g$ contains an access path to memory module $k$. The customer changes class to class $k$ and queues for service at the MSHCC centre. The class $k$ customer enters into service if one of the $B$ servers is free (a bus is available) and if at most $n_{k}$ class $k$ customers are in service (at most $n_{k}$ processors can access memory module $k$ simultaneously). The fact that different classes of customers are permitted allows each processor to preferentially access a different set of memory modules and to issue memory access requests at a rate differing from the request rates of the other processors.
A MESSAGING CARD

In some distributed architectures such as telephone switching exchanges, the messaging function between a high level peripheral (decentralized call processor) and a lower level one (line or trunk controller) is performed on the high level side by a specialized processor (the messaging card) which controls simplex channels to the lower level peripherals. The processor time is partitioned into \( B \) fixed time slots, each of which is allocated to a process whose function is to send outgoing messages. The exchange forwards messages to \( K \) destinations, each of which is reachable on any of \( n_k \) channels. When a buffer is queued for transmission it has to wait for a process to be available to service the request and for an outgoing channel to be free. The messaging card can be modelled by a MSHCC centre consisting of \( B \) servers (the transmission processes) serving customers belonging to \( K \) classes, each with its own concurrency limit \( n_k \).

MULTILAYER WINDOW FLOW CONTROL

In X.25 packet switched networks window flow control is implemented at two levels. At the data link level maximally \( B \) frames may be unacknowledged between two communicating nodes; at the network level maximally \( n_k \) packets may be unacknowledged on each of \( K \) virtual circuits multiplexed onto the data link.

A MSHCC centre can be used to model the above window flow control policy as follows [4]. The customers arriving at the MSHCC centre belong to \( K \) groups. A customer of group \( k \) represents a packet belonging to virtual circuit \( k \). Packets are queued for transmission in the order of their arrival. A customer of group \( k \) will be admitted into service (transmitted on the link) provided that fewer than \( B \) servers are occupied and maximally \( n_k - 1 \) other group \( k \) customers are in service. A customer occupies a server for a time corresponding to the transmission delay for a packet and the time taken for an acknowledgement to be returned to the node. Thus maximally \( B \) packets may be in transit at the data link level and maximally \( n_k \) at the network level for each virtual circuit \( k \).

MULTISERVER MULTQUEUE SYSTEMS

A Multiserver MultiQueue system (MSMQ) consists of a set of \( N \) queues and \( S \) servers. Customers arrive to the queues individually in independent Poisson streams. The queues have infinite capacities and the queuing discipline within each queue is FCFS. Servers move cyclically from one queue to another and every time a server visits a queue at most one waiting customer is served. The movement of servers from queue to queue takes place in zero time. Two server utilization policies are possible: the \( 1 \times Q \) policy states that only 1 server can be serving a queue at a given time and the \( S \times Q \) policy permits all \( S \) servers to simultaneously attend to one queue.
The dynamics of an MSMQ system operating according to the $1 \times Q$ policy is remarkably similar to the MSHCC queue with $S$ servers and $N$ customer types. The customer types can be identified with the MSMQ queues. In each case maximally one customer per type or queue can be in service simultaneously. The only difference is in the polling order: in the case of MSHCC it is FCFS subject to the concurrency constraints, and in the MSMQ system it is cyclical. However, if the scheduling algorithm minimizes the number of empty queues, the impact of the polling order on the average customer delay can be expected to be minimal.

The similarity between the MSHCC and MSMQ systems suggests that the MSHCC queue can provide a very accurate approximation of the $1 \times Q$ MSMQ system. Recent simulation studies [9] confirm that the accuracy of the MSHCC approximation to the $1 \times Q$ system usually lies within the confidence interval of the simulation process.
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