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FORWARD

The purpose of the conference is to provide a unique international forum to facilitate the
exchange of cutting-edge information through multidisciplinary presentations of new challenges
in global business and technology strategies, policies and issues.

All full papers submitted to the Global Business and Technology Association Conferences are
subject to a peer reviewing process, using subject specialists selected because of their expert
knowledge in the areas.

Academicians, practitioners, and public policy makers at all levels throughout the world
submitted original papers for conference presentation and for publication in this Readings Book.
All competitive papers were refereed (subject to a peer review). The result of these efforts
produced 248 empirical, conceptual and methodological papers involving all functional areas of
business education with a special focus on international aspects. Of the 176 papers accepted for
presentation at the conference, 80 papers are published in this Readings Book.
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HIGH-END ENCROACHMENT: THE AFFORDABILITY
EFFECT ON DISRUPTIVE INNOVATION

Mian Faisal Akbar
University of the West of Scotland, UK

ABSTRACT

Prior studies illustrate only two strategic ways in which a disruptive innovation can emerge. In low-end markets,
disruptive innovation provides substitutes for existing products with lower performance resulting in improvements. .
On the other hand, in new markets, disruptive innovation provides completely different products but with initial
lower performance. These improve over time and then emerge in mainstream markets. This research evaluates the
type of disruptive innovation that emerges in the high-end market. The fundamental acumen to recognize high-end
disruption is that innovation escalates either performance or affordability. While disruption in low-end markets
materializes through improved performance, disruption in the higher end markets can manifest through improved
affordability. In both scenarios, incumbents ignore disruptive innovation and instead chase profit margins at the
expense of low-end disruption. They also overlook market volume at the cost of high-end disruption. Initially, in
both cases, incumbents react by driving profitability through sustained innovations.

Keywords: Disruptive Innovation, Low-End and High-End Disruption, Affordability, and Incumbents.

INTRODUCTION

Over the last two decades, the term ‘disruptive innovation’ has developed a reputation and has been the focus of
attention not only from scholars amongst practitioners as well (Christensen, 1997; Hang, Chen and Yu, 2011;
Berkun, 2010; Isaacson, 2014). Disruptive innovation has been studied in several research disciplines comprising
education (Skiba, 2012; Thompson, 2016), technology (Hardman et. al., 2013), law (Curtis and Schulman, 2006)
and the health industry (Arora et al., 2010). Leaving aside of the distinctiveness of these disciplines, the concept of
disruptive innovation is fixed across various business contexts and from this perspective it can be studied as an
increasingly objectively recognized concept.

Researchers have studied disruptive innovation in a number of contrasting industry contexts. These include
healthcare (Arora et al., 2010; Ramdorai and Herstatt, 2015), computing (Lyytinen and Rose, 2003; Akar and
Mardiyan, 2016) hospitality and tourism (Guttentag, 2015), and the auto industry (Pinkse, Bohnsack and Kolk,
2014; Hardman et. al., 2013). The concept of disruptive innovation originated in low-end, new market segments.
The effect that it has is to improve performance over time and disrupt market incumbents. In the context of this
paper, it can be argued that disruptive innovation has been widely research with a focus on low-end and new market
segments; however, the high-end market has received little attention. In business and innovation management,
encroachment from the higher-end market and affordability strategies is the most condensed and inchoate areas.

©Copyright 2018 by the Global Business and Technology Association



CONTEXTUALIZATION: DISRUPTIVE INNOVATION

For both academics and practitioners disruptive innovation means different things. In the existing literature, one
perception is that disruptive innovation originates in existing or new markets at the lower end. Equally, ignoring the
impact of innovation at the high-end can result in prevailing issues for the firm (Hardman et al., 2015). The
complexity of incorporating high-end encroachment and affordability has led to different understandings of
disruptive innovation theory from different dimensions of the market. The crucial aspect of this study is to
understand the process and reality of disruptive innovation. Disruptive innovation begins with the emergence of
different sets of performance attributes in existing or new markets at the lower end. Mainstream customers view
these products as unattractive because of their low performance features. However, over time these performances
improve and attract mainstream customers from mainstream markets to achieve disruption (Yu and Hang 2010;
Vance, 2013). However, the scope of conceptualisation that disruption only adapts to low-end encroachment
remains complex. Likewise, superior and distinct performance attributes adapt to high-end encroachment by
achieving affordability to attract mainstream customers. The nature of the high-end market inherently makes it
suitable for unique performance attributes and organisations can thus achieve efficiency in production. Such
conditions increase the potential for entrants to attract mainstream customers in order to disrupt the market (Rhee et
al., 2012; Govindarajan and Kopalle, 2005; Schmidt and Druehl, 2008).

The High-End Market and Affordability

The concept of the high-end market is the subject of various definitions in the literature. For example, Rhee et al.
(2012) suggest that some firms enter the high end of the market and then diffuse downwards using distinct
strategies. This kind of market encroachment has been  described using three different labels. The first is
‘immediate high-end encroachment’ which describes the pursuit of customers in ‘old markets’ in high-end settings.
This involves stealing some of the original market share. The second format is ‘new attribute high-end
encroachment’ comprising improvements to original products and the addition of new dimensions to attract both
existing and new customers in the high-end market. Finally ‘New Market high-end encroachment’ describes the
attraction of customers to new markets at the high-end (Rhee et al., 2012, p. 721).

The literature highlights the phenomenon of disruptive innovation in existing and new markets at the lower-
end. An initial performance is typically inferior to existing performance in the mainstream market. Low-end
customers are attracted to such performances because of their low cost and distinct features, which are more
appealing than existing features. However, overtime these performances are improved to attract mainstream
customers as a result of disrupting the market (Govindarajan and Kopalle, 2005). On the other hand, the high-end
market is an appropriate setting to target customers that are looking for superior performance attributes that are not
available in mainstream markets. Price, in the context of this superior performance is high and is typically out of
reach for mainstream customers. However, over time these firms achieve efficiency in production that brings costs
down and makes the product available to mainstream customers at a price they can afford (Rhee et al., 2012).
Nevertheless, the primary step to disrupt the market at the higher-end is a costly and challenging task because it
requires huge investments from the outset. For example, Chobani required approximately $1 billion of investment to
make it happen (Vazquez Sampere, 2016).

On the other hand, low-end market disruptive innovation is initially defined by lower performance and
seeks out the least profitable customers. As a result, market incumbents ignore these entrants and instead focus on
improving their existing products to make more profit from mainstream customers (Christensen, 2006; Yu and
Hang, 2010). Consider the example of Honda, which entered the US market with its flagship scooter, thus focusing
on the least profitable customers. Incumbents did not view this manoeuvre as a threat. Likewise, new market
disruption that focuses on prospective consumers gives rise to a new industry. For example, Stents initially involved
itself in the catheter diagnosis market, but later diffused down into the cardiac surgery markets (Vazquez Sampere,
2016). Conversely it can be argued that incumbents also ignore disruptive innovation in higher-end markets because
they want to increase their market share by driving sales volumes whilst ignoring higher-end disruptive innovation
as a threat.
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Looking at these two contrasting phenomena it can be argued that disruptive innovation can be achieved not only at
the lower end, but in high-end markets as well. The commonality between the two formats is affordability.
Christensen’s (1997) theory of disruptive innovation specifically speaks about improved performance over time in
low-end markets, so that the product can be adopted in mainstream markets. Conversely, this ignores the fact that
performance in high-end markets is already superior. To cause disruption organisations only need to achieve
superior efficiency in production to make the product affordable for the mass-market consumer. Tesla, for example
has created a new model of disruption, in which products start at the high end while encroaching down over time by
achieving efficiency. During its 10-year history Tesla’s initial prices were eccentrically high, at approximately
$100,000. This was reduced to a price of $70,000 in 2015, and its latest version in 2017 is priced at $35,000. The
latest version, a Model 3 Sedan has secured 400,000 pre-orders (see Rhee et al., 2012; Eisler, 2016; Butler and
Martin, 2016).

Consequently, it can be argued that disruptive innovation from the lower-end seeks to improve
performance, while in higher end markets it seeks to achieve efficiency to bring costs down. In both cases the
commonality is affordability. Despite the market segment context, if disruptive innovation products provide unique
and improved performance attributes and appeal as substitutes to existing options at affordable prices to attract
mainstream customers, this can lead to disruptive innovation.

Bottom of the Pyramid

Regarding disruptive innovation, customers often looking for products that have different features and are cheaper
than existing products (Christensen 1997; 2006). However, those innovations that originates in high-end market has
different features as compared to the offers in the mainstream market, these innovations are good enough to attract
mainstream customers but at the same time, these customers expect these innovations to be more affordable in terms
of pricing strategies (Vazquez Sampere, 2014; Christensen et al., 2011). In this context, the fundamental question is
how these firms are able to overcome this dilemma without any failure and to successfully implement disruptive
innovation meeting mainstream customer needs.

In practice and academia is full of many different frameworks that can be explored further to overcome
these barriers at the higher-end and integrate it in disruptive innovation model. One way to do it is to innovate in a
responsible way for the benefits of society this terminology has been widely used as responsible innovation
(Agnihotri, 2017). These kinds of innovation concepts work better in low-end market because many people in that
market cannot afford these products or services (Agnihotri, 2017). For example, in India, a Mitti Cool refrigerator
made of special clay cost less than $30 and requires no electricity but it will keep your contents cool like a normal
refrigerators. Using these kind of concept in high-end market could have significant implication as well. Another
important area with in the scope of this study is bottom of the pyramid (BOP) concept (Prahalad, 2005). This term
means a population that lives their life on less than US$2 per day. It represents around 2 billion consumers in this
category that make up a huge market (Prahalad, 2005). Various firms find it challenging to innovate in effective
manner because prices and affordability becomes major issues in these ultra low-end markets. Somehow,
practitioner tried to achieved these by using target costing and reverse engineering to make these innovations
accessible to middle class. Agnihotri (2017) determined disruptive innovation as a kind of responsible innovation
because of its low cost version alternative of existing dominant technologies bringing affordability to mass.
Likewise, Agnihotri (2017) determined some kinds of strategies that are useful in the BOP segments that might
influence firms that originate at high end to move down using these different strategies to disrupt the market.

MANAGERIAL IMPLICATIONS AND CONCLUSION

Innovation is not as easy as it perhaps seems, and this observation is supported in the above paragraphs. As
emphasised in Nielsen’s report, 20,000 new products were studied between 2012 and 2016. The success rate of these
was only 0.46% i.e only 92 products were able to reach a sale of more than $50 million in the first year with
enduring growth patterns (Christensen et al., 2016). It can be argued that driving the success of new products is a
challenging task, however, the challenge is even greater for startups because many of them fail within the first five
years (Shane, 2008). Nevertheless, many academics focus on why some startups are more successful than others,
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such as Tesla, Airbnb, Samsung, Apple and others. These businesses perhaps have something in common that has
driven their success and lessons could be learnt from these organisations and applied to other startups. Schumpeter
(1934) illustrated the importance of the entrepreneur’s role in changing and shaping industries. Nevertheless, he
established that successes are rare. The appeal of entrepreneurship has motivated many academics to focus on the
capability afforded by introducing superior performance attributes that can disrupt market incumbents (Vazquez
Sampere, 2016). Examples of such phenomena include electricity, which replaced candles. Planes took market share
away from cruises, and the recent transformation of smartphone industry saw iPhone disrupting the mobile phones
market. However, in the late 1970s a new trend was observed whereby inferior goods entered into markets and
transformed entire industries by making incremental improvements (Vazquez Sampere, 2017). Christensen (1997)
highlighted this fact and presented disruptive innovation theory as a consequence. The theory has revolutionised the
industry because the mass market often ignored such inferior goods and established firms never saw them as a
threat. However, with the passage of time they have emerged as disruptive threats.

Despite the fact that disruptive innovation emphasises substitute products over the existing ones, and use
low-end penetration strategies to enter the market, the market is often bombarded with embedded claims of
innovation and improved products in comparison to existing products. This highlights the impact of high-end
strategies. Therefore, this paper suggests that using a high-end strategy to enter the market by introducing a superior
product as a substitute can is an example of disruptive innovation. The availability of different market segments has
unique implications for new products that sell over time as a consequence of perceived superior performance and
affordability by the majority of customers. Many organisations in the past have successfully entered the high-end
market and later achieved disruption by reducing their prices to make their products available at affordable prices.
To sum-up, companies can better achieve disruptive innovation and achieve competitive advantage from either side
of the market by adopting different strategies, particularly performance improvements in low-end markets and
affordability in high-end markets while considering the bottom of the pyramid approach. This will result in greater
competition and will create added value for the customers in real terms both in terms of quality and affordability.
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ABSTRACT

This paper aims to analyze the determinants of the environmental innovations generated by innovative firms,
according to the taxonomy proposed by Pavitt (1984) and having as data source the National Innovation Survey
(Pintec 2014) carried out by the Brazilian Institute of Geography and Statistics (IBGE). It is structured as follows:
firstly, we present the theoretical background on environmental innovation, technological classifications, and
sectoral patterns of technical change (section 2). In section 3, we describe the research methodology and the logit
method, in particular. In section 4, we discuss the determinants of environmental innovations evidenced by the
Brazilian Innovation Survey (Pintec 2014). Finally, in section 5, we synthesize the concluding remarks and point out
implications for policy makers and managers, and subsequent research.

Keywords: Environmental innovations, Pavitt’ sectoral taxonomy, Logistic regression, Pintec.

INTRODUCTION

In recent years, the subject of environmental innovation has received increasing attention in both academic and
policy spheres. Several factors influence the creation of environmental innovations. Among them are the regulatory
frameworks, public policies and internal capacities accumulated by firms, especially innovative capacity and
cooperation. Although an extensive consensus has been reached on the value of environmental innovations, at best
from a social perspective, little is known as to why some firms involve in more environmental innovation than
others and, possibly more relevant, under what conditions firms generate this type of innovation.

An empirically-based framework that differentiates categories of innovative firms by their structural
characteristics and organisation of innovative activities was proposed by Pavitt (1984). He argues that firms have
constraints on choices regarding process or product innovations and the breadth or specialization of their production.
This is because of the requirements of the particular technologies in each sector.

Environmental innovations have unique, distinguishing characteristics that put forward a need for most
appropriate management and policy approaches to drive this type of innovation. Since Pavitt's framework provides a
key to classify innovation modes according to different sectoral patterns of technical change, it is assumed that it can
also contribute to an in-depth analysis of the determinants of environmental innovations for guiding Science and
Technology (S&T) policies on environmental issues such as climate change, biodiversity, environmental
sustainability; reduction of pollution and wastes’ impacts; renewable and non-renewable natural resources; and the
interactions among these issues.
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Despite the existence of the previous empirical studies addressed to explain environmental innovations in
several countries (Horbach, 2016; Castellacci and Lie, 2016; Hojnik and Ruzzier, 2016; Del Rio et al., 2015;
Luchese et al., 2014; De Marchi et al., 2013; Kesidou and Demirel, 2012; Kemp and Pontoglio, 2011; Belin et al.,
2011; Horbach, 2008; Kammerer, 2009), none of them have explored Pavitt's framework for analysing the
similarities and differences between the determinants of this type of innovation, seeking to demonstrate that
different sectoral patterns of technical change can shape different types of environmental innovations.

The association of environmental innovation indicators from the Brazilian Innovation Survey (Pintec 2014)
— carried out by Brazilian Institute of Geography and Statistics (IBGE) — to the Pavitt’s taxonomy gives this research
an innovative character. Thus, the following research question was formulated:

"What are the determinants of the generation of environmental innovations by innovative Brazilian firms,

according to different sectoral patterns of technical change, as defined by Pavitt? Moreover, in the light of

the Pavitt’s taxonomy, what are the differences and similarities between technological trajectories of these

innovative firms?”.

To answer this question, this work aims to analyze the determinants of the environmental innovations
generated by innovative firms in Brazil, in the light to Pavitt’s sectoral taxonomy, and having as data source the
National Innovation Survey (Pintec 2014) carried out by the Brazilian Institute of Geography and Statistics (IBGE).
To achieve this general objective, the following specific objectives were established:

e To identify the contributions of the theoretical background on environmental innovation and the
technological classifications to support the analysis of the determinants of environmental innovations by
innovative Brazilian firms;

e To classify the economic activities of the respondent companies of Pintec 2014, according to the
Pavitt’s sectoral taxonomy, by consulting the National Classification of Economic Activities (CNAE);

» To characterize the innovative firms that introduced environmental innovations in the period 2012 -
2014, according to the sectoral patterns of technical change proposed by Pavitt;

* To analyze the determinants of this type of innovation in each group of firms, seeking to demonstrate
that different sectoral patterns can shape different types of environmental innovations.

This article is structured as follows: firstly, we present the theoretical background on environmental
innovation, technological calssifications, and sectoral patterns of technical change (section 2). In section 3, we
describe the research methodology and the logistic regression method, in particular. In section 4, we analyze and
discuss the determinants of the environmental innovations generated by innovative Brazilian firms, according to the
taxonomy proposed by Pavitt, and having as data source the Brazilian Innovation Survey (Pintec 2014) carried out
by Brazilian Institute of Geography and Statistics (IBGE). Finally, in section 5, we synthesize the concluding
remarks and point out implications for policy makers and managers, and subsequent research.

THEORETICAL BACKGROUND

The theoretical background encompasses the following themes: (i) environmental innovation; (ii) technological
classifications; and (iii) sectoral patterns of technical change according to Pavitt’s taxonomy.

Environmental innovation

Kemp and Pearson (2007, p.16) define environmental innovation as the “production, application or exploitation of a
good, service, production process, organizational structure, or management or business method that is novel to the
firm or user and which results, throughout its lifecycle, in a reduction of environmental risk, pollution and the
negative impacts of resources use (including energy use) compared to relevant alternatives.”

©Copyright 2018 by the Global Business and Technology Association



As stated by Horbach et al. (2012, p. 119), environmental innovation encompass “product, process,
marketing, and organizational innovations, leading to a noticeable reduction in environmental burdens. Positive
environmental effects can be explicit goals or side effects of innovations”.

Environmental innovations can concern “products, processes and organizations, and can take very different
forms according to their environmental impacts. The basic distinction is between end of pipe technology (or
compliance technology) and clean technology. In the first case, the technological solution consists in controlling and
treating pollution by way of several technical apparatuses which take effect at the end of the production process
(additive technology), while clean technology implies an integrated change in the production process and a
reduction of pollution at source” (Oltra; Saint Jean, 2007, p.6).

OECD defines environmental innovations as “new or modified processes, techniques, practices, systems, and
products that avoid or reduce environmental harm. They may be developed with or without the explicit aim of
reducing environmental harm. They also may be motivated by business goals such as profitability or enhanced
product quality. Many environmental innovations combine an environmental benefit with a benefit for the firm or
user”. (OECD, 2008).

Notwithstanding differences in the above definitions, all include environmental issues and reveal the main
concerns of environmental innovations, namely: (i) fewer adverse effects on the environment; and (ii) more efficient
use of natural resources.

Technological classifications

The review work by Cavalcante (2014) on the technological classifications adopted by academics and policy makers
highlighted two classifications, as follows: (i) the OECD classification based both on direct R&D intensity and R&D
embodied in intermediate and investment goods was proposed in Hatzichronoglou (1997). Four categories were
introduced — high; medium-high, medium-low, and low technology intensity; and (ii) a taxonomy proposed by Pavitt
(1984), and revisited by Pavitt, Robson and Townsend (1989), provides a key to classify innovation modes
according to different sectoral patterns of technical change.

For the purpose of this work, we chose to classify the economic activities of the respondent firms of the
Brazilian Innovation Survey - Pintec 2014 (IBGE, 2016), according to five sectoral patterns of technical change, as
proposed by Pavitt (1984) and Pavitt, Robson and Townsend (1989).

Sectoral patterns of technical change according to Pavitt’s taxonomy

Based on empirical data from the Science Policy Research Unit (SPRU) innovation survey and review of cases
studies, initially Pavitt identified four groups of firms: (i) scale intensive; (ii) specialized suppliers; (iii) science
based; and (iv) supplier dominated. Latter, Pavitt, Robson and Townsend (1989) revisited the original taxonomy and
added another group — information intensive — formed by companies characterized by the growing diffusion of
information and communication technologies (ICTs) capable of creating technological opportunities with
undoubtedly innovative potential.

For the purpose of this research, we considered the five sectoral patterns, as briefly described below:

« Scale-intensive: characterized by mainly large firms producing basic materials and consumer durables, e.g.,
automotive sector. Sources of innovation may be both internal and external to the firm with a medium-
level of appropriability;

« Specialized suppliers: smaller, more specialized firms producing technology to be sold into other firms,
e.g., specialized machinery production and high-tech instruments. There is a high level of appropriability
due to the tacit nature of the knowledge;

« Science-based: high-tech firms which rely on R&D from both in-house sources and university research,
including industries such as pharmaceuticals and electronics. Firms in this sector develop new products or
processes and have a high degree of appropriability from patents, secrecy, and tacit know-how;
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* Supplier-dominated: includes firms from mostly traditional manufacturing such as textiles and agriculture
which rely on sources of innovation external to the firm.

« Information-intensive: formed by companies characterized by the growing diffusion of information and
communication technologies (ICTs) capable of creating technological opportunities with undoubtedly
innovative potential.

RESEARCH METHODOLOGY

The research methodology encompasses the following steps:

« Bibliographical research on environmental innovation; technological classifications; sectoral patterns of
technical change; and review of the empirical works on determinants of environmental innovations;

» Documentary research on the Brazilian Classification of Economic Activities (CNAE) and the National
Survey on Innovation 2014 (Pintec 2014), both published by Brazilian Institute of Geography and
Statistics (IBGE);

 Content analysis to classify the respondent firms of Pintec 2014 according to their economic activities
(CNAE) and to the Pavitt’s sectoral patterns of technical change;

« Special tabulations requesting from the IBGE in order to obtain statistics of Pintec 2014 by sectoral pattern
of technical change, i.e. the five groups described in section 2;

» Development of an empirical study applying Pintec 2014’s data and using logistic regression to explain the
environmental innovations generated by Brazilian firms, highlighting the differences and common points
between the determinants of environmental innovations with regard to the five sectoral patterns of
technical change;

» Discussion of results and suggestions of how the findings may be significant for policy makers and
managers, and subsequent research.

In particular, the thematic-categorical content analysis based on reference works, as Oslo Manual (OECD,
2005) and the Pintec Manual (IBGE, 2016), led to the analytical grid building, and a posteriori binary logit
modelling, in the light of Pavitt’s taxonomy (Pavitt, 1984; Pavitt, Robson and Townsend, 1989).

The empirical study applying Pintec 2014’s data focused on the following dependent variables: ‘'reduction
of environmental impact' (REI); 'reduction of water consumption' (RWC); 'reduction of energy consumption' (REC);
'reduction of raw material consumption' (RMC); 'introduction of new environmental management techniques for
effluent treatment, waste reduction, CO, etc.' (INT). It sought to correlate the results of the five groups of innovative
firms to four explanatory variables of Pintec 2014, namely: (i) innovative activities; (ii) sources of funding for
innovative activities; (iii) cooperation; and (iv) government support. The groups of innovative firms correspond to
the five sectoral patterns of technical change defined in section 2.

Logistic regression is a powerful statistical way of modeling a binomial outcome (yes-or-no responses)
with one or more explanatory variables (Greene, 2000). It provides a quantified value for the strength of the
association adjusting for other variables (removes puzzling effects). It has been largely used to describe the
relationships between the outcome (dependent variables or responses) and the set of independent or explanatory
variables. The fundamental characteristic of this regression is that the dependent variables is dichotomous.
Mathematically, the function used in logistics regression is extremely flexible and easy to use. For this modeling, the
systematic component is:

glud=mn, i=1L..n

Where, u; = E(y;) and g(.} is a monotonic function and differentiable function, called the link function.
The case of the logit function is expressed using the link function below:

u
n=log (1 — u]

As previously mentioned, the modeling focused on five debendent variables (REI; RWC; REC; RMC; and
INT) within each sectoral pattern of technical change (scale intensive; specialized suppliers; science based; supplier
dominated; and information intensive).
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Thus, the theoretical regression models can be described as:
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U]
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X;4 — Explanatory variables of ‘Innovative activities’; m=1, ..., p.

X.r — Explanatory variables of ‘Sources of funding for in-house R&D or other innovation activities’ ; n=1, ...

X-o — Explanatory variables of ‘Cooperation’; j =1, ..., T.
Xz — Explanatory variables of ‘Government support’; k=1, ..., s.
& —Model parameters.

Table 1 shows the broken-down explanatory variables corresponding to the analytical grid of Pintec 2014.

Table 1: Broken-down explanatory variables corresponding to the analytical grid of Pintec 2014

Reference Explanatory variables Broken-down explanatory variables
In-house R&D
External R&D
X Innovative activities Acquisition of other external knowledge, excluding software
TA Acquisition of software
Acquisition of machinery and equipment
All other innovative activities including design, tests, and other relevant activities
Sources of funding (for in-house Own _fundmg for m_—house R&D - -
Funding from Brazilian state-own companies for in-house R&D
R&D) - - -
Foreign funding for in-house R&D
Ksr ’ Own funding for other innovation activities
Sources of funding (for other - - - - —
innovation activities) Fund!ng from pnve}te external sources _for othe_r |nn0\{at_|¢_)n activities
Funding from public sources for other innovation activities
Cooperation with clients or customers
Cooperation with suppliers of equipment, materials, components, or software
. Cooperation with competitors
Xr: o Cooperation Cooperation with other enterprises within the enterprise group
Cooperation with consultants
Cooperation with universities and research centers
Cooperation with technical assistance and training centers
Cooperation with laboratories for testing and certification organisms
Tax incentives for R&D and technological innovation (Law n.8661; Chap. Il of Law
n. 11196)
Tax incentives (Brazilian Federal Laws n.10664 and n. 11077)
Economic subsidy to R&D and to insertion of researchers
Public funding for R&D and technological innovation projects without cooperation
with universities
XE:; Government support Public funding for R&D and technological innovation projects with cooperation with
universities
Exclusive financing for purchase of machines and equipment to innovate
Scholarships offered by public foundations and R&D support agencies
Venture capital participation
Public purchases

Source: IBGE (2016).

During the development of the empirical study, five models were adjusted for each Pavitt’s sectoral pattern,
resulting a total of 25 models that will highpoint the determinants of environmental innovations among the set of
explanatory variables defined in Table 1. The dependent variables — REIl; RWC; REC; RMC; and INT — were
considered as binary (yes-or-no responses) and the Statistical Analysis Software (SAS) was used in the modelling
phase of this research.
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DESCRIPTION OF THE EMPIRICAL STUDY

For our analysis we make use of data from the Brazilian Innovation Survey — Pintec 2014 (IBGE, 2016). This is the
equivalent to the Community Innovation Survey 2014 (CIS 2014), which has been used in various recent
econometric studies for European countries pointed in section 2. The Pintec follows the Oslo Manual and it is
conducted by the IBGE.

The Pintec 2014 data are classified according to two-digit National Classification of Economic Activities —

CNAE version 2.0. In the light of Pavitt’s sectoral taxonomy, the microdata received from IBGE were organized
around the following sectoral patterns:

Scale-intensive: extractive industries; fabrication of food products; fabrication of beverages; fabrication of
tobacco products; fabrication of textiles; fabrication of pulp, paper, and paper products; fabrication of coke,
petroleum products and biofuels; fabrication of chemical products; metallurgy; fabrication of household
appliances; fabrication of batteries, lamps and other electronic devices; agricultural machinery and
equipment; fabrication of motor vehicles, trailers and bodyworks;

Specialized suppliers: fabrication of generators, transformers and equipment for distribution of electricity;
fabrication of engines, pumps, compressors and transmission equipment; mineral extraction and
construction machinery; other machinery and equipment; fabrication of instruments and materials for
medical and dental use and optical goods; maintenance, repair and installation of machinery and
equipment; architecture and engineering services; testing and technical analysis; activities of research and
development;

Science-based: fabrication of pharmaceutical preparations; fabrication of pharmaceutical products;
fabrication of computer equipment, electronic and optical products;

Supplier-dominated: fabrication of clothing and accessories; preparation of leather and fabrication of
leather goods, travel goods and footwear; fabrication of wood products; fabrication of paper, paperboard
and related articles; printing and reproduction of recordings; fabrication of rubber and plastic products;
fabrication of metal products; fabrication of furniture; other miscellaneous products; editing and recording
and editing of music;

Information-intensive sectors: telecommunications; information technology services.

Because the Pintec 2014 microdata are confidential, the access to them was only possible at IBGE’s secrecy

room with previous authorization.

Data

The total number of firms in the 2014 survey includes 6.737 firms. Based on the Pavitt’s sectoral patterns and the
CNAE version 2.0, these firms were classified as follows: 39,3% are scale intensive; 31,7% are supplier dominated,
4,9% are science-based; 15,2% are specialized suppliers; and 8,9% information intensive. For the logistic regression,
only the firms that presented answers in all variables studied were considered. Table 2 shows the valid responses,
including the amount of positive (1) or negative (0) responses regarding each dependent variable (REIl; RWC; REC;
RMC; INT).

12

Table 2: Number of firms by sectoral pattern of technical change: valid responses

Sectoral pattern of Total of firms REI RWC REC RCM INT
technical change 1 0 1 0 1 0 1 0 1 0
Scale intensive 2647 489 308 476 321 531 266 330 467 504 293
Specialized suppliers 1023 216 96 209 103 257 55 169 143 153 159
Science based 330 103 50 97 56 115 38 85 78 74 79
Supplier-dominated 2134 231 175 257 149 300 106 189 217 212 194
Information intensive 603 179 0 150 29 179 0 148 31 17 162
Total 6737 1218 629 1189 658 1382 465 921 936 960 887

Note: Missing values for the explanatory variables that were deleted: scale intensive - 1850; (ii) supplier-dominated — 1728;

(iiii) science based — 177; (iii) specialized suppliers — 711; and (iv) information-intensive — 424 missing values.
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The features of all variables used in the logistic regressions are shown in Table 3.

Table 3: Features of the variables used in the logistic regressions

Description of dependent variables

Features

Reduction of environmental impact (REI)

1 - High and Medium importance

0 - Low importance or no developed

Reduction of water consumption (RWC)

1 - High and Medium importance

0 - Low importance or no developed

Reduction of energy consumption (REC)

1 - High and Medium importance

0 - Low importance or no developed

Reduction of raw material consumption (RMC)

1 - High and Medium importance

0 - Low importance or no developed

Introduction of new environmental management techniques for effluent
treatment, waste reduction, CO, etc. (INT)

1 - High and Medium importance

0 - Low importance or no developed

Broken-down explanatory variables

Features

In-house R&D

1 - High and Medium importance

0 - Low importance or no developed

External R&D

1 - High and Medium importance

0 - Low importance or no developed

Acquisition of other external knowledge, excluding software

1 - High and Medium importance

0 - Low importance or no developed

Acquisition of software

1 - High and Medium importance

0 - Low importance or no developed

Acquisition of machinery and equipment

1 - High and Medium importance

0 - Low importance or no developed

All other innovative activities including design, tests, and other relevant
activities

1 - High and Medium importance

0 - Low importance or no developed

Own funding for in-house R&D

%

Funding from Brazilian state-own companies for in-house R&D

%

Foreign funding for in-house R&D

%

Own funding for other innovation activities

%

Funding from private external sources for other innovation activities

%

Funding from public sources for other innovation activities

%

Cooperation with clients or customers

1 - High and Medium importance

0 - Low importance or no developed

Cooperation with suppliers of equipment, materials, components, or
software

1 - High and Medium importance

0 - Low importance or no developed

Cooperation with competitors

1 - High and Medium importance

0 - Low importance or no developed

Cooperation with other enterprises within the enterprise group

1 - High and Medium importance

0 - Low importance or no developed

Cooperation with consultants

1 - High and Medium importance

0 - Low importance or no developed

Cooperation with universities and research centers

1 - High and Medium importance

0 - Low importance or no developed

Cooperation with technical assistance and training centers

1 - High and Medium importance

0 - Low importance or no developed

Cooperation with laboratories for testing and certification organisms

1 - High and Medium importance

0 - Low importance or no developed

Tax incentives for R&D and technological innovation (Law n.8661; Chap. Il

1-Yes

of Law n. 11196) 0-No
. . 1-Yes
Tax incentives (Law n.10664; Law n. 11077) 0-No
Economic subsidy to R&D and to insertion of researchers (Law 10973; Art. 1-Yes
21 of Law n.11196) 0-No
Public funding for R&D and technological innovation projects without 1-Yes
cooperation with universities 0-No
Public funding for R&D and technological innovation projects with 1-Yes
cooperation with universities 0- No

1-Y
Exclusive financing for purchase of machines and equipment to innovate 0- NZS
. . . . 1-Yes
Scholarships offered by public foundations and R&D support agencies 0-No
Venture capital participation 1-Yes
pital p P 0-No
1-Yes

Publi h

ublic purchases 0-No
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RESULTS

The binary logit model was used to explain environmental innovations and analyze their determinants by sectoral
pattern of technical change. In order to choose the best fit of the model, the stepwise technique was employed. The
significant level for entry and significant level for stay in model were defined as 0.05 for each estimated parameter.

Due to limitation of space, we summarize in Table 4 the results regarding one of the sectoral patterns -
specialized suppliers. As it can be noticed, all values were less than 0.05 for the most significant p-value for each
parameter & based on a Wald Test. So we can conclude that all are significant. Moreover, three tests were applied on
the good fit of the model: the Likelihood Ratio Test, Wald Test, and Hosmer-Lemeshow Test.

Table 4: Specialized suppliers’ pattern of technical change

Specialized-suppliers

N2 of observations 312
Pr>ChiSq

Explanatory variables REI RWC | REC | RMC | INT
Intercept 0.6135 | <.0001 | 0.0038 | 0.0006 | <.0001
External R&D 0.0080
Acquisition of machinery, equipment, 0.0009
All other innovation activities including design, tests, and other relevant activities 0.0009 0.0007
Own funding for in-house R&D 0.0051
Funding from public sources for other innovation activities 0.0409
Cooperation with clients or customers 0.0466
Cooperation with suppliers of equipment, materials, components, or software 0.0055
Cooperation with competitors 0.0030 | 0.0002 | 0.0100
Cooperation with consultants 0.0481
Cooperation with technical assistance and training centers 0.0163 0.0014 | 0.0057
Cooperation with laboratories for testing and certification organisms 0.0087
Tax incentives for R&D and technological innovation 0.0153 | 0.0032
Public funding for R&D and technological innovation projects with cooperation with universities 0.0134 | 0.0027
Exclusive financing for purchase of machines and equipment to innovate 0.0167
Likelihood Ratio Test <.0001 | <.0001 | <.0001 | 0.0001 | <.0001
Wald Test <.0001 | <.0001 | <.0001 | 0.0001 | <.0001
Hosmer-Lemeshow Test 0.3432 | 0.6197 | 0.2302 | 0.1398 | 0.4841

The Likelihood Ratio Test, Wald Test and Hosmer-Lemeshow Test statistics show that the models are valid
in all regressions performed for the five sectoral patterns. These tests presented a good fit for these regressions.
Specialized-suppliers’ pattern presented the variables of all categories, and the explanatory variables associated to
‘Cooperation’ are the most notable among the groups of explanatory variables. ‘Cooperation with competitors’ and
‘Cooperation with technical assistance and training centers’ appeared as significant in three different models.

Government support is also a key factor for these firms, and included broken-down variables such as: ‘Tax
incentives for R&D and technological Innovation” and ‘Public funding for R&D and technological innovation
projects with cooperation with universities’. These variables regarding government support can explain the
following types of environmental innovations: Reduction of water consumption’ and ‘Reduction of energy
consumption’ supported by ‘Tax incentives for R&D and technological Innovation’; ‘Reduction of raw material
consumption” and ‘Introduction of new environmental management techniques for effluent treatment, waste
reduction, CO, etc.” supported by ‘Public funding for R&D and technological innovation projects with cooperation
with universities’.

In turn, ‘Innovative activities’ is represented by the variables which answer mainly the ‘Reduction of water
consumption’ due to the variables: ‘External R&D’ and ‘Acquisition of machinery, equipment’. And also, the
variable ‘All other innovative activities including design, tests, and other relevant activities’ appeared in ‘Reduction
of environmental impact’ and ‘Reduction of energy consumption’.
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‘Reduction of environmental impact’ is a particular model, among those relating to ‘Specialized-suppliers’
sectoral pattern’. It is the only model that pointed two significant variables of ‘Sources of funding for in-house
R&D/Sources of funding for other innovative activities’. These results showed the importance of this to the model,
through the variables ‘Own funding for in-house R&D’ and ‘Funding from public sources for other innovative
activities’.

Tables 5 and 6 summarize the results of all logistic regressions performed for Pavitt's sectoral patterns. For
each explanatory variable in the model an 'x' was placed, and thus, in each variable, the number of ‘x” obtained was
counted revealing the main explanatory variables (they were highlighted in these tables).

Table 5: Summary table of the regressions by Pavitt’s sectoral patterns: scale intensive and supplier

dominated
Scale-intensive Supplier-dominated
Explanatory REI | RWC | REC | RMC [ INT | sum | Rel | Rwc [ REc | RMC] INT | sum
i Broken-down explanatory variables
variables x| x| x| x| x] s x| x|[x|x]x]s
In-house R&D X X 2 0
External R&D X 1 0
Innovative |Acquisition of other external knowledge, excluding software 0 0
Activities  |Acquisition of software X X 2 X 1
Acquisition of machinery, equipment, 0 0
All other innovative activities including design, tests, and other relevant activities X X X X 4 X 1
Own funding for in-house R&D 0 X X 2
Sources of |Funding from Brazilian state-own companies for in-house R&D 0 0
funding for in-
house R&D  [Foreign funding for in-house R&D 0 0
Sources of Own ‘fundlng for‘other innovative activities : i __ 0 0
funding for Funding from private external sources for other innovative activities 0 X X X 3
other
innovative |Funding from public sources for other innovative activities 0 0
activities
Cooperation with clients or customers X X X 3 X 1
Cooperation with suppliers of equipment, materials, components, or software 0 X 1
Cooperation with competitors 0 X 1
X Cooperation with other enterprises within the enterprise group X X X 3 X X X 3
Cooperation - N
Cooperation with consultants 0 0
Cooperation with universities and research centers 0 X 1
Cooperation with technical assistance and training centers X X X 3 X X X 3
Cooperation with laboratories for testing and certification organisms X X X 3 X X 2
Tax incentives for R&D and technological innovation X X 2 0
Tax incentives 0 0
Economic subsidy to R&D and to insertion of researchers X 1 0
Public funding for R&D and technological innovation projects without cooperation 0 0
Public funding for R&D and technological innovation projects with cooperation with N O
Government universities
support
Exclusive financing for purchase of machines and equipment to innovate X X 2 0
Scholarships offered by public foundations and R&D support agencies 0 0
Venture capital participation X 1 0
Public purchases 0 X 1
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Table 6: Summary table of the regressions by Pavitt’s sectoral patterns: science-based, specialized
suppliers, and information-intensive

. . . Information-
Science-based Specialized suppliers . )
intensive
TOTAL
Explanatory |Broken-down explanatory variables REl |RWC| REC |RMC| INT | Sum | REI |RWC| REC |RMC| INT | Sum | RWC [ RMC| Sum
variables |intercept x| x| x| x| x| 5 x | x| x| x| x| s x | x| 2
In-house R&D X 1 0 X 1 4
External R&D X X 2 X 1 0 4
) Acquisition of other external knowledge, excluding software X X 2 0 0 2
InnolvlaTlve Acquisition of software X 1 0 0 4
Activities Acquisition of machinery, equipment, 0 X 1 X 1 2
All other innovative activities including design, tests, and other
. X i X X 2 0 8
relevant activities
Sources of |Own funding for in-house R&D 0 X 1 0 3
funding for in- |Funding from Brazilian state-own companies for in-house R&D 0 0 0 0
house R&D  |Foreign funding for in-house R&D 0 0 0 0
Sources of |Own funding for other innovative activities 0 0 0 0
funding for |Funding from private external sources for other innovative activities 0 0 0 3
other
innovative |Funding from public sources for other innovative activities 0 X 1 0 1
activities
Cooperation with clients or customers 0 X 1 X 1 6
Cooperation with suppliers of equipment, materials, components, or X 1 X 1 0 3
software
Cooperation with competitors 3 X X g X X X 3 X 1 8
Cooperation |Cooperation with other enterprises within the enterprise group X 1 0 0 7
Cooperation with consultants 0 X 1 0 1
Cooperation with universities and research centers 0 0 0 1
Cooperation with technical assistance and training centers 0 X X X 3 0 9
Cooperation with laboratories for testing and certification organisms 0 X 1 0 6
Tax incentives for R&D and technological innovation 0 X X 2 0 4
Tax incentives X 1 0 0 1
Economic subsidy to R&D and to insertion of researchers 0 0 0 1
Public funding for R&D and technological innovation projects without o 0 o o
cooperation with universities
Government - - — - N X
support Public fu'ndlng.for R2_&D ar_\c? technological innovation projects with o N « 2 . a 3
cooperation with universities
Exclusive financing for purchase of machines and equipment to innovate X i X 1 0 4
Scholarships offered by public foundations and R&D support agencies 0 0 0 0
Venture capital participation 0 0 0 1
Public purchases 0 0 0 1

CONCLUDING REMARKS

This paper used data from the National Innovation Survey (Pintec 2014) carried out by the Brazilian Institute of
Geography and Statistics (IBGE) to analyze the determinants of the environmental innovations (EI) generated by
innovative firms in Brazil, according to Pavitt’s sectoral taxonomy.

The association of environmental innovation indicators from the Pintec 2014 to this framework gave this
research an innovative character. The empirical study has led to the identification of the main determinants
concerning different types of environmental innovation introduced by Brazilian innovative firms (‘reduction of
environmental impact’; 'reduction of water consumption'; 'reduction of energy consumption’; 'reduction of raw
material consumption'; and ‘introduction of new environmental management techniques for effluent treatment, waste
reduction, CO, etc.', within each sectoral pattern of technical change.

From the results discussed in the last section, the sectoral taxonomy proposed by Pavitt proved to be a
helpful framework for managers and policy makers engaged on environmental issues such as climate change,
biodiversity, environmental sustainability; reduction of pollution and wastes’ impacts; renewable and non-renewable
natural resources; and the interactions among these issues.
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The most present explanatory variable in all sectoral patterns was 'Cooperation with technical assistance
and training centers' with nine points, followed by ‘All other innovative activities including design, tests, and other’,
and 'Cooperation with competitors' with eight points; 'Cooperation with other enterprises within the enterprise group'
with seven points; and the variables 'Cooperation with clients or customers' and 'Cooperation with laboratories for
testing and certification organisms' with six. In a general view, the explanatory variables concerning 'Cooperation’
are the most important for the Brazilian respondent firms to Pintec 2014.

These findings are potentially relevant for Science & Technology (S&T) policies focusing environmental
issues at the national level. Particularly, according to the results here presented, S&T policies addressed to the
creation and diffusion of environmental innovations may strongly impact firms that have already well-established
R&D and managerial capabilities, and in special those innovations to reduce energy, material and other types of
waste in the production process.
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TOWARDS UNDERSTANDING THE MODERATING
ROLES OF SMARTPHONES ON BRAND SWITCHING
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ABSTRACT

The evolution of the Smartphone has impacted significantly on consumer behaviour and choice. Mobile phone
technology was initially used only for communication purposes but has recently advanced to include additional
features that have created a greater market and altered the purchase behaviour of the consumers. In this modern
era of technological advancement, users of mobile phones expect other features such as media support, Internet
connectivity and special applications. The current paper discusses the moderating roles of smartphones on brand
switching. The concluding section offers some practical implications for the development of marketing strategies.

Keywords: Smartphone, Brand Switching, Brand Loyalty, Consumer Behaviour.

INTRODUCTION AND BACKGROUND

There has been a huge increase in the number of Smartphone users recently. The Smartphone is a multi-functional
device which apart from its telephone functionalities has a wide range of applications such as e-mail, Internet,
calendar, notepads and in-built cameras (Norazah, 2013; Wang, Park & Fesenmaier 2012). The Smartphone is a
significant shift from the traditional mobile phone and a major difference between the two is that various
applications can be added after the purchase of the Smartphone device, whereas they cannot to the mobile phone.
Hence Smartphones are considered radically innovative products due to their additional features which are similar to
miniature computers.

The evolution of the Smartphone has impacted significantly on consumer behaviour and choice. Mobile
phone technology was initially used only for communication purposes but has recently advanced to include
additional features that have created a greater market and altered the purchase behaviour of the consumers (Slawsby
et al., 2003; Dwivedi, 2015; Appiah & Ozuem, 2018). In this modern era of technological advancement, users of
mobile phones expect other features such as media support, Internet connectivity and special applications (Jones,
2002; Hansen, 2003 and Norazah, 2013). There is the need to emphasise that recently, Smartphones have attracted
the attention of all age groups from teenagers to the older generation, and special features in terms of both hardware
and software have largely contributed to the impact on customer choice and purchase intentions, enabling
manufacturers to innovate new services that have created a competitive environment.

The dramatic growth in the usage of Smartphones has attracted researchers and academics (Massoud &
Gupta, 2003; Barnes & Scornavacca, 2004; Park & Yang, 2006), and special features in Smartphones have created
greater perception and expectations (Edell & Burke, 1987; Aaker, 1997; Dickinson, Ghali, Cherret, Speed, Davis &
Norgate, 2014; Wang et al., 2012). The significant component of the Smartphone that drives demand and helps
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manufacturers maintain a strong influence in the Smartphone market is the operating system (OS). There are many
software operating systems such as iOS (Apple), Android (Google), Windows (Microsoft), Symbian (Nokia), and
RIM (Blackberry). Innovations in hardware and software have triggered enormous growth in the Smartphone
market, since the multi-functional operations in these devices generate the trust in technology that consumers expect.
Trust in Smartphone devices and their features ultimately adds brand recognition and this is the primary factor that
affects intentions to purchase (Nah et al., 2003).

The Smartphone market has experienced strong growth in recent years mainly due to technological
advancement in the industry. A MarketLine (2017) report confirmed an impressive volume of 1,349.6 million sales
of Smartphone units in 2016, which according to the report represents 92.7 per cent of the market's overall volume
in the mobile phone industry as compared to ordinary mobile devices with a sales volume of 106.3 million units,
which constituted 7.3 per cent of the market total in the same year. The current global Smartphone market continues
to be dominated by a small number of large technology firms such as Apple, Samsung and Huawei. Apple's
Smartphone market share continues to grow across the globe, after consumers increasingly turn their backs on
competing Android devices. It realised $215,639 million in revenue 2016. Samsung, in particular, has seen its
market share dropping across the world, retaining revenues of $172,840 million in the year 2015, a decrease of 2.7
per cent compared to fiscal 2014. Huawei's consumer business segment develops, manufactures and sells a range of
Smartphone devices, with the company recording $59,453 million revenue in 2015 (MarketLine, 2017).

In spite of the significant growth in the industry, the Smartphone market is changing with severe threats
facing the industry (Felix, 2015). Manufacturers in high demand leverage their competitive advantage to enable
them to maintain their position in the market and a positive brand image, to explore new revenue streams and most
importantly achieve a sustainable product differentiation to drive sales (Gartner, 2016).

THEORETICAL FRAMEWORK AND CONTEXTUALISATION

Switching occurs when a customer is motivated to review available alternatives in a marketplace due to a change in
competitive activity in the marketplace (Seiders & Tigert, 1997; Appiah, Ozuem & Howell, 2017). Similarly, Hogan
and Armstrong (2001) posited that brand switching is about replacing an incumbent resource with a more valuable
one to achieve competitive advantage. Sathish, Kumar, Naveen and Jeevanantham (2011) indicated that brand
switching is a consumer behaviour that sees the behaviour of consumers differ based on the satisfaction level of
consumers with providers or companies. Hence brand switching can be defined as the process of being loyal to one
product or service, and switching to another, due to dissatisfaction or any other problems. They further argue that
even if a consumer is loyal to a particular brand, if the brand does not satisfy his/her needs the consumer may switch
to a competing brand. Therefore, management needs to constantly evaluate and redirect its resources and capabilities
in order to maintain a strong position relative to competitors (Itami & Roehl, 1987).

Consumer loyalty is defined as the degree to which a consumer exhibits repeat purchasing behaviour from
a service provider, possesses a positive attitudinal disposition toward the provider, and considers using only this
provider when a need for this service arises (Gremler & Brown, 1996; O’Keeffe, Ozuem, Lancaster, 2016; Ozuem,
Thomas & Lancaster, 2016). Losing a consumer is a serious setback for a firm in terms of its present and future
earnings. In addition to losing the benefits discussed above, the firm needs to invest resources in attracting new
consumers to replace the ones it has lost and this incurs expenditure on advertising, promotions and initial discounts.
Peters (1987) shows that it can cost five times more to acquire a new consumer than to retain an old one.
Consequently, retaining an established current consumer base is much more attractive and viable than searching for
new consumers.

Product characteristics are likely to affect exploratory tendencies such as brand switching proponents
(BSPs) and innovation in product contexts with a large number of available alternatives and a short inter-purchase
frequency (Hoyer & Ridgway, 1984). These characteristics include product involvement, perceived risk, brand
loyalty, perceived brand differentiation/similarity, hedonism (or pleasure) and strength of preference (Hoyer &
Ridgway, 1984; Van Trijp, Hoyer & Inman, 1996). When individuals are highly involved with a product and loyal
to a brand, their propensity to switch is likely to be lower (Hoyer & Ridgway, 1984; Sloot, Verhoef & Franses,
2005).
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Individuals who are involved with a product have ‘a narrow latitude acceptance’ (Sherif & Sherif, 1967);
thus, they are unlikely to be persuaded to switch. Similarly, according to Sloot et al. (2005), loyal consumers are less
likely to switch to another brand. Persuasion to switch may be manifested in the form of sales promotions such as
offers and discounts, which have been found to encourage switching across various product contexts (Kahn &
Louie, 1990).

Further, high perceived risk indicates that individuals are concerned with losses resulting from their
purchases (Mitchell, 1999). High perceived risk leads to avoidance tendencies and behaviours (e.g. commitment to a
brand, repeat purchase behaviour) as consumers are ‘more often motivated to avoid mistakes than to maximise
utility in purchasing’ (Mitchell, 1999, p. 163). Further, perceived similarity between brands within a product class
indicates that individuals are likely to exhibit switching tendencies, such as alternating among familiar brands within
a product class (Hoyer & Ridgway, 1984).

Hedonism may also encourage switching within specific categories of products (Hoyer & Ridgway, 1984;
Van Trijp et al., 1996). Hedonism is associated with enjoyment or pleasure that an individual derives from specific
products (Griffin, Babin & Modianos, 2000). Consumers are more intrinsically motivated with products that are
associated with affective (hedonic) sensations (Hirschman & Holbrook, 1982); thus the repeated consumption of
such products is likely to elicit switching tendencies (Van Trijp et al., 1996).

Market disruptions are the major cause of brand switching. Market disruptions are major events occurring
in a market that threaten customer—brand relationships (Fournier, 1998; Stern, Thompson & Arnould, 1998; Appiah,
Ozuem & Howell, 2016). Disruption is defined as a situation where markets cease to function in a regular manner,
typically characterised by rapid and large market declines. For instance, disruptions in the financial markets are
caused by a glut of sellers willing to trade at any price, combined with the near or total absence of buyers at a
particular time. In these circumstances, prices can decline precipitously (Shapiro, 2010).

In the financial market, disruptions can result from both physical threats to the stock exchange or unusual
trading. According to a report by Shapiro (2010), concerns over the financial situation in Greece and uncertainty
concerning elections in the United Kingdom, among other things, constrained the financial market of that time with
implications for trading.

CONCLUSIONS AND MANAGERIAL IMPLICATIONS

However, this research focuses on disruptions that occur within product markets. As noted by McGrath (2011), the
concept of ‘market disruption’ that occurs in a product market immediately harkens to research in two areas that
have enjoyed significant development over the years: technology and innovation. Disruptions literally uproot and
change how we think, behave, do business, learn and go about our day-to-day activities. According to Christensen
(2013), disruptions displace existing markets, industries and technology and can produce something new, more
efficient and more worthwhile.

The theory of disruptive innovation introduced by Christensen (1997) offers an explanation for the
displacement of industry by smaller competitors, which are almost always new entrants (Bower & Christensen,
1995; Christensen, 2013). Disruptive innovation is an innovation that helps create a new market and eventually goes
on to disrupt an existing market (Ozuem, Howell & Lancaster, 2008). The term is used in business and technology
literature to describe innovations that improve products or services in ways that markets do not expect; first by
designing for a different set of consumers in the new market, and later by lowering prices in the existing market.

According to McGrath (2011), the theory’s explanatory power comes from the notion that industry
incumbents and new entrants follow different technology trajectories. Industry leaders tend to focus on sustaining
innovations that continuously improve their flagship products and increase their overall performance in attributes
that are perceived as being important for their existing customer base. Over time, the performance increase achieved
through sustaining innovations begins to overshoot the needs of the best customers who pay the most, whereas the
new entrants’ disruptive products become good enough to meet the needs of the dominant.
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ABSTRACT

The quality of Higher Education is vitally important to meet the demands of employers, and the institutions which
deliver the higher education should focus on a quality framework of generated knowledge of graduand. One of the
main challenge faced by developing countries since the 1980s has been national governments and institutional
donors failing to pay attention to higher education. This paper discusses some of the emerging pivotal roles of
privately owned institutions in Sri Lanka. The conclusion offers some insights into the development of privately
owned institutions in charting and enhancing educational frameworks in Sri Lanka.

Keywords: Higher Education Access, Enhancement, Quality, Economic Growth, Private Sector Contribution.

INTRODUCTION

In recent years global Higher Education (henceforth HE) enrolment has risen sharply and the highest percentage has
been observed in developing countries. In 2009, 153 million students enrolled in universities and this figure is
expected to rise to 262 million globally in 2025, representing a 50% increase between 2000 and 2009 (Labi, 2009).
According to Bloom et al. (2009) half of student enrolment volumes in HE emanates from developing countries
which have experienced government budget cuts but growth in the amount of lending from authorities such as the
IMF and the World Bank. More than 150M students who enrolled in HE in 2010 came from developing countries. In
the coming 20 years most students enrolling in HE will come from developing countries (Altbach, 2012). Due to the
limited resources available to the public sector, and in order to meet the demands of HE access, developing countries
have had to react to government policies and authority has been delegated to the private sector to enhance HE access
(Lee and Healy 2006; Abeli 2010).

Following completion of secondary education, access to HE, regardless of the origins of students is seen as
a right of passage for individuals that are qualified to enrol. In developed countries, HE is more accessible and better
supported financially. HE is a unique experience for individuals and access to it depends on the circumstances of
individuals, and often on the country in which they live (Willmott, 2003). Since the 1990s HE has dramatically
changed across South East Asian countries and European countries including the UK, and this is due to high
demand. Countries such as China, Malaysia, Singapore and Japan have seen increased student enrolments and
growth in this area of over 50% (Huang, 2011).

Some South East Asian countries such as Japan have established some of the largest HE systems in Asia
and have enrolment volumes that are larger than more established European countries such as Germany, France and
the UK (Huang, 2011). This suggests that mass HE access has been developed in south East Asian countries ahead
of Europe countries. European countries, including the UK have recorded increased global access to international
students for HE. South Asian countries including India, Sri Lanka and Bangladesh have failed to respond to
reductions to domestic demand due to the internationalisation of HE. They have failed to acknowledge the positive
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correlation between private HE provision and the enhancement of HE access (Wilkins, Balakrishnan and Huisman,
2011).

Very little research has been carried out that specifically focuses on HE in Sri Lanka other than reports
published by the World Bank, the central bank of Sri Lanka and the British Council. It is the hybrid nature of the
few Sri Lankan Private and public universities selected, sharing enhancement activities of public and the private
sector among selected as evidence based, that | consider to be worthy of the study. HE in Sri Lanka is important to
economic development since the country has experienced rapid growth due to the private sector’s contribution to HE
provision (World Bank 2015). Yet the student numbers fall short of HE enrolment targets.

HE in Sri Lanka is expected to play a vital role into the future as the country is no longer predominantly
agrarian and is looking to other sectors for accelerated economic growth (Central Bank, 2005; 2007; 2009; Horii et
al., 2008). The labour market has not met expectations in terms of the HE outcomes. Due to the limited space
availability, only 17-18% of students harness the opportunity to enrol in state universities according to Z-Score
selection criteria. The crucial factor is whether the government has a plan to cater these 82% eligible students to
acquire HE. According to the World Bank Report (2005) failure in university education has directly impacted on
labour markets in Sri Lanka. The next section discusses the significance and importance of private sector
contributions to and enhancement of access to HE.

THEORETICAL CONTEXT

The term “enhancement” suggests as an increase or improvement in quality or value (Middlehurst, 1995; Okoye;
Yorke, 2005; Okwelle and Okoye, 2015). The term enhancement in the context of this paper refers to increasing HE
access rates (HE enrolment) in terms of enhancing infrastructure, teaching and learning quality, resources and
provision. The enhancement of access to HE refers to widening participation in HE. HE should be viewed as a
ladder rather than a barrier to students who are seeking to develop their careers. Hence, enhancement is relevant in
every aspect to HE and the enhancement of HE itself is vital for any country as it has a direct impact on economic
growth.

Since the introduction of comprehensive education in the 1960s, the UK has sought to provide ‘equality of
opportunity’, which is based on a bond between social class and educational achievement within the new school
system. In 1988 Education reform legislation introduced by the Conservatives produced a different notion of
competition and customer choice in education, and the expectation was that better public services would be
delivered to achieve equity and social mobility (Harris and Ranson, 2005). After the New Labour government was
established in 1997 it developed a ‘third way’ as an alternative to the above mentioned perspectives. It been
launched as set of policies for social democratic settlement to support each social class. IT set out to tackle poverty
and facilitate greater equality of educational opportunity based on educational attainment (Harris and Ranson, 2005).
Sri Lanka’s education system is largely based on the UK system as one of the vestiges of colonialism. The
challenge now facing the country is how best to focus on equality in terms of educational opportunities. But most
the developing countries including Sri Lanka have found that poverty is a barrier to enrolling in private HE.

This is an important distinction to make since much of the literature that has emerged in recent years
describes and explores the surge in private HE providers that operate, whether by choice or by constraint, outside the
state-regulated system. Sri Lanka, with its large public HE sector has not seen the same increase in private provision
and, consequently, few HE providers have captured the attention of researchers. Whilst private universities in this
study have different motivations for providing education than the majority of new providers, more recent private HE
literature nevertheless provides a useful background to explore their nature and development. In the broader debate
over the privatisation of HE, the focus is typically on the changing nature of public universities, but this inquiry
proceeds from a distinct perspective and considers the extent to which private universities are able exploit their
‘Privateness’ within a public-sector framework to enhance HE access in Sri Lanka.
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Why the Private Sector

In 2012, the population Census evidenced that only 4% of citizens aged 25 years and above contributed to the
economy as educated employees with a university degree or other degree level qualification. The impact of HE
access has affected the number of degree holders in the country. Due to its limited capacity, the state university
system with their 120,000 students has to let applicants down every year, and students who have passed the
international baccalaureate or EDEXEL will have no access to these universities (Kelegama, 2017). The important
factor to consider is whether the country hold enough options to those who are eligible with no places available in
the state universities. Since 2007 increasing numbers of qualified students in HE have presented a challenge to the
Sri Lankan Government. The government has struggled to support this increasing demand due to a lack of
infrastructure and funds. Student choice and demand has therefore been overlooked. Sri Lanka is just one example
of a range of developing countries which have fallen short of educational targets in HE (Aturupane, 2013).

One feature of HE is that it is demand-driven and access to HE therefore depends on levels of interest. The
best example of this is the HE system which was implemented by Poland after the collapse of communism in 1989.
This enabled HE expansion, intersectoral public/private differentiation and meant that more than 50% of students
enrolled in HE (Kwiek, 2013). Students can now access HE both physically and virtually. The circumstances of the
sector have been changed and the requirements placed on HE have dramatically changed over the time (Gao and Ng,
2017). To fulfil the requirements of HE, students need to have direct access to HE when they need it, but most
developing countries, including Sri Lanka still struggle to meet their full potential (British Council, 2015). Access
to HE should not be an aspiration that is out of reach for many. Indeed, accessing HE is seen by many as an
opportunity to explore secondary education, and to achieve career developments and goals in educational
attainment. Learning is very important to developing societies and countries. Through learning, people can change,
and people can make progress. Enabling private institutions to enhance access to HE can help to improve
government HE attainment levels in terms of access rates for developing countries like Sri Lanka (World Bank
2015).

With only 19 state universities and HE institutions to accommodate students in HE, the Sri Lankan
government faces pressure as demand is much higher than expected. It has therefore invited private providers to
meet the challenge of HE provision under the University Grant Commission (UGC). Thus, the government has come
to realise the significance of the private sector’s contribution to HE thus given the access to private HE provision but
the revised system does not help much to meet the increasing demand. The rate of HE enrolment has not
significantly changed since 2011, although the government is being pressured to come up with policies to support
better access. The significant transformation that was anticipated has not yet happened (UGC, 2016).

Does Quality have significant impact on Private HE?

The quality of HE has become vitally important to meet the demands of employer, and the institutions which deliver
HE should focus on the quality framework of generated knowledge of graduand. The main challenge faced by
developing countries since the 1980’s has been national governments and institutional donors neglecting the sector
(The World Bank, 2016).

Student perceptions and behaviours are important for university educators and these inform the design of
courses which in turn has a significant impact on student enrolment. Student performance varies based on the
learning environments in which they study and the quality of teaching and course design (Lizzio, Wilson and
Simons, 2002). In recent years studies have shown that the theories of learning have become central to HE. This is
particularly true of individuals entering HE from traditional backgrounds who have to adopt to new learning
environments to achieve the best outcome from their course (Christie et al, 2008).

According to the Higher Education Funding Council for England (1998), the quality of Teaching and
Learning matters a great deal to the survival of HE institutes and this impact on the choices students make. Policies
in Teaching and Learning enhancement need to consider measuring quality (HEFCE, 1998). Considering multiple
agencies and individuals are involved in HE, enhancements to the quality in teaching and learning should be
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prioritised to meet the standards set by HE. Meeting such quality standards will impact on the image of HE institutes
and will impact on the outcome of graduates. This has a direct impact on student enrolments within such institutions.
Hence, the enhancement of quality in teaching and learning will have a direct impact on student choices when it
comes to private HE because the word “Privateness” has been very far from the quality standards as it has been
isolated without having a proper coordination with the national quality framework to meet the standards expected in
HE (Lewis, 2002).

The quality enhancement of teaching and learning has a direct impact on increasing academic outcomes for
students and this has an indirect impact on society, the economy and employers, and ultimately on the wealth of
nation (TQEC, 2003). Multiple researchers have identified the correlation between the quality of teaching has and
effective learning. Hence changing societal perceptions of the private sector’s contribution towards HE access, and
enhancing the quality of teaching and learning has been paramount to achieving success in terms of access to HE
(Martin et al.,2000; Dunkin and Precians, 1992; Li, Lee and Kember, 2000; Biggs, 1999). Hence, the Human capital
framework in education is important to help to develop the country into a position of economic stability. Enhancing
the capacity of HE is more important to meet demand. Failure to meet demand may lead to a “brain drain” in Sri
Lanka (WiswaWarnapala, 2010).

MANAGERIAL IMPLICATIONS AND CONCLUSION

“Widening Access” in HE has been a central agenda in the UK and elsewhere and indeed it has been paramount to
every country in the world (Bowes et al., 2013; Croxford et al., 2014; Evans et al., 2017). Despite various structural,
socio-cultural and economic differences between nations, HE enhancement through policy enactment has been
similar in every country (Croxford and Raffe, 2015).

According to the Higher Education Funding Council for England (HEFCE, 2005, 1),
‘HE is a major contributor to society’s efforts to achieve sustainability — through the skills and knowledge that its
graduates learn and put into practice, and through its own strategies and operations’ (p. 3)

The contribution of HE has had a significant impact on the development of any country socially and
economically. Amongst other things, strategies to encourage the sector, curriculum development, extracurricular
activities, and excellent pedagogy have enabled students to develop new skills as well as values and knowledge and
this has subsequently contributed to sustainable development of employer demand (Cotton et al, 2009; Ozuem and
Lancaster, 2015).

Singapore and Dubai have established themselves as successful education hubs and they are seen
increasingly as “Role Models” in international HE provision (The World Bank, 2008). In 2010 “Mahinda
Chinthana” (Mahinda Chinthana = “Mahinda’s Thinking”-former president of Sri Lanka) announced Sr Lanka
would be an education hub for South Asia by 2020. The strategic goal of Mahinda Chinthana was to increase
opportunities and access to HE. After five years of Mahinda Rajapakshe’s government, plans have been criticised
because new universities and new programmes have not been established within the first five years of the new
government. Policy formation has not been practical or reliable (Aturupane, 2013).

International partnerships mainly rely on national government financial incentives that supporting the
establishment of foreign universities within the country but not curriculum development. This has implications for
student achievements and market-oriented outcomes. For example, the Singapore government has offered financial
support to foreign universities to attract them in order to develop an education hub. However, in Sri Lanka, this has
been a case of political peril and promise. According to the World Bank Report (2009), Sri Lanka’s HE sector faces
urgent challenges which include low space availability for HE access, a lack of ICT knowledge and low attainment
in English Language amongst graduates. This has had a major impact on employment demand, especially in terms of
private sector employment. Four components have been funded by the World Bank Project for “Sri Lanka- HE for
the Twenty-First Century”, a project worth SD$ 25.6 Million. Component 3 of the project supports the development
of an alternative HE sector. Component 4 of the project focuses on the development of human resources through
monitoring and the evaluation of communication. US$ 5.3M and US$10.8 have been injected into component 3 and
4. The objective of these component was to develop an Higher Education Institutes (HEIS) institutional foundation
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to follow the National Qualification Framework (NQF) in both the Public and Private Sector which are seen as
“alternative providers” (The World Bank Report, 2016). The main question is whether this 25.6M granted by the
World Bank for the development of HE in Sri Lanka has been successful in meeting demand for access to HE.
According to recent reports and popular views it has not met the demand for HE access and has been seen as a poor
use of government bonds.

According to Hannon, Faas and O'Sullivan (2017) social and cultural capital capability affects the ability of

students to be educated. Socio-cultural capability allows students to make choices in HE which has an impact on
their offer of a place at university. This will lead to individual freedom of choice in terms of access to HE. In recent
years HE has expanded significantly. Using the capability framework as a useful approach, researchers have argued
that HE can impact on human development (Hannon, Faas and O'Sullivan, 2017)
HE is an opportunity for all and it provides increased social mobility; enhancing career opportunities and the social
lives of those who are educated. It allows people to distribute knowledge and ideas; to be creative and innovative; to
foster scientific literacy and to sustain intellectual properties. Graduates can increase national productivity and the
prosperity of the country in which they live and they can find solutions to global problems. Hence, enhancing HE
will have a greater impact on any country as it has a direct impact on human capital development. If traditional
public HE provision is failing to meet the demands of students looking to enrol on HE, a compelling idea is to
develop private HE provision or license private HE provision to enhance access to HE (Hoskins, Leonard and
Wilde, 2017).

According to Marginson (2016),
“Privatisation is never fully successful because of ease of illegal reproduction” (p. 7)

However, traditional public HE is not sufficient alone to meet the demands of HE in developing countries.
Even a country like China with its 3000-year old traditional civilisation has supported private HE provision. Other
than the partial exclusion of the US and UK nearly all HE systems are seen as public agencies. Having this norm in
general public it has been harder to involve private system as an alternative to enhance HE (Marginson, 2016).
Growing HE can fill the gap in HE provision by supporting the private sector in developing countries to improve the
quality of human capital to meet the demands of 21st century employers. Enhancing private HE provision will
enable any developing country to achieve economic growth through knowledgeable human capital that can compete
on the world stage (Green, Henseke and Vignoles, 2016).
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ABSTRACT

Advances in modern Information and Communication Technologies (ICT) infrastructures have changed the way in
which customer-firm interactions take place and the nature of the conduct of services. Computer and Internet
technologies mean that services can be provided over long distances without the requirement for the physical
presence of customers and employees. Consumers are becoming increasingly familiar with online services and
technology-mediated interactions. Such services offer the advantage of faster delivery and they are considered to be
more convenient and less expensive and time consuming than their offline equivalents. With the continued rapid
development in the field of modern computer-mediated marketing environments (CMME) more and more services
will be delivered in Technology Mediated Environments (TMES). This paper provides some insights on failure
recovery strategies as competitive tools in computer-mediated marketing environments.

Keywords: Online Service Failure, Recovery Strategy, Justice Theory, ICT, Customer Satisfaction.

INTRODUCTION AND BACKGROUND

Academics and practitioners have been focussing keenly on online service failure and recovery strategies since 2002
(Holloway & Beatty, 2003; Forbes, Kelly & Hoffman, 2005; Ozuem & Lancaster, 2014). The complexity of this
area has prompted scholars to consider strategies to restore service failures. These include the airline industry (Park
& Park, 2016), online retailers (Wang, Wu, Sh., Lin, & Wang, 2011), restaurant services (Nikbin, Marimuthu, &
Hyun, 2016), production & management services (Craighead, Karwan & Miller, 2004), business in general (Choi &
Choi, 2014) and marketing (Sivakumar, Li & Dong, 2014). Research into online service failure and recovery
strategies has succeeded in assigning meaning to online service failures and categorising these into many typologies
(Forbes et al., 2005; Kuo, Yen & Chen, 2011). Further attention has been given to the effects of online service
failure and recovery strategies on lenses of traditional encounters and antecedents, with fewer antecedents in online
failures being considered (Kuo et al., 2011; Wang et al., 2011). Such epistemological orientations limit the potential
opportunities inherent in the selling of goods on the Internet. Understanding service inadequacy depends on
individual expectations, so approaching the ontology of customers where failure and recovery processes are
concerned should be contextual, rather than generic or standardised. Recently, as identified by McColl-Kennedy and
Sparks, (2003); Tax, Brown, and Chandrasherakan, (1998) and Hazée, Van Vaerenbergh, and Armirotto, (2017)
justice and fairness theory has been of service in increasing understanding about service failure and recovery. The
principles of justice theory depend on equal fairness assessed from all parties in a society (Mandle, 2009).
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Meanwhile, Zhu, Nakata, Sivakumar, and Grewal (2013) sought to understand customer perceptions of what causes
service failure, (such as the extent to which it is the customer’s or the provider’s fault) by means of attribution
theory.

Different factors are assigned to the lacuna between customers and the provider when a failure arises. This
begins with anonymous customer complaints which hinder providers who seek to comprehend customers’
conceptualisations of failure, leading providers to view customers as “heterogeneous” (Sivakumar et al., 2014) when
it comes to recovery strategy expectations. Similarly, Bougie, Pieters, and Zeelenberg (2003) contend that “most
dissatisfied customers generally do not bother to complain” (p. 390), situating providers in a position where they do
not comprehend the need to provide any kind of recovery strategy. The issue appears to be even more complex in
the context of online encounters. Scholars have undoubtedly enriched the service discipline with research, although
no satisfactory definition of service failure and recovery strategies exists. Most research has investigated service
failure and recovery in conventional services (Lee, Singh, & Chan, 2011; Ha & Jang, 2009; Thwaites & Williams,
2006). Justice theory has also been applied to investigate how customers respond in terms of their satisfaction
following recovery. Research into the behavioural intentions of customers in online settings has also been scant
(Wang et al., 2011).

Empirical research into consumer perceptions of online service failure and recovery, however, is
surprisingly scarce, despite the fact that service failures, both off- and online, are inevitable for service firms.
Crucially, online service failures can have a negative impact on profitability. Holloway and Beatty (2003) suggest
that customers complain online more than offline. For consumers, the Internet offers a platform that makes
complaining effortless yet impactful, and a wide and geographically dispersed audience can be reached. Compared
with offline environments, switching is easier on the Internet since customers can browse and look for alternative
providers with the click of a mouse. Given this background, gaining an understanding of how to manage online
service failures effectively is essential to the success of firms operating in an online environment. Current research
mainly concerns customer reactions at brick-and-mortar outlets (i.e. offline) to service analysed systematically
through research. Studies in this domain underline the importance of fair (or just) service recovery in restoring
customer satisfaction following offline service failures (Roschk & Kaiser, 2013). In earlier research
into online service failures, Holloway and Beatty, (2003) noted that, following recovery attempts by online
businesses, some customers feel a sense of injustice specifically related to issues of interaction, distribution, and
procedures.

THEORETICAL CONTEXT

Zemke and Schaaf (1989) applied the term ‘recovery’ to service settings, along with Lord Marshall who instigated a
pioneering programme in British Airways called the "Putting People First," campaign. Service recovery becomes
absolutely essential when a service failure occurs. Recovery is essentially an effort to increase customer satisfaction.
Service recovery is growing in importance, partly because of growing customer expectations and tougher
competition among businesses trying to exceed the expectations of their customers. Studies of service management
have been hitherto notable based upon investigating the component measures that comprise service recovery.
Miller, Craighead and Karwan, (2000) identify recovery as an attempt to solve problems and pacify upset clients,
and to retain the customer base. This is, in a way, a form of exchange, whereby the customer feels they have
suffered a loss (a service failure), and the business attempts to recompense the customer for an incurred loss with
service recovery (Smith, Bolton, &Wagner, 1999). Fan, Wu, and Wu, (2010); Crisafulli and Singh (2017) suggest
that direct human interaction has been substituted by technology in online environments, but researchers have
contended that the use of technology can improve the efficiency of recovery services (Ayertey & Ozuem, 2018;
Ding & Lii, 2016). Service failures and recovery in traditional services are distinct from online service failures and
recovery. Meanwhile, recovery actions that have been identified in research include apologising, following-up,
offering compensation, rapid responses to service failure, favourable employee behaviour and causality
acknowledging (Gelbrich, Gathke, & Grégoire, 2015; Goode, Hoehle, Venkatesh, & Brown, 2017). Managers
should have available a list of possible recovery strategies or techniques, to choose from in the case of needing to
rectify a service failure. Miller et al. (2000) were amongst the first to underline the importance of analysing recovery
strategies from the perspective of operations management, and they called for further analysis of recovery strategies
in operations research. They developed a detailed framework in the domain of elements (i.e., the core elements:
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service recovery expectations, service recovery types, and follow-up service recovery outcome) compiled within the
context of a failed service. They classified prior prototypes of findings as follows: if an appropriate recovery
strategy is promptly provided, customers will return even when severe failures are experienced (p. 397). Additional
findings show the influence of types of recovery strategies on customers. Kuo and Wu (2012) divided recovery
strategies into two distinct groups: psychological strategies and tangible strategies. Miller et al. (2000) and Kozub,
O'Neill, and Palmer, (2014) added that tangible recovery strategies offer compensation for actual and perceived
costs, such as free services, refunds, gifts, discounts, and coupons to reduce or mitigate practical losses (Kuo & Wau,
2012; Jung & Seock, 2017). Psychological techniques have been acknowledged as useful where the aim is to pacify
the customer by showing concern for their needs. Examples include offering an explanation for service failure,
acknowledging mistakes, and expressing regret for errors in a polite, empathetic, and considerate way (Chang &
Wang, 2012). The essence of the findings in the context of recovery types suggests that the provision of blended
recovery strategies is useful, yet an apology alone will not be enough for the customer. Furthermore, customer
perceptions of justice influence their satisfaction after recovery, and ultimately Word of Mouth’s intentions are
improved through customer satisfaction (Jung & Seock, 2017). Meanwhile, any extra compensation can enhance
customer perceptions of justice. For instance, Mostafa, Lages, Shabbir, and Thwaites (2015) identify that
consumers typically recognise the tangible and monetary compensations and endeavours of employees in addressing
problems associated with distributive justice, particularly when attempting to address failures. Timely consideration
of service failure is often associated with procedural justice. Courtesy and explanations offered by employees are
examples of interpersonal justice. Clients who suffer outcome-related service failures respond favourably to tangible
recovery, in contrast to those who have experienced process-related service failures. The latter are typically more
satisfied with psychological recovery efforts (Chuang, Cheng, Chang & Yang, 2012). A considerable amount of
research supports the idea that customers who receive an apology following a service failure are more satisfied than
customers who receive no apology (Roschk & Kaiser, 2013). At the same time, the authors provided empirical
evidence to suggest that the presence or absence of an apology is just as important as how an apology is given, and
this is crucial for enhancing customer satisfaction. They argue that the more empathetic and strong an apology is in
its delivery, the more pacified the customers are.

In another study by Mattila, Cho and Ro (2011), it is suggested that human involvement (such as
interacting with frontline staff) is more effective when the failure was caused by a human being rather than by a
machine. In comparison, human involvement was less effective when a failure was caused by self-service
technology. This is because consumers who choose to use self-service technologies to interact with service providers
seek to avoid customer—employee interactions. A more recent study by Collier, Breazeale, and White (2017) also
found that clients want employees to support a transaction after a breakdown if it occurs in isolation. When other
customers are present, customers prefer it when employees resolve the issue and allow them to finish the transaction.
In terms of online shopping service failure, previous studies have widely discussed recovery strategies. Kelley,
Hoffman and Davis (1993) explain that the 12 recovery strategies they identified fall into two categories — those that
are successful, resulting in increased customer satisfaction, and those that are not. They argue that the severity of the
failure should determine the nature of the recovery. Miller et al. (2000) contend that their framework shows a clear
link between a successful recovery and customer, loyalty, satisfaction and retention. Forbes et al. (2005) conclude
from their survey that the kind of service failure experienced by online clients differs from that experienced by
clients in traditional situations. They also affirm that e-tail organisations utilise a different series of recovery
strategies to those employed in traditional settings. Despite successful recovery, switching after failure recovery can
occur frequently among e-customers. Chang and Wang (2012) note that the most significant beneficial features of
service recovery are compensation, the speed with which their service failure was attended to, the nature of the
apology, and contact channels. Kuo and Wu’s (2012) study concentrated on the effects of recovery strategies in
terms of online service failure, using perceived justice theory, in line with Holloway and Beauty, (2003);
McCollough, Berry, and Yadav, (2000) who also underscored the effectiveness of recovery strategies for dealing
with online service failures.

However, instances of repeat purchases remain very rare, regardless of the service recovery strategy used to
remedy service failure. Failures are unavoidable, whatever steps a firm may take to prevent mistakes when a service
is rendered. As Boshoff (1997, p. 110), asserts: “Mistakes are an unavoidable feature of all human endeavour and
thus also of service delivery.” Therefore, service failure seems to be inevitable, particularly in the fashion industry
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because of the difficulty of translating the in-store experience into the online environment. In addition, because of
the intangibility of service, service-failure is difficult to resolve when it occurs.

In the online fashion industry context, the problem associated with the intangibility of services is magnified
because consumers cannot directly interact with service personnel. Instead, consumers have to interact with web
interfaces, which requires competent management of the technology. Clothing is considered to be a high
involvement product category, related to personal ego and products that need to be seen, felt, touched (Ionita, 2017,
Spence & Gallace, 2011), and tried on because they are difficult to evaluate (Sender, 2014). Chahal and Devi
(2015) state that service failure occurs when the expectations of the customer expects are not met through initial
delivery. Subsequently, a customer may be lost, and may not return to a particular company (Piha & Avlonitis,
2015). Negative word of mouth can also lead to dissatisfaction and defection as suggested by Crisafulli and Singh
(2017) and Helm, Moulard, and Richins, (2015). Researchers such as Fatma, Khan and Rahman (2016) define
service failure as a condition in which a business, i.e. a service provider, fails to live up to the customer’s
expectations regarding its products. Service failure also occurs if the customer finds the mode of service
unacceptable. In addition, service failure is the service provider's failure to meet a customer's expectations as
identified by Hoffman, Kelley and Rotalsky, (2016). For that reason, it is also suggested by Hoffman et al. (2016)
and Keaveney (1995) that service failures can be separated into two categories: outcome-oriented and process-
oriented. The former includes the product customers receive from the business. Process-oriented failure is concerned
with the method of provision of the service. Furthermore, Smith et al. (1999) and Fu, Wu, Huang, Song, and Gong,
(2015) argue that outcome-orientated service failures occur when the most important or core services ordered from
the company are not delivered. Process-oriented service failures, however, can be defined as the way in which the
core service process is undertaken by the provider. This can include errors in specific areas, such as rude or
unresponsive employees. By applying these terms in the context of the online fashion industry, an example of a
process failure would be a scenario in which technical problems arise when ordering products online, while an
outcome failure could occur in the event of failure of a core services such as incorrect size of a dress delivered
purchased online (Ayertey, 2018). Keaveney, (1995) and Ghatak and Pal (2016) found that core service failures,
which include errors in billing are amongst the major reasons why customer defect. Therefore, in the case of core
service failures customers expect the provider of the service in question to put the matter straight (Shin, Ellinger,
Mothersbaugh & Reynolds, 2017). Conversely, Smith et al. (1999) and Vakeel, Sivakumar, Jayasimha, and Dey,
(2018) showed that process failures have a greater impact on dissatisfaction than product failures. As confirmed by
Israeli, Lee, and Karpinski, (2017), clients are less understanding when the service failure has occurred as a result of
process dimensions. Duffy, Miller and Bexley, (2006); Ringberg, Odekerken-Schréder and Christensen (2007),
argue that the customer's primary concern is the outcome aspect of service recovery, while the service recovery
process is internal to the customer, who is not interested in it as such. It is further argued that Outcome-Related
Service Failure (ORSF) is associated with an economic loss and Process-Related Service Failure (PRSF) causes
social / psychological loss for the customer (Smith et al., 1999; Cheng, Chang, Chuang, & Liao, 2015). Thus, ORSF
typically involves a utilitarian exchange which includes money, goods, and time, while PRSF involves symbolic
exchanges which include status, esteem, respect, sympathy and empathy, amongst others (Hur & Jang, 2016).
Therefore, a requirement of service recovery is a high level of communication between the provider and its customer
in order to deliver an appropriate response to the disappointed, dissatisfied customer (Meyer, Gremler, & Hogreve,
2014). Hoffman et al. (2016) underscored the frequently critical importance of employees in the provision of an
effective service recovery. Given that a 100% satisfaction guarantee promises total customer satisfaction, this would
suggest that a high quality service will be delivered (Meyer et al., 2014). According to McColl-Kennedy and Sparks
(2003), given that service failures are common in the service industry, and that customers may experience
dissatisfaction following such failure, it is important that firms attempt to recover dissatisfied customers through an
appropriate set of actions known as ‘the customer recovery process’. Learning from service failure, therefore,
depends to a considerable extent on establishing the main cause(s) and identifying the fundamental processes that
have contributed to the issue, with the aim of finding effective solutions to the client’s problems.
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MANAGERIAL IMPLICATIONS

The success of an online recovery strategy is largely attributed to the provider’s response speed (Pang, Hasan &
Chong, 2014). Essentially, engagement in conversation with the customer immediately after he/she uploads the
complaint shortens the pre-recovery phase. Service firms expect complaints from consumers when a service failure
occurs. Therefore, companies should prepare strategies for the process of service recovery to deal with difficulties.
As BBC Business Editor, Weber (2010), presciently noted that any serious consequences negative opinions
expressed on the Internet: “These days, one witty tweet, one clever blog post, one devastating video forwarded to
hundreds of friends at the click of a mouse can snowball and kill a product or damage a company's share price.” Of
course, positive reactions on the Internet can also have dramatic consequences and social media has enormous
influence. If certain businesses are not interested in identifying strategies or devoting time, energy, staff and
financial resources to engage effectively with social media, they may well be ignoring or misusing favourable
opportunities. They might be failing to deal with negativity amongst the customers upon whom their existence
depends. The powerful effects of negative eWOM can affect a firm’s performance. Kim and Lee (2015), Chevalier
and Mayzlin (2006) and Park and Lee (2009), among others, have all acknowledged the power of negative eWOM
on the performance of firms in their research, asserting that negative eWOM is much more effective than positive
eWOM. Consumers share negative experiences for three key reasons (Verhagen, Nauta & Feldberg, 2013). Firstly,
sharing negative experiences can serve to mitigate frustration and reduce the anxiety associated with the event.
Secondly, negative experiences are shared to warn and prevent others from enduring similar events. Thirdly,
consumers can share their negative experiences in order to help companies improve their practices. In sum, eWOM
is more often negative than positive (Hornik, Satchi, Cesareo, & Pastore, 2015). Social media has empowered
consumers to voice negative experiences and opinions about products or services with reduced physical and
psychological costs.
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ABSTRACT

The context of customers’ empowerment has been well examined for decades now, yet limited theoretical insight is
present on the effect that social media has to online customers’ detrimental behaviour. The two have been examined
as mutually exclusive concepts. A stream of researchers explains the two in terms of their origin. Other scholars
reveal insight into how customers perceive engagement, explaining their stance in social media in terms of
procedural and interactional justice theory, while others suggest that the trajectories of the two are the result of
customers’ experience of financial loss from the company’s activity. Though such an insight provides rich
explanation, there is limited insight into how social media influence consumers’ engagement in online negative
word-of-mouth (nWOM). This project examines the phenomena in the context of electronic word of mouth (hWOM),
aiming to generate conceptualization and to reveal holistic insight to enrich extant theory applicable among
practitioners.

Keywords: Social media, service failure, recovery strategy, customer expectation, customer satisfaction.

INTRODUCTION

With the advent of the Internet, people’s reconsideration of communication forms took place, defining the construct
of social media. While at first social media was discerned as a platform to ease communication with friends and
family, soon enough social media was honed to become an imperative communication tool among organizations and
customers. Social media comes in different platforms with the most frequently used ones being Facebook, Twitter,
and Linkedin. Companies no longer seem to be able to bracket the self from the online environment, and the multi-
dimensional nature of social media accounts for a mutually inclusive usage of the platforms. The 13 per cent
increase of social media users every year directs companies towards the construct of marketing platforms inclusive
of the social media (Chaffey, 2018). An empirical horizon on the social media users is evident, although the research
succeeded in providing objective truth only on the demographic characteristics of customers.

A rationale to explain customers’ online dialogical and behavioural activities is yet to be fully understood,
although the consensus that the companies should be standby loop observers of online customers has been
acknowledged (Azemi and Ozuem, 2016; Felix et al., 2017). This reassures companies of their efforts to have online
customers under control. As research has increasingly demonstrated, social media has empowered customers
particularly in regard to their capability to complain and spread negative word-of-mouth if dissatisfied with the
provider (Pang et al., 2014; Ozuem et al., 2016). Rather than an overlap, the simultaneous usage of numerous social
media platforms provides reassurance of a company’s efforts to be closer to its online customers.

Theoretical Background

While women (rather than men) aged 18 to 29 seem to be the main user group of social media platforms (Pew
Research Centre, 2018), the literature presents no absolute truth on how demographics explain the risk inherited in
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online complaints or negative word-of-mouth (Lin et al., 2011; Chen et al., 2018; Ozuem et al. 2017). These
characteristics set the ground for companies’ social media choices in terms of market segmentation and allocating
messages and marketing activities to existing and potential customers. As York (2017) suggests, ‘the best marketers
you’ll come across don’t sleep until they have a better idea on their audience and segmentation strategy’. Weitzl and
Hutzinger’s (2017) contextualization of such a risk goes beyond the provider-customer online communication, to the
impact that online service recovery provided by an advocate has on bystanders. The authors examined the advocate-
bystander interaction in relation to accommodative and defensive recovery strategies. They have identified the
former with the apology, and the acknowledgment of the problem, and the latter with the company’s refusal to
acknowledge responsibility for the failure and its attempt to apportion the failure fault to a third party. This study
suggests an increased positive perception of bystanders towards companies that use accommodative recovery
strategies. This is in line with Ozuem and Azemi’s (2018) implication for increased customers’ trust of third-
parties’ actions compared to those taken by the companies. These authors have also discussed employees’ negligent
practices in terms of the ‘customer is the king’ notion. According to them, such a notion is even more evident to
online customers whose revenge against the company is well facilitated by the online environment.

Chen et al. (2018) examine the company’s attempt to make customers who complained happy through
financial compensation. According to them the customer’s satisfaction with the recovery is mediated by the theory
of morals. Their findings suggest that whenever the customers perceive the failure as a moral one, compensation has
no positive impact on customer satisfaction. According to this study, the implication remains that the risk level
inherited in social media is explained by customers’ perception of what counts as a morally constructed failure-
recovery experience for them. Hazée et al. (2017) recommend co-creation as a recovery strategy that manages the
online risk. They insist on co-creation as the recovery strategy that generates customers’ satisfaction and repurchase
intent. According to them there is no balance of satisfaction across high and low equity brands, implying an
increased importance of co-creation with the latter. Sharing Hazée et al.’s (2017) explanation of high equity brands
as those that ‘convey quality signals that can reduce customers’ uncertainty’ (p. 102), well-positioned companies
seem to encounter less risk from customers’ empowerment in social media. While this reveals an attempt to situate
some organizations in the safest stance, their online presence endorses the idea that social media reveals no
favouritism across companies. All types of companies inclusive of the largest ones such as Apple and Amazon are
exposed to online complaints and negative word-of-mouth.

Managerial Implications

Lamb et al. (2018) talk about social media in terms of customer services and their closeness to customers. The
intersection of the two refers to the imperative of having employees that deal with online customers in real time.
Ozuem and Azemi (2018) further emphasize the daunting that employees face in dealing with online customers. For
Ringberg et al. (2007), and Schoefer and Diamantopoulos (2009), the starting point of employees’ challenges comes
from the diversity of customers’ perceptions towards their experiences. Ringberg et al.’s (2007) and Schoefer and
Diamantopoulos’ (2009) studies focus on customers’ power over the provider in the context of offline services,
explaining it as an experience constructed by the provider and the customer in isolation. In the online context, the
power is enhanced by other reviewers or individuals that become engaged in online activities such as ‘likes’ and
tweets for Facebook and Twitter respectively. This calls for marketing programmes that go beyond the objectivist
and structured odds, including the cultural grounds of the customers’ perceptions. This will lead to employees’
behaviour that is asymmetrical to customers’ expectations, resulting in a successful management of online customers
regardless of the variety of their perceptions. Knowledgeable employees decode online customers’ perception,
making the experience readable enough to decipher forms that trigger customers’ online stance.
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ABSTRACT

With the increasing number of smartphone users, smartphones have become the most influential tools for marketing,
facilitating companies to be in touch with consumers at anytime. A recent and rapid shift in consumer shopping
behaviour has led to a considerable growth in shopping activity using smartphones. A drastic change in the retail
market is occurring due to the greater number of smartphone users and their changing shopping habits. Despite the
explosion of empirical and theoretical research on smartphones and consumer behaviour, there remains a need for
understanding and identification of the links that affect consumer purchase intentions via smartphones amongst
consumers. This paper focuses on the mediating role of smartphones on consumer purchase intentions in the UK
fashion market. The factors such as attitude, motivation and trust are analysed in depth to understand their role to
influence consumer purchase intentions by means of smartphones.

Keywords: Smartphones, mobile shopping, mobile application, purchase intention, attitude, trust, motivation.

INTRODUCTION AND BACKGROUND

In the field of digital marketing, the use of smartphones has developed rapidly in the last decade, attracting
significant attention in business, industry and academia (Ozuem and Mullo, 2016). Smartphone capabilities to
converge and compute have evolved to communicate and facilitate interoperability that influences the functions
and services in different industries (Pantano and Priporas, 2016). Smartphones have exchanged the approach
consumers used to shop in the past with the new opportunities available that enable them to gather information
about the products, to compare prices from different sources, to check availability, and to buy products online using
their smartphones (Yang and Kim, 2012; O’Keeffe, Ozuem and Lancaster 2015; Pescher et al., 2015; Fuentes and
Svingstedt, 2017; Hongyan and Zankui, 2017). This has impacted immensely on the purchasing intentions and
behaviour of consumers by shaping their motivations to shop in ways that provide an enhanced experience.
Therefore, smartphones and their new technical features have enabled consumers to shop around the world at their
convenience in terms of time and place, reshaping shopping trends and consumers’ intentions.

Despite the fact of the increasing popularity of using smartphones to shop online among consumers,
research into smartphones and their influence on consumer purchase intentions has been scarce (Chinomona and
Sandada, 2013; Holmes et al., 2013, Spaid and Flint, 2014; Rahim et al., 2016). The research done on smartphones
to date has mainly focused on the mobile advertising (Lu and Su, 2009; Ko et al., 2009; Shanker et al., 2010;
Skeldon, 2011; Li et al., 2012; Kourouthanassis and Giaglis, 2012; San-Martin and Lopez-Catalan, 2013; Hongyan
and Zhankui, 2017), acceptance and use of the smartphone technology (Kim et al., 2009; Yang, 2012; Schuster et
al., 2013; Zhou, 2013; Cliquet et al., 2014; Agrebi and Jallais, 2015), and consumer attitudes regarding smartphone
marketing (Persaud and Azhar, 2012; Lamarre et al., 2012; Yang and Kim, 2012; Goh et al., 2015; Pescher et al.,
2015). In the digital marketing field, it is evident and can be argued that smartphones and their influence on
consumer purchase intentions is the least researched area. It is therefore increasingly important to understand the
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minds of consumers and to gather data on what they think about using smartphones for shopping. At the same time,
it is also important to explore and identify the links where customers seem to be associated and the factors they
consider while purchasing through their smartphones.

Mintel (2017) research suggests that the online fashion market in the UK accounted for 38% of total
clothing sales in 2017, and is estimated to reach more than double to 79% in the next five years by 2022 (Ofcom,
2018). However, there is a growing concern connected with a perceived *buy-now’, ‘wear-now’ mentality amongst
customers that increases the demand for convenient shopping to suit increasingly hectic and busy lifestyles (Kim
et al., 2017). This has given rise to a new trend of purchasing clothes online using smartphones through mobile
apps or purchasing through websites (Barrutia and Echebarria, 2013; Ying and Meyer, 2016). Many assumptions
about the impact of the smartphones on the fashion market exist; however, less research has been done due to the
epistemological and ontological compatibility difference. Hence, this study will be based on empirical evidence
relating to smartphones’ influence on consumer purchase intentions, particularly on the UK fashion industry.

CONTEXTUALISATION: SMARTPHONES

The term ‘mobile phone’ has been replaced and the equipment is now referred to as a ‘smartphone’ in the market,
integrating services with enhanced features including camera, navigation, recording/editing voice or video,
computing features of using Microsoft office, receiving and sending email, mobile apps for social interactions, QR
(Quick Response) codes for shopping and many others services using internet via 4G or Wi-Fi (Wireless Fidelity)
(Chinomona and Sandada, 2013). In fact, the smartphone is a high-featured programme device that enables users
to enhance their personal as well as business activities (Fuentes and Svingstedt, 2017). Consequently, the
smartphone has become an integral device that provides users to carry out different tasks without any time or place
limitations. Technological advancement and accessibility of high-speed internet has facilitated the growing number
of smartphone users (Cliquet et al., 2014). In addition, the development from 3G to 4G internet access on-the-go
has enriched their browsing experience in smartphones (Agrebi and Jallais, 2015). CNBC International (2018,
00:01:02) explains revolutionary 5G internet access will have quick response time of 1 millisecond, “400 times
faster than a blink of the eye” which will surely boost the wusage of smartphones
(https://www.youtube.com/watch?v=2DG3pMcNNIw).

The smartphones have become more affordable with decrease in prices that has led to a high number of
smartphone users emphasising the change in consumers’ behaviour, lifestyle and decision-making processes
(Schuster et al., 2013; Ozuem, Pinho & Azemi, 2016). It has been established that shopping activity using
smartphones has grown exponentially with the change in attitude towards shopping online (Lamarre et al., 2012;
Goh et al., 2015). The growing humber of smartphone users and the indifferent shopping behaviour of consumers
have opened up great opportunities for retailers to incisively mark their presence online by creating friendly
websites and mobile apps to achieve robust customer relationships with the ultimate aim of driving business
(Kourouthanassis and Giaglis, 2012). As a result, smartphones have become a new medium for shopping to the
extent that their usage has transformed the approach to mobile shopping. There is a growing consensus within
academics and practitioners relating to the emerging trend of mobile shopping in attracting, engaging and providing
a seamless experience of shopping to the consumers by means of smartphones (San-Martin and Lopez-Catalan,
2013). However, there is a wider scope for scholars and practitioners to conceptualise about the factors that
consumers keep in mind while using smartphones when shopping and the importance of the role of smartphones in
augmenting their purchase intentions.

SMARTPHONES AND CONSUMER PURCAHSE
INTENTIONS
There is considerable evidence in the extant literature that the increased trend by consumers to use smartphones
has influenced their buying habits and patterns (Skeldon, 2012; Kumar and Mukherjee, 2013). Spaid and Flint

(2014) state that smartphones with their high-technology features are not only restricted to making and receiving
calls, but can also be used to search products, gather relevant product information, compare prices and read reviews
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(Rahim et al., 2016). Therefore, the overwhelming abilities of smartphones have provided a platform for the online
retailers where they can influence consumers’ purchase intentions.

Past studies have mainly emphasised identifying the significant variables that affect consumer shopping
behaviour using mobile phones (lbrahim et al., 2013; Agrebi and Jallais, 2015). Some scholars have identified
attitude, competence, and perception as the main variables that influence consumers shopping behaviour (Persaud
and Azhar, 2012; Goh et al., 2015; Pescher et al., 2015; Azemi and Ozuem, 2016), whereas, other scholars have
considered motivation and trust as the main factors playing major roles in consumers’ use of smartphones for their
shopping activities (Holmes et al., 2014; Cao et al., 2016). Following and analysing current literature, it is evident
that there is an inter-relationship between smartphones and consumers’ purchase intentions. Nonetheless, the
literature in question emphasises identifying the factors that affect shopping behaviour in a mobile environment
rather than how smartphones play a significant role influencing consumers’ purchase intentions.

Some research has been undertaken to explore aspects of mobile marketing and consumer shopping
behaviour by implementing the Technology Acceptance Model (TAM) (Lu et al., 2003; Lamarre et al., 2012). Such
research has shown positive outcomes for attitude, where consumers demonstrate positive feelings towards technology
(Venkatesh et al., 2003; Park et al., 2006). However, very little research has produced a negative outcome for attitude
where consumers had lack of experience in using the technology (Kumar and Mukherjee, 2013; Spaid and Flint, 2014;
Ozuem, Borrelli, and Lancaster, 2016). There are some mixed views amongst academic scholars as to the application
of TAM model with the limited variables and lack of dynamism in the model (Davis et al., 1989). Therefore, it can be
argued that acceptance and usage of smartphones does not directly influence consumers’ purchase intention. However,
there is a need to understand the links that customers associate with using smartphones that persuade in their purchase
intentions.

According to Parker and Wang (2016), motivation is a significant aspect in studies of mobile shopping.
Motivation discusses the extent to which consumers are stimulated to buy products and services. In terms of online
shopping behaviour, utilitarian shoppers are more cognitive (Scarpi, 2006); whereas hedonic shoppers identify with
entertainment and enjoyment (Park et al., 2006). Although the perspectives on motivation contrast with each other,
they have significant roles in influencing consumers’ purchasing behaviour online. Holmes et al., (2014) suggest that
trust can be considered as one of the prominent factor that can increase purchase intentions amongst consumers.
Furthermore, Cao et al., (2016) associate trust with mobile marketing by emphasising the centralisation of mobile
apps with their app store on an iPhone or a play store on an android phone. They provide reliability of the website,
and quick responsiveness on email with the provision of confidence to consumers to shop using smartphones.
However, online retailers are required to enhance their online websites and mobile applications for smooth, relevant,
timely and trustworthy shopping experiences via smartphones. Altogether, these studies imply that it is crucial to
understand the complex structure of mobile shopping as it includes a variety of shopping activities.

CONCLUSION AND MANAGERIAL IMPLICATIONS

Smartphones provide the luxury of allowing customers the freedom to shop whenever and wherever they like without
the usual high street retail restrictions (Boyle, 2013). The growth in the number of people using smartphones to search
for and buy clothes through company websites or mobile apps has been exponential (Ying and Meyer, 2016).
Therefore, it has become necessary for online retailers to market themselves and develop a clear presence in online
environments to establish meaningful bonds with their customers to develop their businesses. It is significant for online
retailers, including the clothing sector, to capitalise on the digital world and influence consumers’ purchase intention
by building powerful mobile sites and mobile applications (Skeldon, 2012). The reason being the online retailers need
to enhance their mobile commerce strategy, due to the fact that mostly consumers use their smartphones as the first
point of contact to search for the product and relevant information about it. The better the experience the consumers
have at their first point of contact on smartphones, the greater the chances of consumer buying the products, with a
high retention rate.

The study of Ozuem and Mullo (2016, p. 159) opined the consumers’ “positive attitude and purchase intention
are inter-related’. Many other researchers have related attitude with behaviour (Persaud and Azhar, 2012; Pescher et
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al., 2015). This has been supported by Lamarre et al., (2012) study and clarifies that the likelihood of buying the
product increases when the consumers’ attitude is inclined towards the specific channel. Therefore, the customer’s
attitude to using smartphones to find product information influences the purchase intention and the likelihood of the
consumer purchasing the product by means of smartphone. At the same time, retailers also need to pay attention to
motivating factors that increase the retail channel’s promoting and selling of products online (Scarpi, 2006). For
example, a consumer’s use of a smartphone as a pre-purchase activity to find the product and look for great deals can
be referred to as the strategy of goal-oriented motivation, where retailers can attract price-oriented customers (Parker
and Wang, 2016). Hence, retailers should offer promotional discount vouchers, special deals on mobile applications,
free delivery, click-and-reserve, buy now pay later and many other strategies to motivate customers to buy from their
websites and mobile applications.

Cao et al., (2016) referred “trust’ as the bridge between consumers and retailers where they share empathy in
their relationship. In digital marketing, trust has emerged as one of the main factors of buying products online. Due to
lot of hacking and misuse of internet use, the consumers’ have become nervous about buying online and the sales of
the companies have been affected (Appiah, Ozuem and Howell, 2017). The retailers should guarantee and promote
their website or mobile application as being safe and secure to use on the social media to build trust. They should also
offer some money-back guarantee if a fraudulent transaction through a website is revealed. The website should be
enhanced with using the technology of two-factor authentications, sending codes on the smartphone and confirming
details with the payment. Overall, it is central for retailers to provide smartphone users’ flexible, convenient, and
secure medium for shopping with smartphones, in order to influence consumers’ purchase intentions.
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ABSTRACT

Over the last decade, online banking has emerged as one of the most profitable e-commerce applications globally.
Although previous research has focused on a number of factors that impact on the adoption of information
technology or online banking in developed countries, there is limited empirical work which focuses on the
challenges of adopting of online banking in developing countries. Researchers and practitioners have identified
many factors which influence customers to embrace online banking. Therefore, the aim of this paper is to develop an
understanding of the critical elements that determine consumer decisions in relation to online banking in
Bangladesh and to provide relevant ideas to banks as to how they can retain customers that use online banking. The
paper also develops a model to conceptualize the barriers to the adoption of online banking in developing countries
which eventually will deliver long-term benefits for the banking industry in Bangladesh.

Keywords: Online banking, issue, and challenges, developing countries, acceptance of online banking.

INTRODUCTION

It is widely recognized that banking sector efficiency in any country influences that country’s economic growth.
Hence, a strong and growing financial sector is recognized as an important tool for maintaining a country’s overall
financial stability (Al-Smadi, 2012; Al-Jarrah, 2012). Online banking is experiencing rapid growth in developed
economies such as the US, UK, Canada, Austria, and France (Tarhini et al., 2015). However, online banking is still a
relatively new phenomenon in developing countries like as Bangladesh.

A recent descriptive literature review shows that the interest in the topic of online banking adoption grew
significantly between 1999 and 2012 and remains a popular research agenda (Montazemi, & Qahri-Saremi, 2015,
and Hanafizadeh et al., 2014). To review extent literature it has been found that there are numbers of studies
undertaken in developing countries for example in Malaysia (Yu, Balaji, and Khong, 2015), in Nigeria (Tarhini, et.al
2015), in Turkey (Orug, and Tatar 2017), in Ghana (Boateng, et. Al 2016), in Pakistan (Raza et.al 2015), in Kerala
India (George and Kumar 2013), in Columbia (Yoon, and Steege 2013), in Iran (Hanafizadeh and Khedmatgozar,
2012) and so on.

However, most interestingly it also found that by reviewing 165 literature about online/internet banking
adoption from 1999 to 2012 (Hanafizadeh et al., 2014) there was no study conducted in Bangladesh. Despite the fact
there were few works published on banking sector but they did not focused on purely an issue and challenges of
adoption of online banking for instance Siddik et al (2016) focused on the impact of e-banking performance on of
bank, Rahman et al (2016) focused on factors affecting the adoption of HRIS (Human resources Information
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System), Hoque et al (2015) focus on adoption of E-commerce in Bangladesh, Ahmad et al (2012) problem and
prospects of mobile banking. Hence, it shows that literature pays less attention to the issue and challenges of
adoption of online banking developing countries, especially in Bangladesh.

Therefore, the primary purpose of this paper is to explore potential factors that influence customer’s
adoption of online banking in Bangladesh. The paper will also develop a model to conceptualize the barriers to the
adoption of online banking in developing countries which eventually will deliver long-term benefits for the banking
industry in Bangladesh.

CONTEXT: ONLINE BANKING

Across the world, retail banks face a number of opportunities and challenges due to new financial systems,
structures, and strategies. The internet has been the driving force of the new economy and has given rise to online
banking; a new and increasingly popular way of banking (Mukherjee & Nath, 2007).

Much attention has been given to the adoption and acceptance of technology and its uses in financial
institutions, particularly in terms of providing technologically-induced customer services and retention strategies in
developed countries. Academics and practitioners have paid less attention to the dynamics and nature of
technologically-induced customer services in developing countries, especially in terms of Internet technologies in
Bangladesh. This has raised questions the nature and understanding of technological adoption and technological uses
in developing countries (Al-Somali, 2009; Mols 2001; Nielsen 2002; Daniel 1999).

Online banking in Bangladesh is a relatively new phenomenon. Some private and foreign banks offer
online banking services, however, uptake of the phenomenon has not been as pronounced in public sector banks.
This is perhaps because customers lack the confidence to try online banking services. It is also perhaps attributed to
the observation that customers are mainly based in rural areas and are not as familiar with technology and the
internet. In terms of Bangladesh, very few studies have concentrated on the issue and challenges of online banking
in the banking sector. Those that are available are descriptive in nature, and research has yet to establish the extent
of adoption of online banking systems. (Siddik et al., 2016).

A study conducted by Rahman et al., (2017), stated that Bangladesh, as a third world nation has much to do
to reach the standards of a global banking system. Electronic banking is a relatively new concept in Bangladesh.
Formerly only foreign banks operating in Bangladesh like Standard Chartered Bank and HSBC provided online
banking. These foreign banks managed to gain competitive advantage with the introduction of electronic banking for
the first time in Bangladesh. As result, local commercial banks started to lose market share.

Therefore, the goal of this paper to gain a better understanding of the adoption process, and develop
strategies for greater adoption, more knowledge of the factors influencing online banking adoption by customers is
required. Such knowledge would be especially useful in developing economies where banks still lag behind their
counterparts in developed countries in the levels of online banking adoption by their customers.

CHALLENGES FACING ONLINE BANKING

Technology acceptance plays an important role in the business world today, especially as regards online banking.
Customer acceptance of online banking services has been considered a cornerstone for the success of e-commerce.
Without such acceptance, banks cannot achieve their objective of investing in technology. Online banking service
acceptance has become a critical issue in the business world. Although online banking services have been widely
adopted in various developed countries, the adoption of internet banking services in developing countries has been
slower than anticipated. That is, in developing countries, online banking services have not been used as much as
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they could or should have been (Al-Ajam and nor, 2015). Acceptance of online banking by customers is influenced
by many factors and it is necessary to take these into account. Some of these factors are discussed below:

Trust

Trust is usually defined as a willingness to trust another party because of faith, expectations or feelings that they will
act in the interest of the trusting party (Yu, Balaji, And Khong, 2015). In terms of economic activities trust is crucial
and involves a degree of uncertainty in terms of outcomes (Montazemi, and Qahri-Saremi, 2015).

Van Esterik-Plasmeijer (2017) recognized six determined competence, stability, integrity, customer
orientation, transparency and value congruence. Moreover, they also included personal trust, banking system trust,
bank loyalty and bank trust as factors. The authors suggested that the impact of banking system trust on bank trust is
stronger than the reverse causality of bank trust on banking system trust . In addition, they also found that bank trust
mainly depends on personal experiences with the bank.

Moreover, fears in relation to data safety and privacy invasion compound the uncertainty surrounding
online services. Thus, trust in online banking is essential to mitigate the uncertainty of financial transactions to
attract consumers (Montazemi, and Qahri-Saremi, 2015).

Security and Privacy

A perceived potential loss due to fraud or compromised safety in terms of internet banking can be defined as
security (Yoon and Steege, 2013). According to Liao, Liu and Chen, (2011) financial transactions are one of the
primary activities of internet banking. Therefore, using IT devices to make financial transactions presents numerous
risks for customers since criminal acts can be performed quickly and without any physical contact. Furthermore,
many customers believe that by using online banking service they are vulnerable to identity theft. Given the volume
of products and services offered through online banking, consumers are increasingly concerned about security
issues. If unauthorized people are able to get access to internet banking portfolios, there might be considerable
financial loss and financial information may be in jeopardy. Therefore, the most important categories of online
banking are likely to be security risks related to potential loss because of deficiencies in the operating system or the
misappropriation of funds through illegal external access (Yoon and Steege, 2013).

Many researchers have therefore underscored the importance of and privacy in online banking as a
consequence of the growth in online fraud (Dauda and Lee, 2015). Therefore, from a customer perspective, security
is an important characteristic when it comes to considering online banking as an option.

Convenience

Convenience is another motivation for customers to use the internet. Latimore et al. discovered that, where possible,
87% of internet banking customers prefer to complete transactions on one site. Aliyu (2014), considered
convenience to be an influential factor in terms of online banking and suggested a direct relationship between
technology and behavior in the adoption of online banking. For example, numerous online banking customers prefer
to pay their bills electrically and automatically. They view and print monthly bank statements, and purchase stocks,
insurance, and other financial offerings. For this reason, companies with expansive product lines may be able to
attract large numbers of customers to their sites. In addition, introducing new forms of products/ services to the
market-place appeals to customers whose needs are unfulfilled by existing offerings (Dauda, and Lee, 2015).

According to Clemente-Ricolfe, (2017), many other authors have pointed out that convenience is an
important aspect in user’s perceptions of online banking. As a result, it is possible to access banking services from
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anywhere and at any time and this has had a significant impact on online banking use. Therefore, convenience is a
key element in the use of online banking services.

Personal Innovation

Personal innovation represents the degree to which an individual is willing to test a new innovation. In terms of new
information technology personal innovation influences individual perceptions significantly (Agarwal, and Prasad,
1998). Moreover, the authors identify personal innovation as symbolizing a risk-taking propensity that exists in
certain individuals and not in others.

Personal innovation is a significant determinant of the perceived ease of use of information technology.
Moreover, innovative people tend to envision the potential benefits and advantages associated with innovation in its
early stage of diffusion. Empirical findings show a significant positive relation between consumer innovation and
their intention to try new technology (Montazemi, and Qahri-Saremi, 2015).

Additionally, Al-Ajam and Nor (2015) suggested that in order to effectively attract more innovative
customers, banks should pay more attention to improvements in their existing online financial services, They should
also make efforts to innovate new online financial services. In addition, bank advertising should detailed information
about the innovative features of their internet banking services to capture the attention of customers and to influence
their behavior.

To sum up, it can be said that there are a number of barriers to the uptake of internet banking such as
service quality, website customization, usages, value, and convenience.

ACCEPTANCE OF ONLINE BANKING AND CONCLUSION

Various studies have been conducted in many developed and developing countries in relation to online banking. A
number of theories in relation to technology adoption and acceptance have been widely publicised alongside a
number of best practices and implementation advice in the context of online banking. Moreover, there are many
factors that banks should account to maximize the use of online banking and support from government is strong
amongst these. Some of the steps that banks could take to minimize these barriers are discussed here. Moreover,
public sector banks in Bangladesh should consider strategies from other developed and developing nations to
influence the acceptance of online baking.

In addition, another study was conducted by Lallmahamood (2007) in Malaysia to explore the impact of
perceived security and privacy with the intention to use online banking. To examine the above perception an
extended version of the Technology Acceptance Model (TAM) was used and a survey elicited 187 responses,
mainly from urban areas in Malaysia. The findings revealed that amongst the reasons for the adoption of online
banking are a convenience, ease of use and time-saving. Conversely, privacy, trust, and security were amongst the
main barriers to uptake. This suggests that security concerns and privacy protection are perceived to be part of the
overall service provided by the online banking service providers. Furthermore, to raise the level of customer
confidence in the industry other factors such as password security levels and the provision of e-payment gateways
for e-commerce transaction are likely to help. Finally, it was also found that the acceptance of online banking
interaction in local languages (Bahasa Malaysia) had no impact.

The research was also conducted by Orug, et al, (2017) using a structural equation model to investigate
factors that determine an individual's intention to use online banking amongst academics in Dokuz Eylul University
campuses in Turkey. The study showed that communication and the convenience of online banking had the
strongest effect on increasing customer adaptation. Moreover, the study provided bank managers and policy makers
an insight into the most influential factors that determine uptake amongst this specific population and
communication and convenience were particularly valued. For this reason, banks should concentrate on providing
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sufficient guidelines regarding their internet banking services. Banks should plan awareness campaigns to minimize
perceptions of risk amongst customers and to increase their confidence in online banking by communicating the
benefits and advantages over other traditional channels.

In their study of online banking in Nigeria Ozuem et al (2016) identified security, literacy and poor
infrastructures as the main barriers to online banking uptake in sub-Saharan African countries. In a practical context,
in the management government and institutions are involved. Therefore, design, provision, and the monitoring of
online banking should ensure that customers and users are not subjected to fraud and identity theft as these
negatively influence customer adoption. In addition to monitoring, there should be a structure in place to promulgate
and enforce practices to guide the use of internet banking. Part of the task of monitoring the internet is providing
customers and members of the public with information on security breaches and what implications these might have
for consumers. In such a way negative pre-conceptions can be challenged and positive attitudes developed. To make
the internet available to as many people as possible Governments can play a pivotal role in ensuring adequate
provision of telecommunications so service providers. Moreover, to create awareness and educate members of the
public on the concept of internet technology banks should invest in purposeful and integrated marketing
communications. Furthermore, by using SERVQUAL and other applicable models to determine how much their
services have improved over time banks should continue to measure their level of service quality.
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THINK GLOBALLY, ACT LOCALLY - HOW
INTERNATIONAL CORPORATIONS ADJUST THEIR
CSR STRATEGIES TO LOCAL MARKETS
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ABSTRACT

Globalization phenomenon constitutes a subject of study for many scientists interested in economic, technological,
cultural and political environment and processes. Uneven economic and political development of countries has built
a growing interest in disproportions between social aspects of business around the globe. These disproportions give
companies opportunity to move their branches to less developed regions to cut operational costs, but also forced
them to act in order to make up for the negative impact that they may have on the local environment. These actions
are best visible when researching international companies, which to a great extent get involved in creating bonds
with local communities all over the world.

Keywords: Corporate Social Responsibility, corporations, strategy.

INTRODUCTION

The ongoing globalization, scientific and technological development, as well as changes taking place in global
economies and societies are the source of constant challenges that contemporary enterprises face. Especially in the
context of international corporations, the concept of competitiveness and profits earned takes on a new meaning, as
there are more and more discussions on striving for other uses of profits than just increasing the owners' capital.
Presently, the goal of enterprises is not only profit, but also the use of enterprise resources in order to gain a lasting
competitive advantage and build company reputation (Szwajca, 2014).

The concept of CSR can be traced back to the 1950s. Since then, CSR has undergone intensive
development and evolution. (Peng Low, 2016). In the literature one may find numerous definitions of corporate
social responsibility and many concepts showing how this responsibility manifests itself. However, what these
sources share, are the key areas of socially responsible activities, such as:

- sensitivity to social problems,

- determining the moral principles that guide a company,
- ethical values in running a business,

- care for the natural environment,

- dialogue with stakeholders,

- building relationships with the social environment,

- honest fulfillment of obligations.

These areas perfectly show that modern international companies are beginning to acknowledge the
interdependence between the right approach to clients, taking care of employees, engaging in the life of the local
community, and their business performance and development (Adamik and Nowicki, 2012; Stadkiewicz and
Wanicki, 2016). Corporate social responsibility has thus become an area of keen interest in the scientific community
around the world, which has made numerous attempts to define and describe the specifics of corporate social
responsibility.
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CONTEXTUALISATION: CORPORATE SOCIAL
RESPONSIBILITY

The first author to start a discussion on transparency in business activities was J.M. Clark, who in 1916 said “if men
are responsible for the known results of business dealings, whether these have been recognized by law or not”.
Professor T. Kreps, who first introduced social responsibility to scholar program invented the idea of “social audit”
as early as the 1930s. He was the first to have noticed the importance of reporting social responsibility by companies
(the idea of social audit was developed by G. Goyder in “The Responsible Company”, where the author stated that
social audit could be a management tool and a platform for challenging and influencing companies by stakeholders)
(Esposito, 2009). The next milestone for social responsibility studies was Peter Drucker’s “The Future of Industrial
Man” in 1942, which proved that every company, besides economic purpose, also has a social dimension (Drucker,
1942). In 1953 H. Bowen defined corporate social responsibility as “the obligations of businessmen to pursue those
policies, to make those decisions, or to follow those lines of action which are desirable in terms of the objectives and
values of our society”. (Bowen, 1953, 2013). When companies’ power in influencing the society has started being
linked to social obligations, K. Davis defined social responsibilities in 1960 as “the businessman’s decisions and
actions taken for reasons at least partially beyond the firm’s direct economic or technical interest... which need to be
commensurate with the company’s social power” (Davis, 1960).

In 1975 S.P. Sethi presented a three tier model of corporate social performance based on: social obligation
(response to legal and market constraints), social responsibility (addressing societal norms, values and expectations
of performance) and social responsiveness (anticipatory and preventive adaptation to social needs) (Sethi, 1975).
A.B. Carroll responded in 1979 with a proposed four categories of corporate responsibility model: economic (be
profitable — the foundation up which all others rest), legal (obey the law — law in society’s codification of right and
wrong), ethical (obligation to act right and fair, avoid harm), discretional / philanthropic (be a good citizen) (Caroll,
1979), which in 1991 he presented as a pyramid model (which since then has been validated by a number of studies)
(Caroll, 1991).

Numerous researches attempt to give an overview of corporate social responsibility (see Carroll & Shabana,
2010; Dahlsrud, 2008; Devinney, 2009; Freeman & Hasnaoui, 2011; Hess & Warren, 2008; Jamali, 2007; Jefe 2017,
Khan, Khan, Ahmed, & Ali, 2012, Lindgreen, Swaen, & Johnston, 2009; Silberhorn & Warren, 2007). They debate
whether corporate social responsibility is a strategy in the same meaning as any other corporate strategy, but they are
sure that it is a higher level of a business strategy based on win-win cooperation with corporate environment. CSR is
connected to corporate mission and competencies, but at the same time it can be used to attract profit and value for
the investors (Bakos, 2014; Kiran & Sharma, 2011) and strike a balance between profitability and morality (Mozes,
Josman, & Yaniv, 2011). One thing they agree on is that the “real” CSR strategy is intended to benefit all parties
(business and society) (Jefe, 2017), because sole maximizing profit is no longer the only objective of business, but it
is profit sharing that is the goal (Sharma & Kiran, 2012). Through CSR, companies are building strong relationship
with their stakeholders and as a result — they improve their competitiveness (Battaglia, Testa, Bianchi, Iraldo, &
Frey, 2014, Carroll & Shabana, 2010).

Taking into consideration the research on Corporate Social Responsibility, it can be defined that CSR is
building a strong connection between business decisions and ethical values, legal requirements, respecting
stakeholders and protecting natural environment. CSR is based on 5 elements: policies and practices, stakeholder
engagement, learning and improvement, communication and monitoring. Those elements are connected to four areas
of social responsibility: workplace (building an effective work environment, ensuring human rights, creating career
paths, etc.), marketplace (creating initiatives to improve social or environmental performance over the supply chain),
community (initiatives that address societal challenges and contribute towards national priorities), environment
(initiatives aimed to reduce negative impact on natural environment) (Sady & Guja, 2010).

Since the idea of corporate social responsibility officially appeared in Poland, every year it gains more and
more popularity. Nowadays consumers and employees expect from the companies, that they will engage in socially
responsible activities. The number of different initiatives undertaken in Poland to study the development of the
social responsibility idea shows that CSR is gaining more and more importance every year. Different NROs,
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consulting companies, scientists and social workers are attempting to define social responsibility and verify how it
operates in the local environment.

Since 2007 The Forum of Responsible Business in Poland (Forum Odpowiedzialnego Biznesu) together
with PriceWaterhouseCoopers, Deloitte, Global Compact Network Poland, Dziennik Gazeta Prawna (specialistic
Polish business newspaper) and other partners, organize a ranking of socially responsible companies. Since 2017 a
new classification of companies has been introduced: diamond level (leaders of excellence), platinum level (well
advanced companies) and crystal level (mature CSR). This ranking shows how companies operating in Poland
engage in socially responsible actions and how they implement CSR in their strategies. It also promotes the idea of
social responsibility and helps to appreciate the most socially engaged companies. The Forum of Responsible
Business in Poland since 2002 has also been publishing yearly reports of CSR activities of companies operating in
Poland.

In 2016 Regus — a Polish company- made a survey among 40 000 respondents. The survey showed that
47% of respondents paid attention to potential employers’ CSR actions while looking for work. 43% responded, that
if they had 2 very similar job offers from different companies, they would choose the company with a CSR strategy.
Those numbers show that not only companies want to employ socially engaged candidates, but also Polish
employees pay great attention to social responsibility. This proves the growing consciousness in the Polish society.

In the KPMG Survey of Corporate Responsibility Reporting 2017, KPMG has prepared a comparison of
4900 companies comprising the top 100 companies by revenue in each of the 49 countries researched in the study.
Poland is one of the studied countries. According to the research, a significant growth in the number of global CSR
reporting has been observed. In 2002 only 18% of companies published CSR reports, while in 2017 75% of
companies reported their CSR. In Europe the rate in 2017 was 77%, while in Poland alone it was 59%. The authors
of this paper, inspired by the rising number of CSR reports in Poland, decided to study whether CSR in international
companies is unified for all the markets, or does those markets have their own separate CSR strategies.

The presented study fills a gap between general CSR research, concentrating on activities undertaken by
various types of companies in Poland, and the studies conducted in the global context. This paper will show how
corporations try to combine the global approach with respecting local environment and participating in its life.

RESEARCH DESIGN

In this article, the Authors present a cross-section of definitions of corporate social responsibility, especially in the
context of international enterprises. International corporations are a very interesting area of research in this field
because, on the one hand, they engage in socially responsible activities in the most comprehensive way and have the
largest budgets for the implementation of their CSR strategies; at the same time (mainly due to the scale of their
operations) they can affect their social and natural environment. The scale of their activities increases the possibility
of exerting influence on the environment, both in the country of origin and in all countries in which their foreign
direct investments are located. This impact may take on a favorable dimension (e.g. charitable activities or
development of local infrastructure) as well as unfavorable (e.g. pollution of natural environment or exploitation of
child labor).

The example of multinational corporations shows the issues of undertaken corporate social responsibility
activities and attempts to present actions that these enterprises can take to reduce this negative impact, in line with
the idea of sustainable development. Corporations are the engine that fuels globalization processes (Ogrean, 2012),
and therefore their influence on their environment is vast. It would seem obvious to many that the industry in which
a company operates might play a role in the corporation’s CSR reporting (Kunz, 2016) and so their CSR activities
may be related to this environmental impact. Another interesting dilemma focuses on whether to create a global
standardization of CSR across operating units or to respond to local market drivers (Bondy, Starkey, 2014).
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Research problem

The study presents the Authors’ own research on international corporations operating in Poland. The Authors
attempted to investigate how international companies transfer their global CSR strategies onto local markets, on the
example of Poland. The research carried out was aimed at identifying ways of creating CSR strategies on local
markets, which can be based on three pillars:

1. International strategy (unified strategy for all markets);

2. Strategy fully adapted to the local market;

3. Mixed strategy - part of the strategy is unified for the company in all countries, some activities are adapted
locally.

In their study, the Authors also took into account lack of CSR strategy in a company, yet in the case of
international corporations, having such a strategy became an unofficial requirement. This view follows the idea of P.
Kotler, one of the most important representatives of management, that corporate social responsibility is a
commitment to improve community well-being through discretionary business practices and contributions of
corporate resources (Holme, Watts 2000, p. 6). Therefore, the public and the stakeholders expect a corporation to
share prosperity, care for the local communities and the natural environment as part of its activities.

Research methods

This research was conducted on several international companies operating in Poland, representing various industries
and different approaches to the concept of corporate social responsibility. In order to obtain the widest possible
range of information, the Authors applied a variety of methods for collecting information, the most important of
which were the surveys carried out in 50 corporations. Other data was obtained through the study of CSR reports of
companies and their public websites. Additionally, mini interviews were conducted with the representatives of 18
corporations during the 7th CSR Fair in Warsaw, Poland. These interviews were both individual and conducted with
the use of the diad method. During the interviews, the respondents' reactions to particular questions and their non-
verbal behaviors suggesting emotions related to a given issue were also observed. They could reveal how
"uncomfortable” a question was, whether it was easy for the respondent to answer it, and whether they thought about
the answer for a long time or chose the words carefully. Therefore, the researchers used triangulation of methods,
consisting of a combination of many research methods in the measurement; and triangulation of data, meaning a
comparison of information from many sources. This form of analysis is aimed at limiting the possibility of making a
mistake and maintaining the reliability and validity of inference. The study used different methods of data analysis,
and the explanations were formulated on the basis of many viewpoints.

The grounded theory, first mentioned by Barney Glaser and Anselm L. Strauss, as a strategy for conducting
qualitative research, is based on three principles: not adopting initial hypotheses at the beginning of the study (to
avoid the influence of existing theories; open approach); a continuous comparison of the collected empirical
materials, leading to concretization of codes and highlighting the most important categories; and theoretical
sampling (selecting a sample in a manner suitable for broadening the knowledge about the problem, providing the
most diverse research material to exhaust the topic) (Glaser & Strauss, 1967). When applying the grounded theory, a
researcher does not determine the sample size at the beginning of the study. The number of objects studied evolves
as the research goes deeper into the subject, and further objects are added until theoretical saturation is reached. It is
only during the research that we are able to determine which research observations are still missing. Theoretical
saturation is the moment when further acquisition of information will not enrich the knowledge gained about the
phenomenon being researched, and this is the researcher's subjective decision. (Jemielniak, 2012)
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THE FINDINGS OF THE STUDY AND THE DISCUSSION

Even though corporations nowadays convince their stakeholders, that they pay great attention to their environment
and that social responsibility constitute part of their corporate strategy, the study has shown, that only 61% of these
companies’ Polish branches had an employee responsible for corporate social responsibility. Usually this person’s
post is named CSR leader or CSR expert, which indicates that one specializes in the area of CSR. Often it is also the
Marketing Manager or Employer Branding Coordinator, who is responsible for CSR, which may lead to a
suggestion, that those companies treat CSR as one of marketing tools.

It is interesting that 89% of the studied companies have a post or department responsible for CSR in their
headquarters, 61% have them in Poland, whereas none of the studied companies had a strictly global CSR strategy.
66.7% responded, that they have a mixed CSR strategy — a part of the strategy is global and unified for all markets
they operate on, and part of the strategy is adjusted to local conditions and expectations of local stakeholders. The
rest of the companies (exactly 1/3 of the respondents) admitted to having a purely local CSR strategy — fully
adjusted to individual local markets.

After figuring out if the strategy is local, global or mixed, the next subsequent step was finding out whether
those strategies were controlled bottom up or by the headquarters. 27,8% of the companies declare, that their CSR
strategy is created in a top-down and intended way by the headquarters and 11,1% admit to having a fully bottom-up
("emerging") strategy, where teams or sole employees can submit ideas for actions. The rest of the respondents
(61,1%) replied that their strategy is mixed - a part of the strategy is created in a top-down way, other part in a
bottom-up way. This mixed strategy is the most popular one, because it allows the headquarters to give a general
direction of CSR, and local branches are at the same time able to complete this strategy with local actions, best
suited for their cooperation with local environment. All of the companies have an ethical code globally, which seems
to be a standard nowadays, but only 66% have an additional, local ethical code. This also proves, that corporate
strategy created in the headquarters is still considered as the most important and superior to local strategies. This
overthrows the concept of cooperation and equality between business units of the same company.

When asked about the continuity of the CSR strategy, only 1/3 of the companies has continuous CSR
strategy and in contrast - almost 28% declare ad hoc CSR actions (“we respond to emerging needs”) and having no
continuous projects or cooperation. The exact same amount of companies declare, that some of their CSR activities
are continuous and some of them are ad hoc. More than 11% of the companies admit, that they don’t think about
CSR in a strategic way, but they prepare charity actions from time to time (not regularly). This topic was broadly
discussed during diad and triad interviews and the results were not a surprise. Corporations in Poland still consider
profit as the factor of most interest, and CSR activities are considered as additional activities, not a part of strategy
or element of sustainability. Operational costs in Polish branches are lower than in headquarters, so the main motive
for opening and keeping them is purely financial, which corresponds with Carroll model — After Profit Obligation
concept. One of the interviewees suggested, that they allow bottom — up CSR, because they want to show the
employees their full support and attention. There is a specific budget for CSR activities suggested by employees and
anyone can submit an idea. This strategy on one hand shows the employees that they have the ability to change the
world in a micro scale, but on the other hand, an important question appears: does this situation create awareness
and willingness to change the world and willingness to constant commitment or is a one-time "having fun by
helping"? If CSR is a strategy, shouldn’t those actions be continuous and evolve somehow?

To see if there is a justification for researching corporate non-financial global reports, the authors asked the
companies whether they prepare this kind of reports and if they do it regularly. 11% of the respondents do not
publish non-financial reports. 72% of the companies prepare annual non-financial reports in global context, but only
38% of them create those reports also locally. This is also one of the important topics in the discussion - whether
CSR strategy is equally important in all business units, or do the global headquarters treat it as a global strategy and
just let the local branches participate in a more or less structured and thought-out way? Therefore, studying local
reports seems a justified method of gathering relevant data for the discussion.

Ilustration 1 shows the results of conducted research in terms of activities undertaken by studied 50
corporations in Poland in the past ten years, divided into 7 areas: organizational governance, human rights, labour
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practices, natural environment, fair operating practices, consumer issues practices, local community involvement
and development.
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Illustration 1: The percentage of corporations engaged in CSR activities in Poland in 10 years in the 7
discussed areas
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As the study shows, the most important area of interest of the CSR activities in the last 10 years for
corporations operating in Poland was local community involvement and development. This way of engagement
creates bonds between the company and local communities, helps to improve employer branding, convinces
customers that the company is eager to help the ones in need. It is interesting, that more companies perceive those
relations as more important than takin care of their employees. The differences between the two scores are not vast,
but especially in the first two years of the study one can see small interest in labour practices. It appears that after the
financial crisis companies saved money on their employees, while still continuing building their PR through
engagement in local communities and natural environment. Nowadays they take care of their employees through
various programs, such as work safety, dialogue with employees, family friendly practices, employee integration
and participation, counteracting abuses at the workplace, adaptation of new employees, career paths and trainings,
work-life balance, employee volunteering and support for employee health and wellness.

In terms of local community involvement, corporations are very creative in finding organizations they can
help. They either become sponsors of local events or support NGOs or even engage their own employees in different
kinds of social work (renovations of community day rooms and hospices, help in teaching children from poor
homes, activities for the elderly and disabled people, as well as inventing and creating special products or services
dedicated to socially excluded people and many more). This way of helping is also very attractive for the employees,
because via voluntary work they get the feeling that even their relatively small actions can make a change in the
world. This also broadens their horizons, makes them more sensitive to others’ needs and teaches them to take
action when needed.

Interest in organizational governance and human rights appeared late, in comparison to other CSR areas,
which may indicate, that companies in Poland in general did not pay much attention to these areas. 2011 is a year of
visible breakthrough in most of the areas, including the mentioned 2. It appears that while CSR idea was spreading
in Poland and corporations started paying more attention to it, they started engaging in various activities, that were
not of any or small interest beforehand. Human rights are usually addressed through education programs, women in
business issues, as well as diversity and inclusion issues.

It is interesting how 2014 and 2015 are the years of withdrawal from CSR development process. Fewer
funds for CSR, fewer activities undertaken in all areas. Is it because of local and parliamentary elections that took
place in 2014 and 2015 respectively? As obvious for corporations — changes in the political environment may cause
great changes for international corporations economically. Was this the case? Maybe, because in 2016 one could
observe great development and even boom in the number of companies engaging in those areas of CSR.

The least interesting area of CSR for corporations operating in Poland are human rights. This is caused by a
relatively good level of respecting human rights in the Polish business environment. Because there are more urgent
and serious problems, companies decide to engage in other areas and focus on their employees, social and local
environment.

It is interesting, that consumer issues practices peaked maximum to 24%. It may be an effect of high
engagement in local communities and through that building good PR for a company and attracting customers. If
customers see that the company gives a part of their profit to social engagement, they are more willing to buy their
products or services, and therefore there is no need to create additional programs solely for customers. After all, the
client is also part of the local community. Among many consumer — oriented programs, there are initiatives
concentrated on availability of products and services, customer education, responsible consumption issues,
consumer health and safety.

Natural environment seems to be in the interest of corporation from the beginning of the study timeline.
Global warming, deforestation, air and rivers pollution and many others are a genuine problem, which needs to be
saved. Corporations find many interesting ways to preserve the environment, from eco office practices to preserving
endangered species. The also engage their employees in cleaning forests or planting trees. Corporations also engage
themselves in obtaining ecological certificates and eco-efficiency. Ecological education and sustainable logistics are
also important issues.
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Fair operating practices usually consist of trainings for partners and suppliers, codes of conduct,
counteracting fraud, long term contracts and supporting local businesses. Certainly respecting law and ethics in
business relations is intensively underlined in all reports.

Organizational governance is the domain mainly of the headquarters, but local entities have lately started to
pay more attention to setting goals, creating strategies in various areas — e.g. compliance, ethical standards,
sustainability, supporting engagement of employees in all CSR actions etc. It is interesting how these concepts
evolved in the past two years. It may be connected with the rapid growth in other CSR areas and the need to create
strategies, processes and goals that would follow this evolvement. This is, subsequently, followed by a growing need
to promote all those activities and an urging need for creating non-financial reports as well as reporting to diverse
national summaries, reports and statistics.

This research clearly shows that, especially in the last two years, corporations in Poland significantly
increased their involvement in socially responsible practices. Invariably, the areas of biggest interest are local
community involvement and labour practices, which leads to the conclusion that companies deviate from traditional
marketing and exploitation of employees in favor of engaging employees in in decision-making processes and
volunteering work while taking care of their well-being. To a large extent they also focus on creating bonds with
local communities and help solving their problems. Corporations also take care of the natural environment, which
they often have a negative impact on, with the intention to make up for the losses that the environment incurs as a
result of their activities.

Growing awareness of social and environmental problems in Polish society will probably continue to
stimulate evolvement and advancement of CSR programs and strategies. The era of modern technologies and instant
access to information spread immediately has a great impact on consumer awareness, thus corporations will do their
best in order to create positive perception of their brand.

MANAGERIAL IMPLICATION AND FUTURE RESEARCH

Corporations today face an ever-widening circle of obligations. They must not only satisfy their employees’ needs,
but also respond to exogenous changes: customers’ expectations, natural environment preservation needs and social
concerns. Stakeholders have greater expectations of companies than ever before. They require the supply of quality
goods and services with maximum social benefit and minimum environmental costs. Corporations can use CSR to
promote their values and positive effect on the environment and company's operations from research and
development to purchasing, production and supply.

The presented research shows that companies feel the necessity to publish their achievements in
implementing CSR strategies. The society expects them to drive progress in the direction favorable to global
community, and the growing strength of social pressure for CSR strategies in multinationals only proves this fact.
But besides the importance of global strategy and global impact, the study shows that every year more corporations
adjust their CSR strategies to local markets, trying to create better communication and cooperation with local
communities. The research also shows which areas of socially responsible activities are crucial for companies,
which can help other companies in the process of choosing the right path.

These insights will help managers plan their CSR strategies more effectively and will be treated as a useful
benchmark. It will help corporations to adjust their local CSR strategies to better meet the expectations of local
communities, with particular regard to Poland.

Taking into consideration the presented timeline of the studied information, it will be interesting to
continue the research and see whether the tendency for developing CSR strategy will still be growing, or will the
interest in CSR start fading. It will probably be connected with EU and Polish legal regulations concerning non-
financial reports. Still, obligatory reporting is one thing, but development and professionalization of CSR programs
is another case. Time will show whether CSR is a fashionable concept, or will it become an inseparable part of every
corporation’s strategy.
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ABSTRACT

This article analyzes to what extent the collaboration and spends in innovation at the industry level affects the
relationship between the innovation spends of firms and their financial performance. We formulated a conceptual
model and tested it by linear regression using data extracted from the CIS 2012 survey and a sample of 890 Italian
manufacturing firms. The results provided partial support for the positive moderating effect of intra-industry
collaboration and full support the moderating effect of intra-industry innovation spend, both on the relationship
between firms’ innovation spending and their financial performance. They made evident that knowledge spillovers
and intra-industry collaboration affect financial performance, corroborating other studies that found that the intra-
industry R&D spend influences firms™ innovation and financial performance.

Keywords: Innovation; R&D; collaboration among companies; knowledge spillover; financial performance.

INTRODUCTION

In a business environment full of uncertainties, firms’ ability to innovate is essential to maintain their competitive
advantage. To cope with this dynamism, firms cannot depend exclusively on their own resources or internal R&D to
innovate. Instead, they need to access resources from other actors, in an open innovation model, leveraged by
strategic alliances and collaboration with partners organized in networks. In this context the firms’ ability to manage
the inbound and outbound flows of knowledge is a critical factor to develop innovation and reduce its risks and
costs. Their internal R&D is important to create innovations and increase absorptive capacity, but knowledge
spillovers received by the firm also can affect their innovation rate.

It is expected that the way companies manage their innovation activities will have an effect on their
performance. In addition, the level of intra-industry collaboration should influence the result of this relationship.
Likewise, the spends on innovation in a given sector should have an effect on the innovation of individual firms and
their performance, such as through the benefits of spillovers. The objective of this article is to assess to what extent
collaboration among firms as well as what is spent on innovation at the industry level affect the relationship between
firms’ R&D investments to develop innovation and their financial performance.

We first present a brief theoretical review that supports the proposed model and research hypotheses. Then
we present the methodological procedures. Following results obtained are presented and discussed regarding their
implications. Finally, we present the conclusions, contributions to academics and practitioners, as well as research’s
limitations and suggestions for future studies.
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THEORETICAL FRAMEWORK

In response to the challenges imposed by the environment, firms need to go beyond the organizational boundaries
and access knowledge and resources from other strategic actors, in an open innovation model (Chesbrough, 2003).
Although both internal and external R&D are important elements of firms’ innovation processes, empirical
evidences investigating this complementarity do not necessarily converge. Cassiman and Veugelers (2006) assert
this complementarity, concluding that the relationship depends on the firm’s context.

The establishment of partnerships, creating portfolios of strategic alliances, is becoming increasingly
common and necessary to leverage firms’ innovation performance (Macedo-Soares, Barboza & Paula, 2016). The
diversity of portfolios of alliances and the number of partners with which a firm collaborates influence its
performance (Macedo-Soares, Paula & Mendonga, 2017). Firms also are organizing themselves in networks aiming
to collaborate with partners to develop innovation (Vaan, 2014).

The innovation does not progress uniformly across industries. In high technological intensity sectors, R&D
plays a relevant role and radical innovations are more frequent. In turn, industries with low technological intensity,
innovation activities tend to focus on process efficiency and product differentiation (OECD, 2005). Ang (2008)
proposed that the intensity of competition determines the propensity of firms to collaborate, and that the interaction
between competitive intensity and collaboration influences their growth. These relations, in turn, are moderated by
the particular industry’s technological intensity.

In an open innovation model firms intentionally use inflows and outflows of knowledge as they collaborate
with their partners. A portion of this knowledge often becomes available to the public, especially once the
innovation is disclosed (Cassiman & Veugelers, 2002). The economic effect of knowledge spillover on innovation is
related to the fact that the firms rarely can fully appropriate the value of their own innovation. Other firms that
innovate by adopting innovations developed by other players are able to benefit from this knowledge spillover,
especially when the cost of imitation is significantly lower than that of in-house development (OECD, 2005).

The appropriation mechanisms are essential to protect firms’ innovation. The ability to keep valuable
information from reaching other organizations depends on the firms’ innovation activities, the competitive
environment and the conditions for appropriation in the market segment (Cassiman & Veugelers, 2002). Jaffe (1989)
suggested the existence of a weak relationship between innovation and R&D spend in the case of small and medium
enterprises (SMEs) since SMEs benefit more from knowledge spillovers than large firms.

Various authors have tested the relationship between innovation and performance, often finding
contradictory results. Tidd (2001) listed various innovation indicators related to firms’ performance, such as R&D
spending, number of patents and introduction of new products. In relation to the firm performance, he mentioned
metrics like growth, market value and ROI. Hall (1987) related R&D spends and capital investments showing that
firms without R&D programs tend to grow less.

The way firms invest in and manage their innovation activities has an effect on their performance. In
addition, knowledge spillovers can be expected to be related both with the intra-industry innovation spend, which
includes firms” internal and external R&D activities to generate innovation, and with the level of collaboration at
industry level, which reflects the potential for diffusion of knowledge through inflows and outflows of firms.
Therefore, it is reasonable to expect these two variables to affect the contribution of firms’ innovation spend to their
financial performance, since they can benefit from the knowledge spillovers to innovate and grow in the market. Our
conceptual model, as illustrated in Figure 1, was formulated to test the following hypotheses:

H1 — The greater the intensity of intra-industry collaboration, the stronger the positive effect of firms’ innovation
activities spends will be on their financial performance.

H2 — The higher the intra-industry innovation spends is, the stronger the positive effect of firms’ innovation
activities spends will be on their financial performance.
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Figure 1: Proposed Conceptual Model
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METHODOLOGICAL PROCEDURES

Many studies have examined the phenomenon of innovation focusing advanced countries (Frenz & letto-Gillies,
2009; Kirner et al., 2008; Cassiman & Veugelers, 2002). To contribute to the EU efforts to create an ecosystem
favorable to innovation, this study analyzes the case of Italy. Besides being an important member of the block, it is
considered to be moderately innovative (European Union, 2017), which may reveal opportunities for improvement.
Since manufacturing firms have been most affected by recent technological transformations, we concentrated our
analysis on this segment. Therefore, the research universe is composed of manufacturing firms in Italy, in the period
from 2010 to 2012.

Our source for sample selection and data collection was the 2012 edition of the Community Innovation
Survey, or CIS (Eurostat, 2018a), applied to companies in the industrial and service sectors with at least 10
employees. The data from the CIS 2012 covered a total of 8,967 companies and was accessed via the website of the
Italian National Institute of Statistics (ISTAT, 2015). Based on these secondary data, we selected 3,026 Italian
manufacturing companies, according to the NACE Rev. 2 classification (Eurostat, 2018b). In the scope of the
analysis we only considered firms that declared they had achieved some type of product or process innovation in the
period or stated they had an innovation activity in progress at the end of 2012 or had abandoned or suspended an
innovation activity in the period from 2010 to 2012. Finally, we excluded from the sample firms with incomplete
data regarding one or more variables or whose information on innovation spends presented inconsistencies, resulting
in a final sample of 890 companies.

To operationalize the model’s constructs, we selected proxies and control variables based on the literature
review. The variables were standardized to avoid distortions resulting from differences in measurement scales and to
facilitate comparisons. Table 1 below presents the constructs, respective variables and descriptions. It should be
mentioned that the financial performance dependent variable was measured in the same period as covered by the
information related to innovation activities, i.e., from 2010 to 2012. This represents a limitation, since without a
greater time lag between the two dimensions, the impacts of innovation may not have occurred.
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Table 1: Constructs and Variables of the Model

Construct Variable Description of the Variable
Rrdinx | Firm’s spends on internal R&D / Firm’s turnover in 2010 — 0 to 100%
Firm’s spends Rrdexx | Firm’s spends on external R&D / Firm’s turnover in 2010 — 0 to 100%
on innovation Rmacx | Firm’s spends to acquire machinery, equipment and software / Firm’s
activities turnover in 2010 — 0 to 100%
Rotrx Firm’s spends on other innovation activities, such as design, training,
marketing / Firm’s turnover in 2010 — 0 to 100%
Firm’s financial | rgturn12 | Relative growth of firm’s turnover / Relative growth of turnover of the
performance industry in the period from 2010 to 2012 — metric variable
Industry’s spend | Rallxind | Total investment in all innovation activities at industrial sector level /
on innovation Industry’s turnover in 2010 — 0 to 100%. Sum by sector of the investments of
activities the firms in all innovation activities (rallx) / Sum of turnover of the firms
Level of Collabind | Importance of innovation activities at industrial sector level, considering the
I gve tp . collaboration with different partners - 4-point Likert scale (0- not relevant; 1-
cotha .o:ja |(:n n low; 2- medium; 3- high). Sum by sector of the average of the firms’
€ Industry variables, indicating the importance of the information sources / number of
firms (CIS variables: ssup, sclipr, sclipu, scom, sins, suni, sgmt, sjou, scon,
spro).
turn10 Firm size as the natural logarithm of turnover in 2010 — metric variable
Control GP Indicates if the firm belongs to a business group - binary (0- no and 1- yes)
variables
Techint | Technological intensity of the industry, based on the NACE Rev. 2 (Eurostat,
2018b) - 4-point likert scale (0- low; 1- med-low; 2- med-high; 3- high)

To evaluate the relations proposed in the model, we used descriptive statistics and multiple linear
regression. We created new variables to represent the moderating effects, both of the level of intra-industry
collaboration and the percentage spent on innovation activities in the industry, on the other independent variables.
To assess the explanatory power of the model, we calculated the adjusted r?> and analyzed the standardized
coefficients in terms of their value, sign and significance, aiming to determine the contribution of each variable to
explaining each firm’s financial performance.

RESULTS

Table 2 presents the descriptive statistics of the sample. The largest proportion of firms has medium-high
technological intensity (42.6%), followed by the group of firms in sectors with low technological intensity (28.4%).
Also, of note is the prevalence of firms that are members of business groups (69.9%), with highlight on the upper
limit for firms with high technological intensity (81.4%), and the lower limit for those with low technological
intensity (52.6%). In relation to turnover in 2012, more than half the firms (56.4%) can be considered SMEs,
according to the criteria established in Eurostat (2018c), with these firms being most concentrated in the sectors with
low technological intensity (68.4%).
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Table 2: Descriptive Statistics of the Model’s Variables

. Industry Technological Intensity Total of the
Characteristics - : - -
Low Medium-Low Medium-High  High Sample
Number of Firms 253 172 379 86 890
Type of Firm
Individual | 120 51 81 16 268
Member of a Group | 133 121 298 70 622
Turnover in 2012 (€ million)
<10| 108 52 86 23 269
10-50| 65 53 91 24 233
50-100| 29 26 51 15 121
100 -1000| 50 36 139 22 247
> 1000 1 5 12 2 20

Table 3 reports the means and standard deviations of each variable, both for the total sample and each of
the four groups of firms formed according to the technological intensity classification of the industry (economic
sector). We also performed an F-test to indicate if the means of each variable, for the respective groups, were
statistically different, considering in this case a confidence interval of 99%.

Table 3: Descriptive Statistics of the Model’s Variables

Industry Technological Intensity
Low Med-Low | Med-High High
(n=253) (n=172) (n=379) (n=286)
Mean| S.D. |Mean| S.D. |Mean| S.D. |Mean| S.D. |Mean| S.D.
Firm Int R&D spd 0.24%2.66%|0.35%2.63%(0.34%|2.22%0.58%|2.35%|0.34%|2.44%| -
spend on Ext R&D spd  |0.04%|0.63%|0.00%|0.00%|0.05%|0.73%|0.12%|1.08%0.04%|0.67%| -
innovation  |M, eq, swspd  |0.75%|4.70%0.29%2.00%|0.16%]|2.62%)0.12%|1.08%|0.35%]|3.18%| -

Sample

Construct Variable (n=890) |t-test

activities  |other spd 0.00%0.00%0.12%1.53%0.00%|0.00%|0.00%|0.00%|0.02%/0.6 7%| -
Financial —ir 1 over growth | 1.087| 0.375] 0.995| 0.272] 1.067| 0.617| 1.112] 0.282| 1.063| 0.474| -
performance
Industry spend

- . Spd innov @Ind |0.07%10.04%|0.34%|0.65%|0.37%1.14%|0.54%|0.05%|0.29%0.81%| ***
on innovation

Collaboration | )0 @10 | 1.038] 0.083| 1.008| 0.111] 1.164] 0.042| 1.343| 0.142] 1.115| 0.130| ***

in industry
Control Firm size (€ Mi) | 78.3| 170.7| 125.1| 406.7| 183.7| 486.3| 124.4| 255.9| 136.7| 385.8| ***
Is part of a group| 0.530| 0.500( 0.700| 0.458| 0.790| 0.410{ 0.810| 0.391| 0.700| 0.459| ***
***n>0.001

The firms with high technological intensity presented higher averages for nearly all the variables, the
exceptions being firm size (124.4), for which it was exceeded by the firms with medium-high intensity (183.7), and
percentage of spend on machinery, equipment and software (0.12%), where it was surpassed by firms with low
technological intensity (0.75%). This last group of firms also presented the lowest means among the groups for
industry level of collaboration (1.038). The same was found for the percentage of intra-industry innovation spends
(0.07%) and for growth of turnover of the firm in relation to the industry figure (1.087).

The regression results are consolidated in Table 4, together with the tests of the research hypotheses. The
model without inclusion of the interactions, both for intra-industry collaboration and the innovation spend, with the
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other independent variables presented generally inferior results to those of the complete model, corroborating the

contribution of these moderating effects to the explanation of the phenomenon.

Table 4: Results of the Linear Regression

Model Stéggtzrd p-value Stégggd p-value|Sig. Hyrt)é)sttf; ests
Int R&D spd @Firm 0.014 | 0.686 | 0.075 | 0.066 | * -
Ext R&D spd @ Firm 0.028 | 0.364 | 0.021 | 0.601 | - -
Mach, equip, software spd @ Firm 0.360 | 0.000 | 0.228 | 0.000 |*** -
Other spd @ Firm -0.026 | 0.444 a - - -
Collaboration @Ind 0.084 | 0.049 | 0.101 | 0.012 | ** -
Collaboration @Ind X Int R&D spd @ Firm - - 0.155 | 0.006 |***|H1 Supported
Collaboration @Ind X Ext R&D spd @ Firm - - -0.003 | 0.929 | - |H1Rejected
Collaboration @Ind X M, eq, swspd @ Firm - - 0.350 | 0.000 |***|H1 Supported
Collaboration @Ind X Other spd @ Firm - - a - - | H1 Rejected
Spd innov @Ind 0.038 | 0.238 | -0.020 | 0.554 | - -
Spd innov @Ind X Int. R&D spd @ Firm - - 4.747 | 0.023 | ** |H2 Supported
Spd innov @Ind X Ext. R&D spd @ Firm - - 0.131 | 0.082 | * |H2 Supported
Spd innov @Ind X M, eq, swspd @ Firm - - 0.834 0.084 * H2 Supported
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Theoretical Implications
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neighbours: Bojanala Platinum District Municipality district to the east, Dr Ruth Segomotsi District Municipality to
the west, Westerberg District Municipality to the north-east and Dr Kenneth Kaunda District Municipality to the
south.

According to the Auditor General’s report (2009/11) the district had the lowest access to infrastructure in
the North West Province, with levels of 23% in 2009. The audit opinion for most of the local municipalities and the
District Municipality remain poor with Ratlou Local Municipality being the only municipality to obtain audit results
that were regarded as financially unqualified with findings. According to the Auditor General’s report (2014/15)
North West still remains as one of the provinces with audit outcomes that are disappointing and is one of the main
contributors to the significant increase in irregular expenditure over the past five years. On 30 June 2017, Ratlou
Local Municipality’s audit plan was reviewed by the Provincial treasury for assessment and recommendations.

The biggest concern was the council undermining laws and policies that govern local government. The
state of Local Government Assessment found that the technical unit in terms of service delivery is not capacitated to
perform functions of infrastructure delivery. According to the General Report on the Audit Outcomes of Local
Government (2011/13) local government (municipalities) in the North West comprises of four District
Municipalities, 19 local Municipalities and four Municipal Entities. The municipality has 22 councilors and it is
divided into 11 wards. The municipality is made up of nine villages, namely Setlagole, Madibogo, Kraaipan,
Madibogo-pan, Disaneng, Mareetsane, Makgobistat, Tshidilamolomo and Logageng. Currently, the municipality has
an estimated population of about 107339 (98.2% blacks) and covers an area of 14618 km2 (Ratlou Local
Municipality Draft, 2014:6).

METHODOLOGY

This is an empirical study whereby the information and data dealt with comes from what is done within the Ratlou
local Municipality. According to Babbie and Mouton (2001:104) empirical designs can be distinguished into
primary and secondary data analysis. Whereby the researcher may analyse existing data (text data or numeric data)
or use primary data (surveys, case studies, experiments, ethnographic and evaluation) which is acquired through
experiments, interviews, observation, company records and questionnaire surveys.

Due to the large number of community members (population), it was important for the researchers to select
a portion of the population to study. The sample represents a larger group referred to as a population. The population
is the larger fraction from which the sampling elements are drawn and to which the researcher wants to generalize
the findings. This study used random sampling. For purposes of selecting the quantitative portion of the population
to study, this study used the stratified random sampling. Stratified random sampling divides the population into
groups so that each unit belongs to a particular group, such as dividing the population by age and gender. This
sampling technique was chosen because it has the potential to reduce sampling errors and to match the sample
closely to the population because the portion of the total sample is taken from different population subgroups
(Black, 2012:228).

According to Levy and Lemeshow (2008:23) this sample technique includes both the sample plan (which is
the methodology used in the selection of the sample from the population) and the estimation procedure (which is the
algorithms or formulas used to obtain estimates of the population values from the sample data and for the estimation
of the reliability of these population estimates. According to McNabb (2010:147) the researcher firstly needs to
prepare or acquire a list of topics to cover regardless of the kind of quantitative data method used. For the purpose of
this study a questionnaire was used. This method was chosen because it allows the researcher to gather information
about large numbers of respondents (population) and from small groups (sample). Univariate analysis, also referred
to as the simplest form of quantitative analysis, involves the description of a case in terms of a single variable.
According to Rubbin & Baddie (2010:290) “univariate analysis is the examination of the distribution of cases on
only one variable at a time such as gender.” However, this study is descriptive and involves only one variable
called univariate analysis. This method was chosen because descriptive analysis does not provide a basis to
generalize beyond our particular sample or study.
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DATA ANALYSIS

Data was presented with the use of IBM SPSS Statistics 22.0, also referred to as SPSS version 22. This computer
software allowed the researchers to present data through Graphs. This software also made the data more presentable
and easy to understand. "Data analysis includes the analyst break down of data into constituent parts to obtain
answers to research questions” (De Vos, 1998:293). 125 questionnaires were distributed to members of the
community. However, the final sample consisted of 90 respondents as 35 questionnaires were not returned.

The researcher used raw frequencies to describe the demographic section of the sample. These frequency

distribution were created through IBM SPSS Statistics 22.0. The researcher used this version to analyze data by
entering the raw data into a spreadsheet to transform it into frequencies and bar charts. In terms of demographic

characteristics and instrument scores, the researcher employed univariate analysis to describe the sample.

DEMOCRATIC ANALYSIS OF RESPONDENTS

Table 1: Gender

Gender
Topics Percentages
Male 50%
Female 50%

Table 1 indicates the gender differences amongst the respondents. A total of 50% from each gender took
part in this study.

Table 2: Age Group

Age Group
Topics Percentages
Less than 20 years 10%
20 - 32 years 10%
33 - 45 years 10%
46 - 58 years 50%
More than 59 years 20%

©Copyright 2018 by the Global Business and Technology Association






A majority of 77, 78% of the respondents all agreed that the level of service provided by the municipality
was below average. Respondents complained of lack of water and electricity. Respondents indicated how water
continues to be a struggle. 11, 11% of the respondents agreed that the service provided was not that poor, while
another 11.11% indicated that the level of service provided was outstanding.

Table 8: What Kind of Challenges Affect the Provision of Service Delivery?

What kind of challenges affect the provision of service delivery?

Topics Strongly | Agree | Uncertain | Strongly | Disagree | Percentage
agree disagree %

Provision of 60% 17% 19% 2% 2% 100%
unequal services
Lack of proper 20% 35% 20% 15% 10% 100%
budget allocation
Corruption , Fraud | 18% 27% 40% 10% 5% 100%
and
maladministration
Mismanagement 30% 1% 15% 30% 21% 100%
of funds
The lack of 15% 19% 40% 10% 16% 100%
efficiency and
effectiveness in
service delivery
Lack of resources 40% 17% 18% 20% 5% 100%

A greater percentage 77% indicated that the provision of unequal services is a great challenge to service
delivery. 19% of the respondents were uncertain and 4% disagreed. Some respondents (55%) cited that the lack of
proper budget allocations is another challenge, which affects service delivery. 20% of the respondents remained
uncertain and 25% disagreed.

45% of the respondents also indicated that corruption, fraud and maladministration persist as one of the
challenges to service delivery. 40% of the respondents were uncertain and 15% disagreed. 35% of the respondents
also identified that mismanagement of funds affects the provision of services. However, 15% of the respondents
were uncertain and the remaining 51% disagreed. 34% of the respondents also indicated that mismanagement of
funds lead to the lack of efficiency and effectiveness in service delivery. 40% were uncertain and 26% disagreed.
However, 57% of the respondents also indicated that the lack of resource affects the provision of services. 18%
remained uncertain and 25% disagreed.

Table 9: How Can the Municipality Resolve Challenges Relating to Service Delivery?

How can the municipality resolve challenges relating