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Preface

Philip Machanick, Overall Chair: SAICSIT'99

Running SAICSIT'99, the annual research conference of the South African Institute for Computer Scientists and Information Technologists, has been quite an experience.

SAICSIT represents Computer Science and Information Systems academics and professionals, mainly those with an interest in research. When I took over as SAICSIT president at the end of 1998, the conference had not previously been run as an international event. I decided that South African academics had enough international contacts to put together an international programme committee, and a South African conference would be of interest to the rest of the world.

I felt that we could make this transition at relatively low cost, given that we could advertise via mailing lists, and encourage electronic submission of papers (to reduce costs of redistributing papers for review).

The first prediction turned out to be correct, and we were able to put together a strong programme committee.

As a result, we had an unprecedented flood of papers: 100 submitted from 21 countries. As papers started to come in, it became apparent that we needed more reviewers. It was then that the value of the combination of old-fashioned networking (people who know people) and new-fashioned networking (the Internet) became apparent. While the Internet made it possible to convert SAICSIT into an international event at relatively low cost, the unexpected number of papers made it essential to find many additional reviewers on short notice. Without the speed of e-mail to track people down and to distribute papers for review, the review process would have taken weeks longer, and it would have been much more difficult to track down as many new reviewers in so little time.

Even so, the number of referees who were willing to help on short notice was a pleasant surprise.

The accepted papers cover an interesting range of subjects, from management-interest Information Systems, to theoretical Computer Science, with subjects including database, Java, temporal logic and implications of e-commerce for tax.

In addition, we were very fortunate in being able invite the president of the ACM, Barbara Simons as a keynote speaker. Consequently, the programme for SAICSIT'99 should be very interesting to a wide range of participants.

We were only able to find place in the proceedings for 36 papers out of the 100 submitted, of which only 24 are full research papers. While this number of papers is in line with our expectation of how many papers would be accepted in each category, we did not have a hard cut-off on the number of papers, but accepted all papers which were good enough, based on the reviews. Final selection was made by myself as Programme Chair, and Derrick Kourie, as editor of the South African Computer Journal. Additional papers are published via the conference web site.

We believe that we have put together a quality programme, and hope you will agree.
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Formal verification with natural language specifications: guidelines, experiments and lessons so far

Alexander Holt

Abstract

The industrial take-up of formal verification techniques remains limited. Allowing specifications to be expressed in natural language (perhaps augmented with diagrams) offers the prospect of increasing the usability of verification tools. We suggest guidelines for the development of such systems, and describe a prototype which provides an English interface to the SMV model checker by translating specification sentences to formulas of temporal logic. Limitations are discussed, and prospects for future development considered.

Keywords: formal verification, natural language specification, model checking

1 Formal verification

The contribution that formal verification of software and hardware can make to system design is now widely recognized. Much work remains to be done, however, to make formal verification techniques computationally feasible for large-scale problems. Further obstacles to the widespread adoption of these techniques are the need for expert users, and the mismatch between currently available verification tools and established design processes.

This paper addresses part of the expert user issue: it investigates the use of natural language as the primary interface in the formulation of system specifications. We do not attempt a survey of the field; instead, guidelines for development are suggested, and specific experiences discussed. In particular, we describe an experimental system which integrates a model checker for temporal logic with a natural language processing application. The core of this system is a convertor that translates (a formal representation of the meaning of) specification sentences written in English to formulas of temporal logic, suitable for input to the model checker. We discuss some of the problems involved, and relate our experiences to the guidelines. Finally, we consider ways in which our system could be further developed and improved.

Techniques for formal verification can be categorized in many ways. From the perspective of industrial application, a relevant distinction is between those approaches that require some knowledge of theorem proving techniques, and those which rely only on the correct expression of specifications in an appropriate formal language. In both cases, we are assumed to possess a formal model of the hardware or software system being verified. The latter category of approaches features model checking as its most well known technique, and model checking forms the basis of the prototype system discussed below.

2 Justification for linguistic and diagrammatic interfaces

Most formal verification approaches require the precise expression of a system's intended properties (one might consider equivalence checkers, for example, to be exceptions). Whether the verification technique involves theorem proving or model checking, a prerequisite is to couch a specification of behaviour in the appropriate formal language—typically a logic. But many target users of verification technology are not logicians, although they may well have clear and precise intuitions about the properties they wish to verify. In the hardware realm, for example, timing diagrams are commonly used to make explicit and objective claims about the temporal behaviour of circuits or components. But timing diagrams are not logic. (At least not as they stand; formalizations are possible, however [2].)

So there is strong motivation to build interfaces that permit hardware and software engineers who are not experts in logic to use verification tools. Since most tools based on theorem proving require the user to acquire some logical expertise for the purpose of driving the prover—not merely expressing the specifications—it is model checking approaches that appear to offer the greatest immediate usability gain from such interfaces. Here we consider the use of interfaces based on natural language, and peripherally, diagrams.

3 Guidelines

A number of ideas have guided the work described here, some based on theoretical considerations and the literature, others on practical experience. What started as internal comments on the development of our own system has evolved into a set of more general guidelines for the deve-
opment of natural language interfaces to verification tools, which is the spirit in which they are presented here. The role of diagrams is also considered to some extent, though much work remains to be done in this area.

1. **Be interactive.** Give appropriate feedback to the user whenever possible, whether about linguistic processing, semantic interpretation or verification results. For example, if there are two plausible readings of a natural language specification, we need to ask the user which is intended. Presenting two logical formulas is not appropriate—instead, one could explain the ambiguity, or back-generate two disambiguated natural language specifications, or perhaps use some diagrammatic device to convey the differing senses.

2. **Use a controlled language.** Although contemporary systems can process largely unrestricted English (if shallowly), it doesn’t make sense to try and do so for the purposes of a verification interface. It’s better that the user acquire a sense of what language the system understands (through interactivity), and that he or she start to learn canonical ways to express specific formal notions with appropriate fragments of natural language. For diagrams, of course, defining a controlled language is the only feasible way to proceed.

3. **Derive linguistic information from the application.** Once a formal model of the system to be verified is available, that can be used to make predications about the words and phrases a user is likely to employ. When verifying a circuit, for example, we can anticipate that the labels used for signals in the circuit will appear as nouns in natural language specifications. (This example is relatively straightforward; in general, satisfying this guideline may be much harder.) As the object of verification changes, derived linguistic data should alter dynamically in correspondence.

4. **Adopt logically-based semantic representations.** Computational linguistics can now offer a number of logically sound representations for the semantic content of a discourse. Since the primary goal of an NL verification interface is to deliver logic specifications, it is wise to use an intermediate representation that already has a logical character.

5. **Justify all semantic conversions.** If the interface is to be trusted, it should be possible to justify all of the conversions it performs internally on objects representing the meaning of specifications, from initial semantic representations to the target logic. Theory-based justifications of its machinery serve to legitimise the interface within a formal verification methodology; they may also support the generation of explanations for the user (a common requirement for expert systems).

6. **Integrate ambiguity resolution with verification engine.** Ambiguity is a key problem in nearly all natural language understanding systems. In this case, it’s crucial to exploit the state and output of the theorem prover or model checker as much as possible, as well as the overall specification context. Faced with multiple interpretations of the input, passing them to the verification engine may reveal that some are more likely than others. This information can be used to generate a plausibility ordering, allowing a minimally disruptive confirmation dialogue with the user.

7. **Take account of design paradigms.** Users won’t want to use a system that doesn’t interoperate with their usual work flows.

### Experiment: English specifications for SMV

#### 4.1 Overview

We have built a prototype system which integrates a natural language understanding component with the freely available SMV model checker program [6]. The result is a tool which allows the formal verification of digital circuits using specifications expressed in English. SMV requires specifications to be written in the temporal logic CTL (computation tree logic). A parser for English, returning general-purpose semantic representations, is allied with a convertor from these representations to CTL. The convertor is connected to the SMV model checker, so that inferential information may be used during semantic interpretation.

For more details of this system, see [5]. Some earlier work with similar goals is reported in [7].

#### 4.2 Computation Tree Logic

The SMV program implements a model checking algorithm where circuit properties are expressed in the temporal logic CTL [1]. In models of CTL, the temporal order < defines a tree which branches towards the future.

**CTL formulas that start with A express necessity:**

- $\text{AG} f$ is true at a time $t$ just in case $f$ is true along all paths that branch forward from the tree at $t$ (true globally).
- $\text{AF} f$ holds when, on all paths, $f$ is true at some time in the future.
- $\text{AX} f$ is true at $t$ when $f$ is true at the next time point, along all paths.

Finally, $\text{A} [f \text{ U } g]$ holds if, for each path, $g$ is true at some time, and from now until that point $f$ is true.

Figure 1 [1, p. 247] illustrates a CTL model structure, with the relation < represented by arrows between circles (states), and atomic propositions being the letters contained in a circle. A CTL structure gives rise to an infinite computation tree, and the figure shows the initial part...
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Figure 1: A CTL structure and corresponding computation tree

<table>
<thead>
<tr>
<th>formula</th>
<th>sense</th>
<th>at s₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>AXc</td>
<td>for all paths, at the next state c is true</td>
<td>true</td>
</tr>
<tr>
<td>AGb</td>
<td>for all paths, globally b is true</td>
<td>false</td>
</tr>
<tr>
<td>AF(AX(a ∧ b))</td>
<td>for all paths, eventually there is a state from which, for all paths, at the following state a and b are true</td>
<td>true</td>
</tr>
</tbody>
</table>

Table 1: Interpretation of CTL formulas

of such a tree when s₀ is the initial state. States correspond to points in the course of a computation, and branches represent non-determinism. Formulas of CTL are either true or false with respect to any given model; see Table 1 for three examples interpreted at s₀.

4.3 System structure

The system consists of four components: (i) a parser, (ii) a converter from semantic representations to CTL, (iii) the SMV model checker, and (iv) a module that mediates interaction between the three others, as well as handling input and output with the user (Figure 2). The system currently runs under Solaris and GNU/Linux, and has a web interface, accessible from http://www.ltg.ed.ac.uk/prosper/.

We used the Alvey Natural Language Tools Grammar [3] to implement a parser for a restricted subset of English. The definition of an appropriate subset of English for this task raised interesting issues of its own [4].

The next component converts the semantic representations produced by the Alvey system into CTL formulas. This part of the system was initially based on work by Danny Tidhar [9].

The SMV model checker is a self-contained program. As well as reading an input file and accepting command line arguments, it has a line-oriented interactive mode, allowing each SMV invocation to check an arbitrary number of CTL formulas against a given circuit description. The system uses UNIX pipes to communicate with SMV, exploiting the per-circuit interactive mode. The result of an SMV verification check is passed back to the coordination module where it can influence further semantic interpretation.

4.4 Example

In (1), (2) and (3) we show respectively a short sentence from our corpus, its Alvey semantics, and the CTL formula to which we convert it:

(1) After sig₁ is active, sig₂ is active for three cycles.

(2) (DECL (AFTER (uqe (some (e₁) (e₁)))) (BE (uqe (some (e₂) (PRES e₂)))) (ACTIVE (name (the (x₁) (and (sg x₁) (named x₁ sig₁))) (degree unknown))) (and (BE #₁=(uqe (some (e₃) (PRES e₃)))) (ACTIVE (name (the (x₂) (and (sg x₂) (named x₂ sig₁)))) (degree unknown))) (FOR #₁ (uq ((NN \3) (x₃) (and (pl x₃) (CYCLE x₃)))) (timespan unknown)))

(3) AG(sig₁ → AX(sig₂ ∧ AXsig₂ ∧ AXAXsig₂))

5 Observations

Our prototype system fails to do justice to all the points listed in §3. It has only limited interactivity, and makes little attempt to fit with common work patterns in hardware engineering. It also requires much extensive testing against English specification data, and a more sophisticated treatment of ambiguity. From a theoretical standpoint, it needs logical justification of its key conversion component. These latter two points are enlarged on below.

So it's not yet ready for exposure to real users. However it's actively under development, and we intend to perform real user testing during 2000.
5.1 Ambiguity

Sentence (4), taken from our corpus of specification discourses, is ambiguous. The two CTL readings which our system assigns are shown in (5) and (5').

(4) After sig1 becomes active sig2 should not become active until sig3 becomes active.

(5) $A[(\text{sig}1 \rightarrow AX(\neg\text{sig}2)) \cup \text{sig}3]$
(5') $AG(\text{sig}1 \rightarrow AXA[\neg\text{sig}2 \cup \text{sig}3])$

We can use SMV to test the truth of these readings for the circuit being specified, and rank false readings according to the length of the computation tree that SMV requires in order to generate a counter-example. However, it would be desirable to find a metric that is more likely to match the user's actual intentions. We are under no illusions about the difficulty of obtaining—and justifying—such a metric.

5.2 Semantic conversions

The process of converting the semantic representations produced by the Alvey system to CTL formulas has some interesting semantic aspects. For example, temporal information must be converted from first-order relations over Davidsonian event variables—the e1, e2 and e3 of example (2)—to modal operators. It is also necessary to deal with the unscoped nature of the Alvey semantics. At present we do not have a fully worked-out logical account of this conversion.

6 Prospects

We are considering the adoption of a higher-order logic formalism for our semantic representations. This would permit new kinds of inference prior to model checking, and would also allow a more natural conversion from the output of the parser, since the most direct logical reading of the Alvey semantics requires second-order predicates.

The SMV program can only provide our semantic interpretation process with limited information about the success or failure of a model checking attempt. It would be interesting to experiment with model checkers that make a richer perspective available—for example, game theoretic approaches [8].

It should be possible to mix language and diagrams appropriately. This is what people do naturally, after all.
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