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Preface

Philip Machanick, Overall Chair: SAICSIT’99

Running SAICSIT’99, the annual research conference of the South African Institute for Computer Scientists and Information Technologists, has been quite an experience.

SAICSIT represents Computer Science and Information Systems academics and professionals, mainly those with an interest in research. When I took over as SAICSIT president at the end of 1998, the conference had not previously been run as an international event. I decided that South African academics had enough international contacts to put together an international programme committee, and a South African conference would be of interest to the rest of the world.

I felt that we could make this transition at relatively low cost, given that we could advertise via mailing lists, and encourage electronic submission of papers (to reduce costs of redistributing papers for review).

The first prediction turned out to be correct, and we were able to put together a strong programme committee.

As a result, we had an unprecedented flood of papers: 100 submitted from 21 countries. As papers started to come in, it became apparent that we needed more reviewers. It was then that the value of the combination of old-fashioned networking (people who know people) and new-fashioned networking (the Internet) became apparent. While the Internet made it possible to convert SAICSIT into an international event at relatively low cost, the unexpected number of papers made it essential to find many additional reviewers on short notice. Without the speed of e-mail to track people down and to distribute papers for review, the review process would have taken weeks longer, and it would have been much more difficult to track down as many new reviewers in so little time.

Even so, the number of referees who were willing to help on short notice was a pleasant surprise.

The accepted papers cover an interesting range of subjects, from management-interest Information Systems, to theoretical Computer Science, with subjects including database, Java, temporal logic and implications of e-commerce for tax.

In addition, we were very fortunate in being able invite the president of the ACM, Barbara Simons as a keynote speaker. Consequently, the programme for SAICSIT’99 should be very interesting to a wide range of participants.

We were only able to find place in the proceedings for 36 papers out of the 100 submitted, of which only 24 are full research papers. While this number of papers is in line with our expectation of how many papers would be accepted in each category, we did not have a hard cut-off on the number of papers, but accepted all papers which were good enough, based on the reviews. Final selection was made by myself as Programme Chair, and Derrick Kourie, as editor of the South African Computer Journal. Additional papers are published via the conference web site.

We believe that we have put together a quality programme, and hope you will agree.
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Abstract

Abstraction in search works by replacing a state space by another space (the abstract space) that is easier to search, either because it is smaller or because it contains more solutions. Results of searches in the abstract space are then used to guide searches in the original space in one of two distinct ways. The first uses the lengths of the abstract solutions as a heuristic for an \textit{A*} search of the original space: this always produces optimal solutions. The second uses the steps in the abstract solution as sub-goals for the search in the original space: this strategy does not guarantee optimality, but it does tend to find a solution quickly. In this paper, both of these types of abstraction-led search are explained, and a general setting for all abstraction-led search is introduced. The two standard cases are included as extreme cases in the general setting, and so are a continuum of new techniques between the two. It is hoped that further study of this continuum will lead to new, useful heuristic search techniques.

Keywords: Heuristic Search, Abstraction

Computing Review Categories: I.2.8, G.2.2

1 Introduction

Heuristic search is ubiquitous in AI. A particular form of heuristic search, state-space search, is the cornerstone of many AI systems, including most planning and problem solving systems. Consequently, techniques for speeding up heuristic search, or for automatically generating or improving heuristics, are of central importance to AI. Abstraction is a widely studied means of speeding up state-space search. Instead of directly solving a problem in the original search space, the problem is mapped into and solved in an abstract search space. The abstract solution is then used to guide the search for a solution in the original space.

This paper draws together two separate strands of research in abstraction-led heuristic search. The two strands diverge when deciding how the results of the search in the abstract space are used to guide the search in the original space. One method of hierarchical search uses the length of the solution in the abstract space as a heuristic for \textit{A*} [7]. See, for example, Holte et al. [9], Gaschnig [5], Pearl [14] and Guida and Somalvico [6]. The attraction of this method is that most commonly-used techniques of abstraction automatically produce admissible heuristics [16]. Therefore, this method of hierarchical search is guaranteed to produce optimal solutions.

The other widely-studied method of hierarchical search uses the individual steps in the abstract solution (the solution in the abstract space) as a sequence of subgoals to be solved. The solutions of these subgoals are then linked together to form the final solution [10, 13, 17, 19, 12]. The abstract solution serves as a skeleton for the final solution; the process of fleshing out the skeleton to a complete solution is called refinement. This method has the attraction of being very fast; it has the disadvantage that the solutions it produces are not guaranteed to be optimal.

In this paper we introduce a framework for seeing these two techniques as variants of the same algorithm: the techniques simply differ in the values of two numerical parameters. By introducing this framework, we open up a whole world of search techniques: each valuation of the parameters defines another search algorithm. We shall see, for example, that two other well-studied heuristic search techniques also appear within the setting.

Before discussing the use of abstractions in search, we turn to a discussion of what a graph abstraction is.

2 Abstractions of Graphs

There are two different axes along which graphs can be abstracted. In this chapter, these two types of abstraction are defined with reference to an example that makes clear the Artificial Intelligence genesis of this research. The graph, which follows as Figure 1, represents a two disk tower of Hanoi\textsuperscript{1} problem. The two disks are called S and L (for small and large), and the states are named by the list of disks on each peg. An example of such a state is <S,L,->,

\textsuperscript{1}In the Towers of Hanoi puzzle there are three pegs and \(N\) different sized disks (here \(N = 2\)) sitting on the pegs so that no disk is sitting on a smaller one. The top disk on a peg may be moved onto an empty peg or onto the top of any peg whose top disk is smaller than the one being moved. the goal is to move all the disks from the top peg to the bottom peg, without violating the size-order.
The simple idea of homorphic abstraction is that the abstract space is derived by joining several states in the original space into one abstract state. This will clearly make the new space smaller, and therefore easier to search. The condition that needs to be satisfied to make this process work is given below:

If two states, $s$ and $s'$, get put into the same abstract class, and an operator $\text{Op}$ is defined on both states, then the state arrived at by applying the operator in $s$ must be the same as the state reached by applying the operator in $s'$. That is $\text{Op}(s)$ and $\text{Op}(s')$ must be put into the same class.

This condition is necessary for the operator to be unambiguously defined in the abstract state: $\text{Op}$ applied to the abstract space containing $s$ is defined to be the abstract state containing $\text{Op}(s)$.

This notion of abstraction gets its name from the observation that the above property is equivalent to saying that there is a morphism from the original space to the abstract space. A homomorphism is a mapping, $f$, of the vertices and arrows of the graph such that: if $e:a \rightarrow b$ then $f(e):f(a) \rightarrow f(b)$. The algebraically inclined reader will be interested to note that this is related to notions of covering and division in the algebraic theories of Automata and Concrete Categories [2, 20].

To see how these abstractions work in practice, we turn again to the example. Suppose that the states $<L_S,_,_>$ and $<L_S,_,_>$ were joined to make an abstract state. Now, since moving $S$ clockwise is defined in both, the results $<L_S,_,_>$ and $<L_S,_,_>$ need to be in the same abstract class as each other. In this case, we find that the abstract class needs to contain all of $<L_S,_,_>$, $<L_S,_,_>$, and $<L,_,S>$. Put another way, the entire upper-left hand corner collapses to a single state. There are no other consequences of that initial decision. Therefore, one of the abstractions of the space, has one state in the upper-left hand corner and still the triangles in the others. Suppose on the other hand, we had decided to join $<L_S,_,_>$ and $<_,L_S,>$. The consequences of this decision dictated by the operators that move the small disk are that $<L_S,_,_>$ and $<_,L_S>$ need to be joined, and that $<L,_,S>$ and $<S,_,L>$ need to be joined. This is the all abstraction that needs to be done. Therefore, another abstraction of the original space collapses the top triangles into a single triangle, and leaves the bottom triangle as it is.

We have developed a system that finds good homomorphic abstractions automatically and uses them to solve graph searching problems (see [10] for details). The technique we use in the system is called max-degree star abstraction.

### 2.1 Homomorphic Abstraction

The simple idea of homomorphic abstraction is that the abstract space is derived by joining several states in the original state into one abstract state. This will clearly make the new space smaller, and therefore easier to search. The condition that needs to be satisfied to make this process work is given below:

2.1.1 Star Abstraction

Max degree star abstraction is very straightforward: the state with the largest degree (that is, the states which is connected to the most other states) is grouped together with its neighbors within a certain distance (the "abstraction radius") to form a single abstract state. This is repeated until all states have been assigned to some abstract state. Having thus created one level of abstraction the process can be repeated recursively until a level is created containing just one state. This forms an abstraction hierarchy whose top-level is the trivial search space. The bottom level of the hierarchy is the original search space. We will see later how these hierarchies lead to searches. Before that, we turn to the other kind of abstraction.
2.2 Embedding Abstractions

In most AI search systems, a search space is not defined explicitly as a graph. Instead, the graph is defined implicitly, typically in the STRIPS notation [3]. In the STRIPS notation a state is defined as the set of sentences true in it; the sentences are given in a formal language (containing constants, variables, predicate symbols, etc.). The successor relation between states is represented by operators that map one state to another by adding to or deleting from the set of sentences (i.e., the state) to which it is applied. Each operator has preconditions, stated in the formal language, specifying to which states the operator may be applied.

The natural notion of abstraction giving this formulation is to remove symbols from the formal language or remove pre-conditions from the definitions of the operators (e.g., see [12]). From the point of view of the graph, the effect of removing preconditions on operators is to allow more arrows. Thus in the tower of hanoi, for example, you can abstract the space by allowing the large disk to move even if it has the small disk on top of it. In this kind of abstraction the search for solutions is eased by the greater number of solutions available.

In the next section we turn to heuristic search, and the part that this easier abstract search can play in it.

3 A* and Hierarchical A*

One of the ways that abstract searches guide concrete ones is by providing heuristics for a standard AI search technique called A*. A* is a variant of heuristic best-first search that is guaranteed to produce optimal solutions, under a condition on the heuristic.

3.1 Heuristic Best First Search

To understand the rest of the paper it is important to be quite precise about what, among the possibilities, we mean by a best first search. In this section, as in the whole paper, the problem is to find a goal state: either a particular state or a state satisfying a particular property. To be able to employ a best-first heuristic search, we need an estimate (or heuristic) of how far each state is from a goal state. The estimate of the distance from a state, S, to a goal state is denoted by h(S). At any time we keep track of all the states we've been to so far. Always, the next state to be visited is the most promising of all the successors of all the states we've visited. This will give us our best chance of finding a goal state soon. A* is exactly this kind of search, but with the heuristic slightly changed to take account of a different objective. In A* we are not interested in finding a goal soon, but in finding a shortest path to a goal. This alters the heuristic we use.

3.2 A*

In A* the estimate of the value of a state, s, is the sum of the distance from the start state to s, g(s), and the heuristic estimating the distance to a goal state. This seems a reasonable expression to use for a heuristic since we are trying to minimise the length of the path, which we are estimating as g(s) + h(s). The effectiveness of A* is bound up with the notion of an admissible heuristic.

Definition: A heuristic is said to be admissible if its value is never greater than the true value.

That is, h is admissible if it is consistently an underestimate. The main result is that if h is an admissible heuristic, then A* will find an optimal path. To see why this is the case, consider the following graph segment:

Assume that it took 5 moves to get to A, B is correctly estimated to be 2 moves away from G, and D is underestimated to be 1 move away from G. Then B's value is 7 and D's is 6, so D is visited next. Then, if h(E) is greater than 1, value(A) will be greater than 7, and B will be visited next. The most confused that things could be here is if h(E) were 1 as well. Then value(E) = value(B). So F may be visited next. However, after that, F must be worse than B to expand. And so we finally get to B and the best path.

The property that makes this argument work is exactly the admissibility of h. If h were not assumed admissible, then B may have been estimated to be too far away from the goal ever to be visited.

3.3 Abstraction and A*

The way that abstraction leads to heuristics is as follows: at the concrete level define h(s) to be the actual shortest distance (in the abstract space) from the class that contains s to the nearest class that contains a goal. This heuristic will always be admissible. This is true because in embedded abstractions all of the real paths in the concrete space are available in the abstract space, and in homomorphic abstractions all of the paths in the concrete space are available in the abstract space (either in the same or a shortened form). Therefore, the shortest path in the abstract space will never be longer than the shortest path in the concrete space. It, therefore, seems very inviting to use real values in the abstract space as heuristic values in the concrete search. Unfortunately, this doesn't always work as well as one might hope.

Suppose that we are doing an abstraction-led A* search. And suppose further that the values in the abstract space are computed by blind search. Then, if the abstraction is an embedding abstraction, it turns out that the A* search will need to open all of the nodes that would have been opened in a blind search of the concrete space [18].
4 Refinement

The idea of refinement is to turn the original search in the concrete space into a series of small searches. The abstract space gives you a skeleton of a solution. To flesh out the skeleton you need to search within each class to find the right state to lead onto the next skeletal path. Consider, for example, the tower of hanoi graph again. If you wanted to get from \(<LS,_,_>\) to \(<_,_,LS>\). At the highest useful level of abstraction, the graph is simply a triangle, in which each of the corner triangles has collapsed to a single state. The search at that level is very easy: and not much searching shows that the right move is along the top. Now to flesh this out. Starting from \(<LS,_,_>\), to be able to go across the top, you first need to get to the state \(<_,_,LS>\). This leads to another small search. The way this will work in practice is that a large tower of abstractions will be built, and each abstraction will provide a skeleton for searches in the state space below.

In [9] it was pointed out that refinement and \(A^*\) have several points in common. It is the contribution of this paper to make to turn these commonalities into continuous spectra.

5 Unifying Hierarchical \(A^*\) and Refinement

The main connection between refinement and \(A^*\) is that both are guided by \(h(S)\), the abstract distance (on the solution path found) from \(f(S)\) to \(f(\text{Goal})\).

The first difference between refinement and \(A^*\) is how \(h(S)\) is used in computing a states priority. In \(A^*\) \(h(S)\) is added to \(g(S)\), the distance from the start state to \(S\), to compute priority, whereas in refinement \(h(S)\) is used by itself.

The second difference between refinement and \(A^*\) is in what they do when they encounter a state \(S\) for which \(h(S)\) is not known. Refinement does just one search at the abstract level. This generates \(h\) values for a certain set of states and refinement's search is confined to this set. Refinement ignores all states outside this set (i.e. all states whose \(h\) value is not determined by the first abstract search). \(A^*\) is the exact opposite. Every time it encounters a state \(S\) for which \(h(S)\) is not known it initiates a search at the abstract level in order to determine \(h(S)\).

These are the only two differences between \(A^*\) and refinement. Although they might at first seem to be qualitative differences, each can be formulated quantitatively, i.e. in terms of a numerical parameter whose value can be varied continuously between a value corresponding to \(A^*\) and a value corresponding to refinement. The parameter associated with the first difference will be called \(W\), the parameter associated with second difference \(P\).

5.1 Search Parameters

Search parameter \(W\) is a familiar one in \(A^*\) research. In \(A^*\), the "priority" of a state, \(f(S)\), combines two distance measures: \(g(S)\) and \(h(S)\). In normal \(A^*\), these two factors are given equal weight: value\((N) = g(N) + h(N)\). Various researchers have explored the effects of weighting these two factors differently \([15, 4]\). In general, then, value\((N) = W\cdot g(N) + (1-W)\cdot h(N), \) where \(W\) is a parameter the user can set. Normal \(A^*\), which weighs \(g\) and \(h\) equally, corresponds to \(W=0.5\).

To get refinement, set \(W=0\). Then \(f(S)\) is based entirely on \(h(S)\). This will correspond to refinement providing that states whose \(h\) values are equal are searched in a breadth first manner.

The second parameter characterising the continuum of search techniques is a probability, \(P\). To understand what \(P\) means, consider what happens when search at some level reaches a state \(S\) for \(h(S)\) is not known. In this circumstance \(A^*\) always initiates a new search in the abstract space in order to compute \(h(S)\). By contrast refinement never does so: if \(h(S)\) is not determined by the very first search at the abstract level, then \(S\) is ignored. In between these two extremes are search techniques that sometimes initiate a new search and sometimes do not. The parameter \(P\) specifies the probability that a new search will be initiated at the abstract level when a state with an unknown \(h\) value is encountered. Thus, for \(A^*\), \(P = 1.0\) and for refinement \(P = 0.0\).

The definition of the \(P\) parameter as the probability of opening or rejecting a state during search, is intended simply as a first “rough cut”. In practice, the choice of nodes to open would likely be better made on a reasoned basis than by chance. The significance of the \(P\) parameter lies not in the specific definition we have given but in introducing the concept that a search system may choose (somehow) to add to the OPEN list only some of the states that \(A^*\) would add.

These two parameters have been added to the hierarchical \(A^*\) system called “V3” in [9] This system itself is an ordinary \(A^*\) with a few special caching techniques added to reduce duplicate effort during hierarchical search. The \(W\) parameter is obviously introduced into the computation of value. The \(P\) parameter is introduced into the step in \(A^*\) where states are added to the OPEN list, since it is at this step that the \(h(-)\) value is required. States whose \(h\) value is known are added as usual. For each state \(S\) at this step for which \(h(S)\) is not known a probabilistic decision is made: \(S\) is ignored with probability \(1-P\) and, with probability \(P\), \(h(S)\) is computed by searching at the abstract level and then \(S\) is added to OPEN. The only exception to this rule is the start state: \(h(\text{Start})\) is always computed so that Start can be added to OPEN to initiate a search. The computation...
of \( h(\text{Start}) \) is what causes the first search to be done at the abstract level; for refinement, or any other technique for which \( P=0 \), this is the only search at the abstract level.

6 Some Principal Variations

Certain combinations of \( W \) and \( P \) correspond to familiar systems. \( P = 1.0 \) and \( W = 0.5 \) is ordinary \( A^* \), of course. \( P = 1.0 \) and \( W = 1.0 \) is blind search (\( A^* \) with \( h(S) = 0 \) for all \( S \)). But it is a particularly inefficient implementation since it actually computes \( h(S) \) for every \( S \) encountered during search and then multiplies the \( h(S) \) value by 0 when computing \( f(S) \). The Graph Traveriser [1] corresponds to \( P = 1.0 \) and \( W = 0.0 \).

When \( P = 0.0 \) one search is made at each abstract level from start to goal. All subsequent search is at the base level and is confined to the portion of the state space that corresponds to the abstract solution path. Different values for \( W \) correspond to different strategies for searching within this portion of state space. \( W = 0 \) is ordinary refinement. \( W = 1.0 \) conducts this search in a breadth first manner without regard for a state’s \( h \) value. This method is called “optimal refinement” (OptR) in [10] because it finds the shortest possible refinement of the given abstract path.

Another method that finds an optimal refinement corresponds to \( W = 0.5 \). This method will be called “refinement by \( A^* \)” (Ref-A*) because it conducts the search like \( A^* \), giving equal weight to \( g(-) \) and \( h(-) \). It differs from \( A^* \) in that its search is confined the portion of state space corresponding to the first (and only) abstract solution path. Note that if the shortest refinement is not unique, OptR and Ref-A* might produce different refinements, say Ref1 and Ref2. At the next level down in the abstraction hierarchy, Ref1 will be used by OptR to constrain search, but Ref2 will be used by Ref-A*. At this level, the shortest refinement of Ref1 might be a different length than the shortest refinement of Ref2. Thus, in an abstraction hierarchy with several OptR and Ref-A* do not necessarily produce optimal solutions, or even equal length solutions. In preliminary experiments, we found that the two techniques do produce solutions of very similar lengths and that Ref-A* usually does less work.

7 Conclusions and Future Work

This paper has surveyed the use of abstractions in determining heuristic searches of directed graphs. It described two kinds of abstraction: embedding abstraction and homomorphic abstraction. Results indicate that homomorphic abstraction is the more useful of the two for searching. The paper has also presented two kinds of abstraction - based search: Hierarchic \( A^* \) and Refinement. These are both well studied. The first always produces optimal solutions and the second tends to produce good solutions quickly. The main contribution of this paper is to introduce two continuous parameters that characterise the differences between these two methods.

Because the parameters are continuous, it follows that there is a continuum of search techniques that are between the two well-known ones. By moving continually through the space of search techniques, from Hierarchic \( A^* \) to Refinement, we would be moving smoothly between optimal solution producing techniques to fast working techniques. It should, in future, be possible to set your search techniques to match your needs for speed versus accuracy.

Much empirical and theoretical exploration of the continuum of search techniques will be done in the future. The theoretical work will help us understand the dynamics of search. The empirical work may well lead to new search techniques that are almost as fast as refinement and produce results that are almost as good as Hierarchic \( A^* \).
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