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Preface

Philip Machanick, Overall Chair: SAICSIT’99

Running SAICSIT’99, the annual research conference of the South African Institute for Computer Scientists and Information Technologists, has been quite an experience.

SAICSIT represents Computer Science and Information Systems academics and professionals, mainly those with an interest in research. When I took over as SAICSIT president at the end of 1998, the conference had not previously been run as an international event. I decided that South African academics had enough international contacts to put together an international programme committee, and a South African conference would be of interest to the rest of the world.

I felt that we could make this transition at relatively low cost, given that we could advertise via mailing lists, and encourage electronic submission of papers (to reduce costs of redistributing papers for review).

The first prediction turned out to be correct, and we were able to put together a strong programme committee.

As a result, we had an unprecedented flood of papers: 100 submitted from 21 countries. As papers started to come in, it became apparent that we needed more reviewers. It was then that the value of the combination of old-fashioned networking (people who know people) and new-fashioned networking (the Internet) became apparent. While the Internet made it possible to convert SAICSIT into an international event at relatively low cost, the unexpected number of papers made it essential to find many additional reviewers on short notice. Without the speed of e-mail to track people down and to distribute papers for review, the review process would have taken weeks longer, and it would have been much more difficult to track down as many new reviewers in so little time.

Even so, the number of referees who were willing to help on short notice was a pleasant surprise.

The accepted papers cover an interesting range of subjects, from management-interest Information Systems, to theoretical Computer Science, with subjects including database, Java, temporal logic and implications of e-commerce for tax.

In addition, we were very fortunate in being able to invite the president of the ACM, Barbara Simons as a keynote speaker. Consequently, the programme for SAICSIT'99 should be very interesting to a wide range of participants.

We were only able to find place in the proceedings for 36 papers out of the 100 submitted, of which only 24 are full research papers. While this number of papers is in line with our expectation of how many papers would be accepted in each category, we did not have a hard cut-off on the number of papers, but accepted all papers which were good enough, based on the reviews. Final selection was made by myself as Programme Chair, and Derrick Kourie, as editor of the South African Computer Journal. Additional papers are published via the conference web site.

We believe that we have put together a quality programme, and hope you will agree.
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Abstract

This paper describes the use of pictorial representations in showing the understanding of natural language that is about multiple or extended events. The focus is on the structure of such eventualities, and depiction of the patterns of the events within a structured eventuality. The visualisation exploits the complementarity relationship between objects and events, often noted in the literature, to map from an essentially temporal entity domain—eventualities—to a spatial one—pictorial representation of their execution structure.

Keywords: visualisation, natural language, eventuality structure

Computing Review Categories: D.1, I.2.0, I.2.7

1 Introduction

The focus of this paper is the pictorial representation of the meaning of natural language sentences that describe multiple, repeated or extended execution of events, such as those in (1).

(1) a. At noon a bell rang in every room of the hotel.
b. Vusi knocked on the door three times.
c. An exhausted Thandi slept for ten hours.

For these examples, of interest are the patterns of multiple, repeated or extended execution of events, rather than the detail of the event itself; it is the visualisation of these that I am concerned with. In (1a) it is the multiple execution—in every room of the hotel1—of some event; in (1b) it is the repeated execution—three times—of some event; and in (1c) it is the extended execution—for ten hours—that will be represented.

1.1 The scope of exposition

The broad area of interest here is visualising EVENTUALITY2 structure. Previous work has looked at the ontological analysis of this kind of eventuality phenomenon[12, 13]

1The spatial location of these events is not important here; what is important is that there are many of them—as many as there are rooms in the hotel.

2I adopt the term eventuality (as used by Bach [3] and others) to refer to any occurrence in the world: a possible ‘happening’ or ‘state’. The term SITUATION is also used in the literature to describe these kinds of entities.

3A note about terminology: There has been much conflation and over-riding of terms in the literature about the ontology of world entities. My approach here is to use the terminology used by the authors when discussing previous work, and to clarify my own use of terminology when I describe my own ideas. This is either in the form of relating it to established usage, or defining my own when there is no clear term already in use.

and at the semantic analysis of language that is about these kinds of eventualities[13, 14]; neither of these is discussed here, other than where necessary to set the context for the visualisation that is the focus of this paper.

I adopt the view that an eventuality may be composed of sub-eventualities and for simplicity I take sentence boundaries to indicate eventuality boundaries. In (1b) then, the whole eventuality is the one of «Vusi knocking on the door three times»4, and its sub-eventualities—of which there are three—are simple eventualities of «Vusi knocking on the door».

We are thus looking at the internal eventuality structure and how sub-eventualities are related to each other, and issues of mereology and of topology are both of concern.

Although temporal issues are of interest, this is focused on the temporal relation between sub-eventualities; no treatment of linguistic tense is included. I have also indicated that the detail of the activity involved in an eventuality is not of interest. In (1b), no analysis is done of what «Vusi knocking on the door» means; it is viewed just as something that is an eventuality. I have chosen, therefore, to simplify matters by using instructions as my primary source of examples: they are usually tenseless, and the subject is usually implicitly the hearer of the instruction. Finally, the treatment is limited to the visualisation of the temporal relations between eventualities that have some aspect of repeated, multiple or extended execution associated with them. Issues such as eventualities overlapping, meeting, etc., as in the manner described by Allen [2] for example, if they are not multiple instances of activity, are not addressed here.

A simple approach is taken for eventualities that consist of two or more sub-eventualities that are not repeated, extended or multiple instances of some event, such as in (2). In this exposition the two sub-eventualities «Thandi

4This notation is used to indicate a semantic gloss.
going to the party» and «Thandi having a good time» are seen as distinct and for convenience just follow each other. While it is acknowledged that this analysis is a simplistic one, and there could in fact be a host of relations between the two sub-eventualities, these are not within the focus of the study and the simple approach is adopted for now.

(2) Thandi went to the party and had a good time.

2 Objects and eventualities

2.1 Ontology and analogies

There have been various taxonomies suggested regarding what can be described by language. A common view says that we talk about entities, and divides the entity space into objects and eventualities—objects are things that exist and eventualities are things that occur. There have been proposals that say that objects are related to space and eventualities are related to time in analogous ways[16, 9, 4, 6, 3].

The first analogy that is of interest is the one proposed and formalised to some degree by Mayo[9]—that objects and events are the ontological complements of each other with respect to time and space. For example, objects have limited extension and unlimited duration, while events have limited duration and unlimited extension.

Zemach[16] takes this analogy further and proposes that we conceive of things from four distinct ontologies; the ontologies are distinguished by their boundedness or continuity in time and in space. Objects (which he calls ‘things’) and events (which he calls ‘processes’) are entities from two of his ontologies; the other two are of entities that are bounded in both time and space, and entities that are continuants in both time and space. Objects are thus bounded in space and continuous in time, while events are bounded in time and continuous in space. So, with regard to the spatial component, an object has spatial parts. It can be divided in parts and these parts are different parts of the object. With respect to time, however, an object is a continuant. At different times, the object is not a different object. A table has parts that are different parts of the table (legs, drawers): spatially the table is bounded. But the table I see today is the same entity as the table I saw yesterday: with respect to time, the table is continuous. And two table-entities are one and the same thing only if there is temporal distance between their respective temporal locations.

A similar argument applies to event entities—‘this noise’, ‘the Roosevelt era’—they are bounded (defined) in time but continuous in space. As an event ‘World War II’ can be at the same time in many places—continuous in space—but cannot be in the same place at many times—bounded in time. This is not to say that ‘World War II’ occurs only for an instant; it can occur for a large period of time, but any occurrence of ‘World War II’ that is outside of this period (say the period 1939 to 1945) is a different instance of ‘World War II’.

The second analogy[6, 15] relies on the object-event complementarity thesis summarised above. Put very simply, it analyses continuous events as mass and repeated events as plural. Jackendoff[6, pg 16] says that

'the semantic value of repetition is identical to that of the plural, that is, it encodes the multiplicity of a number of tokens belonging to the same category.'

Although Jackendoff’s view is a little narrow (it does not include the possibility of the eventuality described in (1a) being the event analogue of plural), it essentially encompasses the correspondence required—that multiple events can be viewed as analogous to multiple objects. There are also similarities between events that occur continuously and mass objects—many of the tests that we might apply to some object to determine whether it is mass also apply to determining whether an event is plural.

2.2 Structure and sub-structure

Central to this study is the view that activity⁶ is always itself made of activity, and it is possible to view the activity from a number of different levels. This is a position analogous to the one of seeing objects as themselves consisting of objects; it is only the fact that we view an object from a particular perspective that allows us to distinguish it from other objects and allows us to delimit its boundaries. For example, a dining suite may be seen as a dining suite, or as a table and six chairs, or as wood and nails and glue, or as hydrocarbon molecules. However it is seen though, it is still the same object. It is less usual, though certainly possible, to see the dining suite object as two chairs and some carbon and other molecules. An object is itself composed of things that can themselves be conceptualised as objects.

Applying the same analysis to an activity—for example that of dancing—performing a dance can be seen as executing a series of dance steps, or as doing a stream of body movements. It can also be seen as the response to a series of nerve impulses. Performing a series of 16 pirouettes can be seen as a composite activity that consists of 16 sub-activities, each of which is the activity of performing one pirouette.

With regard to language visualisation, then, I am concerned only with that degree of structure that can be determined from the language. I argue that it is the language that makes us conceive of the structure in a particular way. Contrast these language fragments:

(3) a. Albertina bought a dining suite.

b. Albertina bought eight chairs and a table.

⁶For now I use the term activity to refer to the substance of an eventuality, or to what exists when an instruction gets executed. This is a simplification. I give a fuller description of the distinction between activities and eventualities elsewhere[13].
2.3 Visualising activity structure

Previous work on visualisation has focused on visualising objects that have been described in text, or on simple activities[10, 8]. While it is popular to visualise activity through the use of animation, it is clear that animation does not really illuminate activity structure. There is also the issue of time in animation; it is not straightforward to visualise the passage of time in any kind of comparative way. Finally, it is not easy to express quantitative aspects without, say, having the animation take as much time to run as the activity which it is intended to visualise; this is not always appropriate.

There has been some work done around the cognitive aspect of how we understand images[11]. Okada sees events\footnote{According to Okada\cite{11} there are four types of real world objects, namely substance, event, attribute and others.} as being those things represented by verbs. An event, anything represented by a verb, is a change from one state to another. For example, the event ‘sing’ is seen as having the feature of a change in voice and sound; ‘turn’ has a change in direction. While I note that Okada’s view of events is an over-simplistic one, to turn the model from understanding to presenting a visualisation would require a means of visualising the change. In the model there is no distinction made between, say, ‘sing’, and ‘sing for half an hour’ or ‘sing one song’; there is no obvious way to model these differences by simple state changes.

My approach exploits the object-event analogy; activity structure is represented in the form of object structure, where each activity is represented as an object and the sub-activities are represented as sub-objects. Representing time is done by choosing a spatial direction to show the passage of time. The final result is effectively a time graph; because I am not interested in representing exact timing, but rather concepts that are relevant to temporal sub-structure, the graphs are also not exact spatially but they represent—in spatial terms—the important concepts.

So, it is possible to represent the structure of (4b) by drawing an unmarked time graph that contains 16 entities, as in Figure 1. That is, the structure of the entire eventuality is represented by the outer block; it contains—within it and arranged consecutively along the time-axis—16 smaller blocks. Each of these blocks represents one instance of ‘do that pirouette’ and all of the blocks have boundaries to indicate that their extent is defined. So, using objects—the blocks—and arranging them spatially with respect to each other, it is possible to represent events and their temporal relationships.

3 Components

In this section, I show how the distinctions in the previous sections can be used in the formation of an approach to visualising eventuality structure. This approach is a subset of a more comprehensive approach\footnote{For a complete treatment of eventualities, all four of Bach’s\cite{11} eventuality categories are needed, as well as a more sophisticated analysis of the object-event analogy and of the concept of mass \cite{16} and plural. However, what is presented here is sufficient to illustrate the important concepts.} to visualising repetition, multiple occurrence and extended execution of eventualities.

3.1 Basic building blocks in the ontology of eventualities

For the purposes of this paper, two basic kinds of component have been identified; representing eventuality structure then involves combining instances or multiple instances of these basic components in different ways. The basic components are called process and happening. Process is used as analogous to mass in objects and a happening is used as analogous to a count object.

Because of the recursive nature of my analysis, it is possible that a happening may at a lower level itself consist of a structured arrangement of processes and happenings, much in the same way that a dining suite consists of 8 chairs and a table. A bottom level happening or process is one that is indicated via the language.

3.2 Basic kinds of eventuality structure

In keeping with the analogies described earlier, I use two basic structures, which I call mass and set. These are analogous to mass objects and plural count objects; each uses a different basic representation component. Mass eventuality structure uses the process, and set eventuality structure uses the happening.

1. Mass is an eventuality that takes place continuously over a time period. As is the case with objects, some

![Figure 1: Visualising the structure of 'Do that pirouette 16 times.']
Set may be ordinary sets or ordered sets. These are essentially collections of happenings, or multiple happenings.

- An ordered set has the essential property of being a set of happenings that must occur consecutively.

(5) Baste the roast twice.

- An ordinary set is a set of happenings where no temporal order is specified; any timing may be chosen.

(6) Cut two circles of pastry

A set may have happenings which are executed concurrently (such as in (1a)), consecutively, or randomly. This also allows the possibility of temporal relations between sub-events being dependent on context[5]. So, in (6), the two cuttings could be simultaneous if the cook has available a double pastry cutter, while they would be consecutive if not. Here, unlike in (5), the language is not stipulating consecutiveness.

Two other kinds of structure are included:

1. Concurrent activities consist of two or more (each of these may be itself structured) that occur at the same time.

(7) Boil the soup, stirring continuously, for 10 minutes.

There are two activities («boil the soup for 10 minutes» and «stir the soup continuously») that are concurrent. The former activity is a mass, and the latter is an ordinary set.

2. Conjunctive activities are those that contain one activity (again this may be structured) whose extent is expressed in more than one way.

(8) Simmer the soup for five minutes or until it is thick.

3.3 Arranging the components

The pictorial representation requires arranging the basic components on a time line, to reflect the understanding of the repetition. Descriptions of a repetition activity have information that contains more detail about the nature of the repetition. For example, we may know that a happening occurs every 10 minutes, or that a process occurs for an hour. Individual components and time-lines are arranged in a particular way with annotation, to include the depiction of this additional information.

So, sleep for three hours would be a mass event sleep, with a size of three hours. Roll the dough out three times is an ordered set of happenings roll the dough out with a cardinality of three. Finally, cut three circles of dough is a set of happenings cut a circle of dough with a cardinality of three.

4 A computational system

To show the feasibility of the approach described here, I have developed a program that produces graphs that depict the eventuality structure.

Happenings are drawn as shaded rectangular blocks, which are arranged on a graph to indicate how they occur with regard to time. The passage of time is depicted as from left to right across the page. Different happenings have different shading; a set of happenings, forming an activity, has a number of blocks all with the same shading but arranged in a way on the time graph to show their repetition. Processes are drawn as shading between horizontal lines; the temporal delimitation of these events is omitted. However, once a delimiter is present (such as might come from 'for three hours'), the process is represented as a block, similar to a happening. This is a reasonable approach; once 'water' becomes 'a glass of water', it has become a count object.

The drawing is done by a PostScript[1] program—input to the PostScript is a single data structure, the result of the semantic analysis for each discourse[10].

A semantic analysis of (9) determines that the activity consists of two concurrent activities—simmering the soup and stirring the soup. Further, stirring is a happening; that it occurs frequently gives the information that it is part of an activity that is an ordered set. The simmering the soup activity is a mass that has a duration of one hour.

(9) Simmer the soup for one hour, stirring frequently[11].

My semantic analysis produces this data structure:

```
[[60 [mass [[simmer the soup ] ]
   [one hour ]]]
[60 [orderedset [12 3]]]
[2 [happening [[stir the soup ] ]]]]
```

This is a PostScript array, containing four sub-arrays, one for each activity. Thus, numbering the arrays 0–3, the activities each represents are:

0 «simmering the soup for one hour, stirring frequently»

\[10\] A discourse is one or more sentences; each sentence is one instruction.

\[11\] There are different semantic readings that will be obtained from the seemingly similar sentence 'Simmer the soup, stirring frequently for one hour'; the detail and semantic analysis of these is discussed elsewhere[14]. These would then be visualised differently—for example, the mass of simmering would not have a delimiter.
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1 «simmer the soup for one hour»
2 «stirring the soup frequently»
3 «stirring the soup»

To enable the actual drawing of the blocks, each activity is given a size; conveniently this could be related to the time that such an activity might take. In the array then, the number at the left is the size of the activity; we could imagine it represents in minutes the time taken for the activity to occur.

For happenings or processes—the basic components identified earlier—text describing the activity follows. This text is used in the creation of the key, as in elements 1 and 3 in the above array.

For the activity that is structured the places where the activity descriptions will be found (the element numbers) follow. For element 0, the concurrent elements of this activity are found in elements 1 and 2. For sets, the cardinality and the place where the description of the set elements will be found follows; thus in element 2, the ordered set is made of twelve instances of element 3.

This is input into the PostScript program, which produces this pictorial representation. Each activity type (such as mass, orderedset) corresponds to a call to a PostScript routine. Thus, additional activity types can be added in a modular fashion, by adding new routines. More importantly, changes to the way an activity type is drawn can also be made in a modular fashion, if we wish for instance to depict a more comprehensive analysis of intra-event relations as mentioned in section 1.1.

This section ends with a more complex example, of a discourse of more than one sentence.

(10) Melt a pound of butter. Skim off the foam and discard it. Heat the butter until it is foaming and skim again. Do this twice more.

A semantic analysis that might be produced for (10) is:

```
[750 [complex [1 2 5 8]]
[60 [happening [(melt) (a pound of butter)]]]
[60 [complex [3 4]]]
```

5 Concluding remarks

5.1 Limitations

There are of course limitations to visualisation, and these come in two forms—those pertaining to visualisation itself and those pertaining to any computational implementation of visualisation. I only mention some of each of these; space restrictions here prohibit a fuller exposition.

One principal difficulty with visualisation as described in this paper is the implicit information that comes along with any picture. If a repeated event is represented by evenly spaced boxes, there is an implication that the repetition occurs at equal time intervals; boxes of similar sizes will be assumed to represent events that occur for similar lengths of time. In both of these cases, it is possible to imagine examples where the evenness or the temporal similarity should not be implied. The solution of say spacing the boxes unevenly, rather than removing the implication, may imply the opposite—that the events explicitly occur at random intervals.

A second problem is how to visualise concepts like 'a few times' or 'a hundred times'. For the first, representing three blocks may imply that 'three times' is intended. For the second, do we draw one hundred blocks? How do we fit them all in? Or do we use dots to indicate some missing items?

With regard to the implementation described here, there are a number areas where things could be done differently. A time axis might be useful; however including a time axis where there is no actual reference to time, such as in (10) can also clutter the visualisation. There have been many examples that I have mentioned where my analysis is...
not comprehensive. For example, what of mechanisms for visualising more than two concurrent events, and also concurrent events that do not have the same start and end times as each other. Extending the analysis would entail defining other ways in which the basic building blocks could be combined into structured eventualities; it would then be a matter of coding a PostScript routine for each additional structure. I argue that the modular approach taken would facilitate this kind of extension.

5.2 Related work

The work presented here is related to work on understanding instructions (e.g. [5],[4]); work on the object-eventuality analogy ([6],[9], [16]; work on visualisation of events and situations (e.g. [8], [10]). However, none of these deal with the issue of extracting and visualising information that is about repeated, extended or multiple eventualities.

There is an obvious connection with work in artificial creativity. We can see music and dance as artforms that exist in the eventuality domain and fine art existing in the object domain. It is clear that one aspect of aesthetic appeal in art comes from the recurrence of themes[7]; the repetition of musical phrases is a good example, while visually, say in a painting, patterns of repetition may be appealing. It would be useful to extend some of the models that exist of creativity[7] to include aspects of repetition and massiness, in both the object and eventuality domains.

5.3 Summary

This paper describes an illustrative segment of an approach to representing the understanding of language about event sub-structure. Given a semantic analysis of the repetition described by instructions, it is possible to produce a visual image of this. PostScript's functionality is exploited to provide a simple back-end to semantic analysis that is clean and modular. Additional event sub-structures can be included in a modular fashion.

Although the visualisation has some limitations, it is very useful in providing a means of representing semantic information in a medium that is distinct from the conventional ways of doing this, such as logical forms. Moving to a different medium has advantages that include being able to represent information that could not otherwise be easily represented, such as the passage of time. Also, applying the results of semantic processing to another application can be a good test of the validity of semantic output[8].
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