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Preface

Philip Machanick, Overall Chair: SAICSIT'99

Running SAICSIT'99, the annual research conference of the South African Institute for Computer Scientists and Information Technologists, has been quite an experience.

SAICSIT represents Computer Science and Information Systems academics and professionals, mainly those with an interest in research. When I took over as SAICSIT president at the end of 1998, the conference had not previously been run as an international event. I decided that South African academics had enough international contacts to put together an international programme committee, and a South African conference would be of interest to the rest of the world.

I felt that we could make this transition at relatively low cost, given that we could advertise via mailing lists, and encourage electronic submission of papers (to reduce costs of redistributing papers for review).

The first prediction turned out to be correct, and we were able to put together a strong programme committee.

As a result, we had an unprecedented flood of papers: 100 submitted from 21 countries. As papers started to come in, it became apparent that we needed more reviewers. It was then that the value of the combination of old-fashioned networking (people who know people) and new-fashioned networking (the Internet) became apparent. While the Internet made it possible to convert SAICSIT into an international event at relatively low cost, the unexpected number of papers made it essential to find many additional reviewers on short notice. Without the speed of e-mail to track people down and to distribute papers for review, the review process would have taken weeks longer, and it would have been much more difficult to track down as many new reviewers in so little time.

Even so, the number of referees who were willing to help on short notice was a pleasant surprise.

The accepted papers cover an interesting range of subjects, from management-interest Information Systems, to theoretical Computer Science, with subjects including database, Java, temporal logic and implications of e-commerce for tax.

In addition, we were very fortunate in being able invite the president of the ACM, Barbara Simons as a keynote speaker. Consequently, the programme for SAICSIT'99 should be very interesting to a wide range of participants.

We were only able to find place in the proceedings for 36 papers out of the 100 submitted, of which only 24 are full research papers. While this number of papers is in line with our expectation of how many papers would be accepted in each category, we did not have a hard cut-off on the number of papers, but accepted all papers which were good enough, based on the reviews. Final selection was made by myself as Programme Chair, and Derrick Kourie, as editor of the South African Computer Journal. Additional papers are published via the conference web site.

We believe that we have put together a quality programme, and hope you will agree.
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Improving Object Oriented Analysis by Explicit Change Analysis

Liu Yu, Siew Chee Khong, Yi Xun and Miao Yuan

School of EEE, Nanyang Technological University Nanyang Avenue, Singapore 639798, eyliu@ntu.edu.sg

Abstract

Changeability is one of the major concerns in software development. OO (Object-Oriented) technology itself is not enough to solve this problem, i.e. software systems can not have enough changeability by just using any specific kind of OO language or computing models such as CORBA or COM. In this paper, we first discuss how the changeability issue is handled in current software development methods and what is the most important prerequisite for solving the software changeability problem. Based on these analyses, we argue that most of current OO analysis methods have missed an important activity in their analysis phase, i.e. change analysis. Thus, OO software systems developed according to these methods often can not exhibit the expected maintainability, extensibility and reusability. In order to improve current OO analysis methods, we have proposed a conceptual framework for conducting a systematic change analysis in software analysis phase. A detailed case study of the application of this framework in a real software project has also been described in this paper.

Keywords: Object-orientation, Change Analysis, Software Engineering, Changeability

Computing Review Categories: D.2.1

1 Software Changeability

Software products are quite different from hardware ones. Changeability may be the most important difference between them. Software has kept on changing during its entire maintenance phase. Hardware maintenance is much different from software maintenance. Hardware maintenance is the process of retaining a hardware system or component in, or restoring it to, a state in which it can perform its required function [1]. But software maintenance is a process of modifying a software system or component after delivery to correct faults, improve performance or other attributes, or adapt to a changed environment [1]. Software has to experience more change than hardware during its life cycle because sometimes software is the only changeable part after the whole system has been delivered. Software is always subject to the pressure of change. When there is any new requirement or proposed change from users to the current system, the software part in it will be changed at most of time rather than its hardware part. In fact, software is often used to provide more changeability to a system. At many systems, when more changeability such as adaptability, flexibility, and extensibility is needed, a software-based implementation is often used to replace its original rigid hardware-based implementation. In addition to its maintenance, software also needs much changeability to support software reuse. Several researchers [5, 6] have identified that “as-is” reuse is very unlikely to occur and that in the majority of the cases, a reused component has to be adapted or changed in some way to match different application’s specific requirement. Any reusable software component should be able to be changed quickly and cheaply along some predetermined directions. If the cost of making this change is greater than that of writing a new component, nobody will reuse it. In practice, the cost of software changes made in maintenance phase is very high compared with its initial development cost. According to Stephen R. Schach [2], at least about two-thirds of total software costs are devoted to maintenance changes. Therefore, more money has been spent on changing software in its maintenance phase than on building it in its development phase. From above discussion, we can see that changeability is a very important issue to software. Software change is costly but inevitable. Many non-functional requirements on software, such as maintainability, adaptability, flexibility, extensibility and reusability, can be seen as different aspects of software changeability respectively.

2 Design For Change

How do our software engineers cope with the changeability problem in software? “Design for change” [7, 8] may be the only effective solution to it. Actually, "design for change" had been proposed and well explained for a long time [15, 23, 24], but still has not been well-practiced [24]. Also more and more people have agreed that the maintainability of a software system is dependent on its design [35]. Generally, there are two different kinds of possible changes in software, i.e. anticipated and unanticipated changes. Software can not be changed easily unless these changes have been anticipated beforehand. One of the clearest morals about “design for change” as it is taught in other areas of engineering is that one must anticipate changes before one begins the design [15]. The “Design for change” principle is applicable only to anticipated changes. “Design for change” is trying to encapsulate the...
areas of a system that are likely to change and provide non-intrusive ways for a later designer/programmer to modify the behavior of the code [7]. Information hiding [26] is the core of the "design for change" principle. The first crucial step in information hiding is to identify the items that are likely to change. These items are termed "secrets." And then, designing inter-module interfaces that are insensitive to the anticipated changes [15]. Instead of ready to be changed arbitrarily, software can be changed easily only in some specific manners or through some specific mechanisms that are pre-defined by or embedded in some specific places in software by its designers. "Design for change" just means "Design for anticipated change" instead of "Design for all change" because only anticipated change can be effectively dealt by it. OO technology only can be used to cope with anticipated changes as well. It will provide software with some specific kinds of designated change-ability, but not arbitrary flexibility and adaptability. Using OO can not guarantee that the final system will be generally flexible, adaptable, or reusable. In fact, changeability must be explicitly engineered into software. Software systems are adaptable in specific, designated ways, if at all, to some specific kinds of change [12]. For example, OO Design Patterns [8] only can be used to help software engineers avoid system redesign by ensuring that a system can change in some specific ways, not arbitrary ways. Each design pattern permits some aspect of system structure vary independently of other aspects, thereby making a system more robust to a particular kind of change. Different patterns will support different kind of anticipated change. To design a system to be robust to potential changes, you must first predict what kind of change might happen over its lifetime [8].

3 Why We Need Change Analysis?

Software changeability is always thought to be an issue which should be handled in software design phase. From many discussions of "design for change" [15, 23, 24, 7, 8], we can find that the problems related to software change-ability are completely left to software designers to cope with. Since only anticipated changes can be effectively handled in software design phase, so the most important requisite for applying "design for change" philosophy is that software designers must know what kind of future change should be supported by the system before he can start his work on design. Only after he knows the potential future changes in system, a software designer is able to design or embed some corresponding change-dealing mechanisms into software to properly encapsulate these possible changing areas and provide some specific non-intrusive way to ease maintainer to do proper maintenance changes in future. In fact, the success of "design for change" heavily depends on our ability to predict the future [24]. Effective modularization relies on the predictability of future changes [27]. But the question is how software designers get to know these potential changes in software design phase? Designers can not effectively predict and identify the future potential changes in system by themselves in the design phase. Many kinds of software changes are caused by changes in its original software requirements. Most software requirements changes in future are often closely related to various factors in its application domain. But software designers normally do not have enough specialized application domain knowledge to help them make a correct and precise prediction of future potential changes in current system requirements. In almost all software development methods, the only output from software analysis phase, which is also the input to its design phase, is the software requirements specification. So the only channel for software designers to get the knowledge about the anticipated changes in user's requirements on system is through the requirements specification documentation. In order to design a system based on the principle of "design for change", the description of anticipated future changes in requirements should be one part of the software requirements specification. And correspondingly, some kind of activity in the analysis phase should be carried out to collect the information about the potential changes in current requirements to system. This particular activity in the analysis phase, which is performed to determine the potential changes in the current user requirements on system, is called change analysis by us. Unfortunately, almost all current available OO software development methods have ignored this prerequisite for applying the "design for change" principle in software design phase, and the change analysis has not been included as one part of their analysis activities. In fact, the consideration of potential changes in system should be started as early as from the software analysis phase, and it can not afford to be delayed until to the design phase, which is exactly what happens in most current OO software development methods. Maintainability, adaptability and extensibility should not be only the concerns of software designers and programmers. Software analysts must also assume his part of responsibility, i.e. conducting a proper change analysis in software analysis phase to provide designers the necessary information of the future potential changes in current requirements. This information will help designers to construct a maintainable and extensible system, i.e. a system that has proper pre-defined change-dealing design structures and mechanisms to accommodate future potential changes. Change analysis should become an inseparable step in the analysis phase of any software development method which aims to produce a high-quality software product with good maintainability and extensibility. A successful change analysis is the very first step to get a highly maintainable system architecture which is able to accommodate future maintenance changes quickly and cheaply.
4 Problems In Current Object-Oriented Analysis Methods

Many object-oriented software development methods have been proposed [22, 19, 28, 29, 30]. Smooth transition from the analysis model to its design model is often claimed to be a prominent characteristic of most OO methods. They suggested that the design object model could be directly derived from their analysis object model simply by adding some implementation details, and not many efforts need to be put into their design phase. That is why most OO methods do not have much discussion on their design phase and only concentrate on the analysis phase. So this paper will also mainly discuss the problems in the analysis phase of these OO methods. The common problem of them is that most of these OO methods have not given an appropriate consideration to software changeability issue in their analysis phase. These methods only concentrate on how to satisfy the current user requirements, but not pay enough attention to the possible future changes in system, so the “design for change” principle can not be well supported by them. A direct result of this negligence is that the system design structure constructed according to these OO development methods usually do not have the expected extensibility, flexibility, adaptability, maintainability and reusability, which are often thought to be the most important advantages of OO technology and development methods. These OO methods advocate that their analysis object model mainly consists of the objects and relations that are directly mapped from its original application domain. But almost no consideration has been given to the possible future changes of these application objects and relations. So this kind of analysis model is at best a precise model for user’s present requirements, but can not easily be adjusted to tolerate user’s future changing requirements. The corresponding design model that is “smoothly” transformed from the analysis model can not have much changeability to cope with the potential changes in system either. This analysis model derived from these OO analysis methods is barely able to cover the representation of current requirements on system, but never can get a chance to be a basis for a successful design object model which is flexible, adaptable, and robust enough to deal with most potential future changes easily. This kind of analysis model is more close to the problem domain rather than the solution domain. Since the potential changes in requirements has not been reflected in the analysis model, the design model directly transformed from it will not contain any appropriate change-dealing structure and mechanism to support future changes in system. The software developed according to these OO methods will not have the expected extensibility, reusability and maintainability. Let us check several mainstream object-oriented analysis methods: In OOA [28], the analysis activity has been divided into several phases, i.e. finding class-&-objects, identifying structures, identifying subjects, defining attributes, defining services etc. Although “continual change” has been listed as one of analysis challenges, there is no specific instruction or guideline on how to deal with this challenge in the analysis phase. The only available suggestion was that the analyst should seek the requirements packaging that will remain stable over time. No other detail has been given. In Booch method [19], the purpose of software analysis phase was defined as to provide a model of future system’s behavior. Milestones of the analysis phase are scenarios for all fundamental system behaviors. Two primary activities are associated with the Booch’s analysis method: domain analysis and scenario planning. The domain analysis concentrates on studying existing systems. The scenario planning will identify all major system operation scenarios. But no specific action or step has been defined to identify or analyze the potential changes of these scenarios. In Fusion [22], the goal of its analysis phase is to capture the user requirements as much as possible and then represent it in a complete, consistent, and unambiguous format. According to the Fusion, most input to the software analysis phase usually is a natural language requirements definition document. Such kind of document often contains the description of what the problem is, what some solutions might be, and how a system that solves the problem ought to work. They often contain ambiguity and are at best only partially complete. At worst they can be internally inconsistent. The analysis phase in Fusion only concentrate on how to make vague user requirements more clearly and consistently. No discussion relevant to potential requirement changes has been mentioned in Fusion. There is a quite similar situation in OMT [29] as in Fusion. The main purpose of OMT’s analysis phase is to make the general problem statement from clients more precise, and expose ambiguities and inconsistencies in it. Its analysis model is intended to be a precise and concise representation of the problem that permits answering questions and building a solution. Then the subsequent design steps can refer to the analysis model, rather than to the original vague problem statement. So the main focus of the OMT’s analysis phase is still on re-formulating a natural language requirements statement with its object modeling structures. Once again, the future possible changes in current requirements have been ignored almost completely. In conclusion, most of available object-oriented analysis methods only discuss about how to collect and represent the current user requirements with their different object models, but do not care about the future potential changes in these requirements, and none of them suggests to do a systematic change analysis in their analysis phase.

5 A Framework For Conducting Change Analysis

The change analysis will begin only after the current user requirements to system have been gathered. It should be a systematic process to identify and categorize all those meaningful and probable potential changes in user’s requirements to system. These potential changes in the user’s requirements will be most likely to directly cause the future
maintenance changes in the final system. The proposed framework for this change analysis consists of following steps:

1. Make clear the life span for the system being analyzed. The results of change analysis will be effective only for this period of time. Since the change analysis actually will predict the future potential changes in the user requirements, uncertainty is an important factor to be considered. The changes that should be taken into account in the change analysis are those possible maintenance changes that will happen during the expected lifetime of this software. Beyond its intended life span, there is no point to waste any resource to predict anything. Also beyond certain time horizon, anything in system will not be able to be effectively predicted because of too much uncertainty. So the first thing we should do in the change analysis is to determine the prediction time horizon for it.

2. Identify and classify potential future changes. The changes in requirements are often resulted from some changes in its original application domain. There are many external factors that can cause software to change, but most of them can be classified into several common categories, for example, changes in technology, changes in its running contexts, social and organizational environments, changes in business law and company policy etc. In fact, we can use these common categories as a hint for us to identify the future potential changes in any new system and classify the identified changes according to them. We have determined the following common categories of factors which may cause the potential changes in user's requirements to system:

- External interface change.
  - Interface change to external hardware. This kind of change can be the result of changes in the running machine, peripheral hardware such as display, printer and networking devices etc. The change may involve in the number, type and parameter of hardware interface
  - Interface change to other software.
  - User interface change. This kind of change can be found almost in every application.
  - Change in input and output data, such as its format, length, precision, unit, quantity etc.
- Function or sub-step variability
  A system function or its sub-function, and one step or its sub-step in a system's application logic may be implemented in a different manner in future, though it may still perform the same basic function or processing. For example, the current communication between two distributed parts of a system is implemented by a RS232 serial port connection. But this implementation is very likely to change, e.g. the two parts may also be linked by a dial-up line, LAN or WAN in future when the system works in a different environment.
- Change in processing strategy and control algorithm.
  For instance, the current encryption algorithm, resource scheduling and error-handling strategy specified in the requirements document may be replaced or adjusted in future due to the increased security concern, changes in available resources, and the new request on a system's reliability.
- Adding new function or service.
  Normally, new business service or new application function has to be introduced into system continuously in order to satisfy the user's increasing demand on current system. Software can not support for adding any new function freely into system. Only the new function, which has been anticipated beforehand in the analysis and design phases or is at least compatible with anticipated changing directions, can be combined into the current system seamlessly.
- Change in the user's requirements on the throughput, performance, efficiency, speed, accuracy etc. of the system.
- Rule and policy change.
  For example, business rules such as when to reorder inventory or the meaning of an aged account is often subject to change over a business application's life cycle. Changes in legal requirements arising from domestic legislation, from international regulations and standards will also result in this kind of change.
- Change in the executing sequence or invocation order in application logic.
  The executing sequence of sub-steps or sub-functions in a system's application logic or in a business process is often subject to change. This kind of change often will result in the change in the system's control flow or its function and sub-function invocation order.

3. To each kind of change identified in step 2, we should first determine how much impact it has on the proposed system. Some kind of potential changes can be more influential. For example, in a business information system, the transaction rule or policy change caused by the adjustment in legal requirements may be mandatory and have to be implemented according to a strict externally determined timetable. If the change is not supported in time, the organization concerned may be subjected to legal sanctions.

4. Determine the probability and frequency of one particular change. If one kind of change has great impact on
software system, but only has very small probability, we may still decide not to support it in our system. The future change with potential high frequency should be given a high priority. The ease of making a change in the design should bear a reasonable relationship to the likelihood and frequency of the change being needed [10].

5. According to the impact and probability of each potential change, we finally determine its priority to be given in the future system design. Only the probable change with enough priority will be supported by the system.

6 Case Study

This was a real information system development project completed by six Master students. The system is now running in a large electronics company, CET Technologies Pte Ltd, in Singapore, to automatically manage its electronic devices located throughout Singapore. Initially, the system was proposed by and developed for a small division of CET and intended to manage the devices only running in this small division. Other divisions had expressed some interests to the system. But during its software analysis phase, the students were asked by us to do a systematic change analysis to identify possible and meaningful changes in the requirements to system. Then after one year since the system was deployed, CET decided to use the system to manage all its similar devices in company. Although this decision had resulted in many changes to the early version of the system, it still had been successfully maintained to support almost all newly proposed revisions.

Major changes in the original requirements had been implemented relative quickly and cheaply because most of them had already been identified in the change analysis and given some proper consideration at design time. The original system design model had showed good extensibility and adaptability during this maintenance effort. This project is a good example to illustrate how the change analysis results can be used to improve the OO analysis and design object model, which has been developed with traditional OO methods, to make it more maintainable and extensible. In order to explain our ideas succinctly, we have simplified the original system and only selected a small part of it to discuss. The earliest version of the user requirements to the system which was intended to run in the small CET division can be summarized as follows: An information system is needed by Division M in CET to automatically monitor and control 18 devices running in its device room. The devices are the same kind of electronic hardware equipment and can be directly connected to the serial port of a computer through a multiplexer. The first system error is detected, the device manager will record it in a log file. Then the manager will generate a kind of alarming signal by the user interface, e.g. alarming sound or a pop-up dialog box to display the error information such as its equipment ID, error code, time stamp etc. Depending on its error code, the device manager will try to correct some kinds of errors by changing corresponding settings of the erroneous device. The new settings can be transmitted to erroneous device through a multiplexer. The first system design object model, which was transformed directly from its analysis object model and no change analysis had been conducted, was quite straightforward and simple. This object model was mainly made up of application domain objects. The simplified class diagram of this design is shown in Figure 1 with OMT notations. There were only two classes, i.e. CETEqp and Manager. The CETEqp class representing running devices in CET that need to be managed. Manager object would automatically poll all CETEqp objects for their running status. When any error occurs and is detected, Manager will try to recover it by transmitting new settings to it. Here a Manager object will manage all CETEqp objects.

If the final system had been implemented according to the design model in Figure 1, it would have had little maintainability to cope with the following maintenance changes. Any small change in user's requirements might cause rippling effects in many other parts of system. Only the user's requirements at that particular moment had been considered in this model. Almost no attention had been paid to its potential changes. Then we asked the students to conduct a systematic change analysis according to the aforementioned analysis framework. The students had discussed carefully with CET domain experts for several times to collect information about potential changes in their original requirements specification. Students had modified the old object model in Figure 1 to reflect their change analysis results. The revised object model is shown in Figure 2.

We will give some explanation of the object model in Figure 2 according to relevant change analysis results. It was just these potential changes identified from the change analysis that had resulted in all differences between Figure 2 and Figure 1. The following is some potential changes identified by students and their corresponding effects on the original object model.

1. The type of managed devices was very likely to change in future. The division in CET might also use other new or some different kinds of electric devices in future, and each of them had to be managed by cur-
current device manager in system. In order to support this change in device type, an abstract device class CETEqp had been introduced and served as the base class for all other concrete device classes such as Eqp1 and Eqp2, which represented different kinds of CET devices. The CETEqp class actually had defined an abstract interface and a standard interaction protocol between Manager object and all different kinds of device objects. The variations in device types were hidden behind the interface.

2. The location of CET devices was also likely to change when more devices were deployed by CET in future. Some devices may have to run remotely instead of working locally some time later. In fact, it was not necessary for Manager class object to know whether a managed CET device was a local device or a remote one as long as the device could support the predefined CETEqp interface and their interaction protocol. In order to keep this potential change of location from affecting other parts of the system, two new classes had been defined, i.e. LocalEqp and EqpProxy. The LocalEqp class was the base class for all devices running locally. The EqpProxy class was actually a local representative of a remote device and was used to hide the location difference between different devices.

3. Different remote CET devices running in different places might use different mechanisms to communicate to its device manager in future. In order to support this possible change in communication modes, a new class Communication, was defined to set up a common interface for different communication ways. Each subclass will support a specific kind of communication mode such as dial-up or networking.

4. The device polling strategy might also be changed in future. Currently, a Manager object would poll all its managed CETEqp device objects in a round robin manner for their status information. But as more and more different types of devices were to be managed by this Manager at the same time, the round robin polling strategy might not scale well. For example, some kind of mission-critical task might be running on some CET devices. The delay in detecting and correcting its errors could be disastrous. These devices should be treated differently from the others, e.g. should be checked more often than other ordinary devices. So under this circumstance, a priority-based polling strategy was preferable to a simple round robin polling strategy. In fact, what kind of polling strategy would be adopted was mainly decided by what types and how many CET devices should be managed in current system. There was no polling strategy that could work well in all situations. Sometimes different polling strategies have to be interchanged dynamically. So the potential change in polling strategy is almost inevitable and must be well supported. Here the Strategy design pattern was adopted to provide needed flexibility. The Manager, PollingStrategy, RoundRobin and Priority classes corresponded to Context, Strategy and ConcreteStrategy classes in Strategy pattern respectively.

5. The number of managed devices might increase in future. It could be thought as a change in system's throughput. Since all CET devices were managed by only one Manager in Figure 1, the manager was very likely to become a bottleneck of the whole system in future. In order to cope with the potential increase in system's throughput in future, a hierarchical system structure was used here to make system more scalable. As shown in Figure 2, there could be several Manager objects in this object model instead of only one in Figure 1. These Manager objects had been organized as a hierarchical structure and each of them was at a specific hierarchical level. Based on this new structure, a Manager object could manage many CETEqp device objects as well as several other lower-level subordinate Manager objects, but it only had at most one upper-level Manager object. Any subordinate Manager object could be treated the same as a CETEqp device object by its upper-level Manager object. Thus, the overall workload of device management had been distributed among different Manager objects located in different levels. Then a new class CETNode was defined and became the superclass of CETEqp and Manager classes. The common interface defined in CETNode will support all basic polling, setting and trapping functions.

Here we have discussed only five different kinds of identified potential changes and their effects on this sys-
tem's design structure. The others have been omitted due to limited space. Based on all identified potential changes in system, a design model in Figure 2 had been finally derived. It was more complex but also much more maintainable and extensible than its old counterpart in Figure 1. At most conditions only one or two classes in Figure 2 were affected when changes occurred during its maintenance phase in our project. Note that the object models in Figures 1 and 2 have been tailored from the real object models in project. Many other issues such as distribution, currency, and exception handling are not discussed here.

7 Related Works

Change case [34] can be used as a specific format to represent our change analysis result. Their work has concentrated on how to describe the identified future change with change case and how to use it to measure the impact of a change to other parts of system. But this article did not explain why and how to identify a potential change from the analysis phase in a systematic way. Most of the current work on software changeability has concentrated on impact analysis [36, 37, 38, 39, 40, 41], i.e. identifying software workproducts affected by a potential software change and assessing the consequences of a change. But impact analysis itself does not study how to improve the changeability in a software system. In fact, most impact analysis is performed after the development work in a system has been completed, or at least its design has been finished. What we are concerned in the change analysis is how the software analyst should do in the analysis phase in order to support the software designer to make correct design decisions on changeability, i.e. provide the system with appropriate changeability to cope with future maintenance changes efficiently and quickly.

8 Conclusions

Growing maintenance costs have become a major concern for developers and users of software systems. Changeability is one of important factors that have a great impact on software maintenance costs. Although OO methods were thought to be able to provide enough changeability to software, many completed real OO systems developed according to these methods do not exhibit as much as the expected extensibility, adaptability and reusability etc. One of the important reasons for this problem is that most OO analysis methods only concentrate on how to collect and represent the user's present requirements, and fail to conduct a systematic change analysis to identify and analyze the potential future changes in current requirements to system. Although the "design for change" principle has been proposed for many years, it still has not been well accepted by and integrated with most mainstream OO development methods. In fact, just like "design for change" must be a essential part of any software design methodology, the change analysis should also be included in any software analysis methods, whether it is OO or not.
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