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Think different.
Preface

Philip Machanick, Overall Chair: SAICSIT’99

Running SAICSIT’99, the annual research conference of the South African Institute for Computer Scientists and Information Technologists, has been quite an experience.

SAICSIT represents Computer Science and Information Systems academics and professionals, mainly those with an interest in research. When I took over as SAICSIT president at the end of 1998, the conference had not previously been run as an international event. I decided that South African academics had enough international contacts to put together an international programme committee, and a South African conference would be of interest to the rest of the world.

I felt that we could make this transition at relatively low cost, given that we could advertise via mailing lists, and encourage electronic submission of papers (to reduce costs of redistributing papers for review).

The first prediction turned out to be correct, and we were able to put together a strong programme committee.

As a result, we had an unprecedented flood of papers: 100 submitted from 21 countries. As papers started to come in, it became apparent that we needed more reviewers. It was then that the value of the combination of old-fashioned networking (people who know people) and new-fashioned networking (the Internet) became apparent. While the Internet made it possible to convert SAICSIT into an international event at relatively low cost, the unexpected number of papers made it essential to find many additional reviewers on short notice. Without the speed of e-mail to track people down and to distribute papers for review, the review process would have taken weeks longer, and it would have been much more difficult to track down as many new reviewers in so little time.

Even so, the number of referees who were willing to help on short notice was a pleasant surprise.

The accepted papers cover an interesting range of subjects, from management-interest Information Systems, to theoretical Computer Science, with subjects including database, Java, temporal logic and implications of e-commerce for tax.

In addition, we were very fortunate in being able to invite the president of the ACM, Barbara Simons as a keynote speaker. Consequently, the programme for SAICSIT’99 should be very interesting to a wide range of participants.

We were only able to find place in the proceedings for 36 papers out of the 100 submitted, of which only 24 are full research papers. While this number of papers is in line with our expectation of how many papers would be accepted in each category, we did not have a hard cut-off on the number of papers, but accepted all papers which were good enough, based on the reviews. Final selection was made by myself as Programme Chair, and Derrick Kourie, as editor of the South African Computer Journal. Additional papers are published via the conference web site.

We believe that we have put together a quality programme, and hope you will agree.
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A Generic Modelling Framework for Interactive Authoring Support Environments

Paula Kotze

Department of Computer Science, University of South Africa, Pretoria, South Africa, kotzep@alpha.unisa.ac.za

Abstract

Existing modelling frameworks for the design of interactive systems emphasise the relationship between the system’s internal state and the rendering of this state at the user interface. Modern programming and multimedia design tools do, however, involve a critical area not covered by these models — they are used to create another interactive system which has its own internal state and its own user interface when executed. This paper proposes a framework that can be used to model these types of systems. The framework focusses on the relationship between the state of the development system and the state of the delivered product. Interactive authoring support environments aimed at the development of computer-based instructional software are used as case study example.

Keywords: Formal modelling, interactive systems, generic models, usability, authoring support environments.
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1 Introduction

Software reuse traditionally has meant the reuse of code, extracted from subroutine libraries. In recent years there has been an increasing interest in domain analysis and domain model reuse, extending the scope of reusability to earlier in the development life cycle. At earlier stages the developer is able to look at the structure of a component without it being masked by implementation details. Such models typically employ mathematical notations in order to express selected parts precisely and concisely. Storing components in simple generic form extends the range of requirements satisfied by a component and can therefore be more widely applied. Such models can be used to rapidly prototype and render the user interface of an application, and also to reason about its usability attributes.

This paper focusses on domain-specific design of the user interface components for a specific class of interactive visual programming environments and multimedia development systems, namely interactive authoring support environments (ASEs). ASEs are widely used for the development of computer-based instructional (CBI) systems and other types of presentations, such as DVD discs with embedded controls.

Domain-specific design for this class of interactive systems requires a high correspondence between design concepts in the application domain and the interface components to enable efficient implementation to take place. The domain model proposed in this paper therefore consists of two parts: the application framework modelling the products of the ASE and the interface framework to model the process of authoring.

The proposed modelling framework uses a combination of formal frameworks exemplifying functional aspects and frameworks focussing on interactive issues, all based on the Z notation to ensure compatibility. The framework represents the first attempt at formal domain modelling for the specified class of interactive systems.

2 Choosing a modelling approach

The usefulness of abstract models in comprehending the complex composition of interactive systems has been widely illustrated in past research. Examples of such models include:

- Frameworks exemplifying the functional aspects of interactive systems, such as the operational approach including model-based specification using Z [12], VDM [8], etc. and process-based specification such as CSP [7], and the axiomatic approach or property-based specification such as OBJ [5].

- Frameworks exemplifying the interactive properties of interactive systems, for example non-formal frameworks such as Abowd and Beale’s interaction framework [1], as well as abstract mathematical frameworks such as Dix’s red-PIE framework [2], and Sufrin and He’s framework [13].

- Specification frameworks including the interactor notation [4], ICO [10], GRAPLA [14], etc.

These modelling frameworks for the design of interactive systems emphasise the relationship between the system’s internal state and the rendering of this state at the user interface. Modern programming and multimedia design tools do, however, involve a critical area not covered by these models. These systems are used to create another interactive system which has its own internal state and its
own user interface when executed. This paper proposes and illustrates a two-phase method to address this problem.

In order to model ASEs, the first phase involves the development of a generic framework for modelling CBI systems — the products of ASEs. A model of this kind can be expressed using the frameworks exemplifying functional aspects. The choice of specification notation and approach depends on the type of functional properties of the system to be specified. Model-based methods focus on the data paradigm and the system state model, while process-based methods focus on the communication between different processes within a system as well as communication between the system and its environment. The former is more applicable to modelling CBI and multimedia systems [9].

Using the application framework as a basis, the next step involves the development a design framework for the interactive system itself. In choosing an appropriate modelling framework one needs to examine the tradeoffs between operationality, expressiveness, and reusability of such frameworks.

Non-formal frameworks are generally considered to be non-operational; thus their efficiency, reliability, and generalizability cannot be guaranteed. General mathematical frameworks for the specification of interactive systems, on the other hand, are limited in expressing interaction properties specific to the requirements of a particular domain, and may also sacrifice operationality. To provide a generic framework for interactive ASEs, such frameworks will have to be refined and expanded to include aspects explicitly belonging to the domain of authoring CBI systems. System-specific specification frameworks are, in contrast, considered too specific to support wide reuse for classes of interactive systems. To provide a generic framework for the design of the interactive ASEs class, a more general type of specification would be required, avoiding implicit assumptions about a small number of systems.

A level of abstraction lying between the general mathematical frameworks and the system specific specification frameworks, could contribute to solving the problem of finding a generic framework for modelling aspects relating to a specific class of interactive ASEs.

3 Application framework

The basic data model for CBI applications is illustrated in Figure 1. A computer-based instruction environment consists of a set of courses on a certain topic, for example, a course on databases. Each course is subdivided into a number of lessons, for example a lesson on data modelling, a lesson on normalisation, etc. Lessons are ordered according to some prerequisites. Each lesson consists of a number of related and integrated networks, for example a central network carrying the main instructional activities connected to a network containing remedial or enrichment material, a network representing a glossary of terms, and a network containing on-line help. A network consists of a set of nodes connected by means of links. Nodes carry the actual material used for instruction. We argue that the functional characteristics of ASEs should reflect all these levels of a CBI environment.

The lowest level includes node or instructional content creation. It refers to the input, formatting, and modification of media objects carrying instructional content and any other information to be displayed or stored in relation to a particular node (such as student-response processing and branching sequences). The second level refers to network definition. It involves functions specifying the structure and behaviour of the individual networks of which a lesson consists, based on the principles of the instructional strategy they represent. The third level refers to lesson definition and includes functions which involve specifying the combination of a number of related instructional networks to act as a unit. Lesson management functions include the capability to define or select a particular instructional strategy (test, tutorial, simulation, etc.), the collection of response data, the control options available to a student, etc. The effect of these functions is local to a specific lesson.

Global effects across lessons are specified at the course level. Fundamentally, operations at this level allow authors to manage the authoring and instructional process for a whole course under development. The records accumulated for each lesson in a particular course are integrated and provide a very detailed trace of a student’s progress through a particular course.

An object-oriented model-based approach using the Z notation is used to model the application framework. All objects are modelled using the same basic structure. Each object has a unique identifier, belongs to a particular type, and has a set of content material associated. Object content represents the typical content material associated with the object under consideration and differs between object types. The unique identifiers are used during the authoring process to retrieve component objects.

The part of the framework referring to the definition of a node is used as example to illustrate the modelling approach. The complete framework can be found in [9].
The African Elephant

Question:
About twice the circumference of the front foot of the African Elephant gives the approximate height of the elephant.

True [!] False [ ]

3.1 Node objects

Nodes are organised, functionally defined units of information and activities, representing the instructional content of CBI systems. Instructional content is subdivided into manageable chunks of information, each representing some instructional transaction (event). Each node is identified by means of a unique node identifier, values of which are chosen from a given set (NODE_ID). Figure 2 illustrates an example of a CBI node with node_id 'QUES12'. Furthermore, each node also has a type and a content:

| Node | node_id : NODE_ID
|      | Node_Type
|      | Node_Content |

Node types

Node types are used to assist authors and students to draw semantic distinctions between different kinds of nodes in a CBI network. For this reason, distinctive representations of the various types at the user interface of both the ASE as well as the resulting CBI system, are especially important. The views and use of types most relevant to nodes are those of type classification, control over access, the display orientation, presentation, and data gathering [9]. The data gathering aspect is handled by node monitors. Four typed partitions are therefore identified to form the node type:

| Node | node_type : NODE_TYPE
|      | orientation : ORIENTATION
|      | controlled_by : CONTROL
|      | presentation : PRESENTATION |

For example, a tutorial node may in some cases occupy a window larger than the standard screen display, be interactive in nature by allowing the student to manipulate some of the media objects forming part of the node, but be inactive in that the student must tackle fixed content. Another instance of a tutorial node might be a dynamic, animated, full screen display, controlled by the system. Figure 2 illustrates an example of a static, system-controlled, frame-based, question node being developed.

Node content

Node content refers to the actual, instructional, subject-content material a student will receive, as well as certain hidden control information for monitoring progress through the system.

The instructional content, comprising the material displayed to the student, is in the form of multimedia objects. Each multimedia object is of a particular type, for example text, graphic, video, animation, etc. Each media type is described in terms of a number of attributes, to which values can be assigned when authoring a media instance. The instructional content of the node illustrated in Figure 2 consists of the text objects, question answer options, and the bitmap of the elephant (displayed above the line containing the ◊s).

To create effective instructional and training material, one needs some special features to assess student progress. These features are implemented by means of node_monitors. This information is 'concealed' within the node content and the student is usually unaware of its existence. Node monitors are used for keeping student records as well as determining which path to follow through the CBI network, and change dynamically as a result of a student's interaction with the instructional system. The node monitors of the node illustrated in Figure 2 refers to all the text lines starting with a ◊.

The node content is seen as a linear ordering of the disjoint data types Media and Monitors:

Node_Content_Type ::= med((Media)) | mon((Monitor))

| Node | node_content : seq Node_Content_Type
|      | instructional_content : seq Media
|      | node_monitors : seq Monitor |

instructional_content = node_content;  
{ ic : P Node_Content_Type |  
ic = ran(node_content > med) }  
node_monitors = node_content;  
{ nm : P Node_Content_Type |  
nm = ran(node_content > mon) }

Node instances

Finally, ASEs keep a central repository of all addressable objects in the CBI system under construction:

| Nodes | nodes : NODE_ID → Nodes |
|       | ∀ nid : NODE_ID |  
nid ∈ dom(notes) |  
(node_instances(nid)).node_id = nid |
Media, Monitors, Networks, Lessons, and Courses require similar detailed specifications identifying their unique attributes. Each of these object types also requires the specification of the set of events or operations in which they may participate.

4 Interface framework

Most of the features discussed thus far dealt with the concepts and requirements of the output of an ASE, namely the actual multimedia instructional system on its different composite levels. However, an ASE is an application itself. The communication between author and system during the development of the CBI material also needs to be considered.

For the application framework an object-oriented, model-based approach was used to model the essential components of CBI systems. Despite the fact that object-oriented, user interface technology has been touted as a major step towards increasing design and programming productivity for modern interfaces, since it clearly decomposes component structure and functionality, object-oriented interface implementations fail to address several key issues. They neither directly represent users' tasks nor map users' intentions to application procedures. Nor do they allow one to specify static and behavioural elements in a modular way that would facilitate their reuse.

On the other hand, task-oriented interface specification in which task relationships, not just the task itself, are captured, is an effective way to represent user requirements, but there are few strategies for implementing this approach. This lack of research has resulted in limited knowledge about how to identify the content of each interface component and how to keep component functions separate. The knowledge required in such implementations for dialogue control is very complex and intermixed with application and presentation aspects.

Thus the ideal interface design approach should provide the modeling ease of an object-oriented implementation, yet simultaneously preserving task relationships and explicitly representing them as constraints. The proposed framework aims to fulfill this need.

4.1 Context

Tasks are operations to manipulate the concepts of a domain, while a goal is the desired output from a performed task [3]. An intention is the specific action required to meet the goal. Generally, an ASE can be defined as comprising a number of goal-directed processes and a number of events driving these processes. The goal of the processes and events is to produce an operational CBI system.

Task analysis is the identification of the problem space for the user of an interactive system, in terms of the domain, goals, intentions, and tasks [3]. The original intention behind task analysis was to capture what had to be known about using a system to achieve goals. Some of these activities may involve aspects that are not, and are not expected to be, part of the computer system under design or development.

In contrast to this user-oriented approach to tasks, a task in the system-oriented approach can be defined in terms of accesses to the functionality of the interactive system in order to determine or modify its state. According to this approach, tasks depend on the part of the interactive system to which they refer [11]:

- Presentation-related tasks do not require access to the functional core of the application and refer to the set of functionalities which are independent of the interaction objects — tasks such as selecting, resizing, or scrolling windows, selecting visualised objects, customizing dialogue boxes, etc.

- Application-related tasks require access to the functional core of the application and refer to parts of the interactive system which are independent of the general components used to interact with the user. In our domain, this refers to the general functionality of ASES.

The first of these aspects relates to the appearance of interaction objects, while the second relates to the application semantics. In developing the interface framework the focus is on the latter, yet without denigrating the appearance-related factors. Inappropriate use of windowing techniques, scrolling, and colours can result in tedious and confusing interaction. Detailed domain knowledge in the design of these is thus just as important [6].

4.2 The required interface model

Any fundamental model of interactive behaviour requires states and commands that transform states [3]. The abstract model of the system used here consists of a set of states, relationships between these states, as well as certain permitted operations.

Using an interactive system generally involves two state sets: a state set relating to the internal state of the system and a second relating to its external display. All the abstract frameworks types for interactive systems listed in section 2 are based on this assumption. In a detailed study

Figure 3: The relationships between the four state sets

Resulting CBI State (RESULT)  CBI Interface (CBI-DISPLAY)

Internal ASE State (STATE)

ASE Interface State (ASE-DISPLAY)

Key: Mappings Relationships
program elephant;
var
  x:array[1..500] of char;
  RV1:integer;
  name:string[40];
begin
  RV1:=0;
  name:='QUES12';
  setpal(3,0);
  clear;
  upimg(elephant.bmp);
  movgabs(40,20);
  setclr(0);  
  settxt(4,2,0,0);
  writeln('The African Elephant');
  x[RV1]:='A';
  y[RV1]:=RV1+1;
  x[RV1]=name;
end;

Figure 4: The CBI result state for the example in Figure 2

of the interactions involved in developing CBI material by means of an interactive ASE [9], it was revealed that there are actually four state subsets of interest when interacting with an ASE, as illustrated in Figure 3 — one for the internal state of the ASE, a second one representing the external displays of the ASE during authoring, a third representing the state of the resulting CBI system, and a fourth for the external display of the CBI system.

Our main interest lies in the relationship between the external ASE display and the CBI result (how the resulting CBI system is reflected at the ASE interface during the authoring process) and between the external ASE display and the CBI student display (how the student's perception of the resulting CBI system is reflected at the ASE interface during authoring).

The internal state (STATE), or system state, refers to the functional state of the ASE, including aspects such as the internal state of the CBI objects under development, as well as the variables needed to control the interaction with the author (for example the current object being edited, the templates and default values used for specifying attribute set values, etc.). The display state (ASE_DISPLAY) of an ASE refers to the external perceivable rendering of the internal state as reflected at the ASE interface.

The result state (RESULT) refers to the actual state of the CBI program under development — the program that will determine what the student will receive in the delivered product and the rules for its presentation. The result display state (CBI_DISPLAY) refers to what the student will perceive at the interface of the CBI system — i.e. instructional content, but not the rules governing the sequence in which the instructional content is displayed. Figures 4 and 5 illustrate the associated result state and the result display state of the example in Figure 2, respectively.

A general interaction model consisting of these four state subsets is used to demonstrate, in the first place, how the central functionality of an authoring support environment is reflected in the external display of the system, and secondly how the external display can be subdivided into different conformant subsets to facilitate the understanding of what the delivered CBI system would entail.

4.3 Applicable frameworks

All but two of the existing modelling frameworks for interactive systems mentioned in Section 2, have to do with the effects of interacting with a single system. Only the red-PIE [2] and Sufrin and He's [13] frameworks contain a reference to the result of an interaction. The result in the case of the red-PIE framework is, however, seen as a static object (like the result we get from using a word processor), not as a dynamic object. Also, over and above other general difficulties in specifying interactive systems, the red-PIE framework is too general to be applied directly to the specification of important principles relating to a specific types of interactive system. The result in the case of Sufrin and He's framework is undefined but can be developed to fit the application at hand. The examples they explore are, however, all non-interactive as well.

When considering specification frameworks, the interactors framework developed by Duke and Harrison [4], allows for the specification of global states subdivided into groups of components, each of which has interactive behaviour, to render possible the specification of interactive aspects. Each of these components is then modelled by means of an interactor that describes it state and behaviour. Attributes in an interactor are annotated by means of the symbols '{-}' and '@' to indicate whether the attribute will be visible or audible to the user, respectively.

This approach could directly be used to describe the relationships among the internal state and the display state using an ASE, in that a CBI environment can be subdivided into groups of components, each with attributes that are either hidden from, or perceivable by the author in the form of a visible display or in an audible format.

To indicate that an attribute of the internal state will appear in the resulting program of the result state, or which attributes will be perceivable by the author in the display state, but not by the student in the delivered product or result-display state, can be accomplished by adding more

Figure 5: The CBI display state for the example in Figure 2
annotation symbols, each indicating whether or not an attribute would occur in any of the state subsets, besides the fact that they would be audible, visible, or neither, in these different states. This could, however, result in a specification polluted with annotations without associated semantics.

Therefore, unless a totally new framework for specifying interactive systems such as ASEs is derived, modifications must be made to all of the existing frameworks in order use them to model interactive ASEs. One such a modification is presented here, based on a modified version of Sufrin and He's framework, and incorporating the idea of a global state subdivided into components as proposed by Duke and Harrison. This allows for the definition of states and behaviour for all the essential objects manipulated by ASEs. The decision to combine these approaches maintains as broad a reusability range as possible for the ASE framework and seeks to maximize its expressiveness.

4.4 General process framework

Authoring support environments are used to create and modify information structures, called 'objects'. The internal state of an object at any particular time is defined by the values of its components or attributes — that is the cumulative result of the defined node, link, network, lesson, and course information in the CBI system under development. In order to change the internal state of an object, the user issues commands to the system which are legal and applicable to the object under consideration. The general process framework for ASEs should therefore be able to reflect system states, state changes, and the effect of such changes.

In line with the Sufrin and He framework, systems operations are defined by means of state transformations. An operation can be seen as a process involving a particular state set and events in which the state can participate. Operations on a state set are triggered by valid events that form part of the alphabet of the system. The alphabet of the system is formed from the set of all events allowed in the system.

Two types of events exist. Firstly, an interactive process is driven or initiated by a user. The user is required to initiate an operation and must convey information to the computer concerning the actions he wants taken. Secondly, the interactive system must convey information to the user regarding required actions or events needed for the successful completion of a particular operation. The set of valid user-initiated events is called commands and the set of valid system-initiated events prompts. The set of traces of a process is the set of all possible sequences of events in which a process can legally participate.

The interpretation of an event sequence is denoted by a function interpret from alphabet to the set of state transformations. State transformations are defined as functions on a state set. ASEs are required to be deterministic systems and therefore require the behaviour function to be deterministic in mapping each event to a function between states, rather than a relation as defined by Sufrin and He.

The relation render represents the mapping between the internal system state and the external display state of the ASE, while the relation result represents the mapping between the internal state and the resulting CBI system. We also have to represent the mapping between this resulting CBI system and what the student perceives in the delivered product. We have added a relation result render to the original Sufrin and He framework representing this mapping between the resulting CBI system and the CBI display. The CBI display represents what the student perceives at the interface of the CBI system, at a given point, based on a particular set of performance and control data.

To summarize:

\[
\begin{align*}
\text{ASE Process} & : \text{STATE, EVENTS, RESULT,} \\
& \quad \text{ASE DISPLAY, CBI DISPLAY} \\
\text{initial} & : \mathbb{P} \text{STATE} \\
\text{alphabet} & : \mathbb{P} \text{EVENTS} \\
\text{interpret} : \text{EVENTS} & \rightarrow (\text{STATE} \rightarrow \text{STATE}) \\
\text{commands} & : \mathbb{P} \text{EVENTS} \\
\text{prompts} & : \mathbb{P} \text{EVENTS} \\
\text{traces} & : \mathbb{P} (\text{seq} \text{EVENTS}) \\
\text{render} : \text{STATE} & \rightarrow \text{ASE DISPLAY} \\
\text{result} & : \text{STATE} \rightarrow \text{RESULT} \\
\text{result render} & : \text{RESULT} \rightarrow \text{CBI DISPLAY} \\
\end{align*}
\]

Given this core model of interactive behavior, we are able to define the state sets applicable to the use of ASEs, define operations on these state sets, and discuss different principles relating to the interactive behavior specific to ASEs, which can be used to form the basis for considering the options in design. We will first define the four state sets \text{STATE}, \text{ASE DISPLAY}, \text{RESULT}, and \text{CBI DISPLAY}. This will be followed by showing how typical ASE operations and usability principles directly related to CBI authoring, can be defined using these four state sets.

4.5 The internal state space

We have defined the content and structure of the typical CBI components (objects) in section 3. An ASE creates and manipulates these object structures and translates their attributes and associated values into a computer-executable program.

The internal state set (\text{STATE}) of an ASE should represent all the attributes relating to the CBI objects under consideration. It should also contain attributes essential to the proper functioning and control of the ASE, for example, attributes identifying the current object under consid-
eration, the cursor/pointer position, the content of dialogue boxes, etc.

For example, when nodes are being compiled for a specific application, the ASE should be aware of the type of node involved, the typical characteristic attributes of this node type, and the media and monitor objects of which the node content is composed. The ASE should also keep a record of which node content object is currently being manipulated. The state of a node can therefore be defined as a tuple consisting of the information related specifically to the Nodes object type (see section 3.1), together with the attributes essential to the central functionality of the system (such as the current object being edited):

\[
\text{Node\_State} = \langle \text{Nodes}, \\text{Nodes\_that\_exist}, \\text{current\_cursor} : \mathbb{N} \rangle \\
\text{current\_cursor} \in \text{dom(\text{Node\_Content}\_node\_content)}
\]

The complete state set, STATE, should be able to handle all of the components applicable to typical CBI environments, as identified in section 3. This set STATE is mapped at the ASE interface to the set ASE\_DISPLAY representing the external renderings of the ASE, as well as to the set RESULT representing the resulting CBI program under development.

4.6 The result and the result display state spaces

The result state space represents the CBI program the ASE would produce as a result of the author's interaction with the ASE. The format this resulting program can take, differs considerably between different ASEs. Some deliver the program in a high-level programming or authoring language, which can be edited afterwards using a standard editor, while others produce a program in encoded format specific to the ASE involved. The result state includes the whole of a completed CBI system, i.e. all the possible options available for traversal. The result state space therefore represents what the student could receive (but not necessarily perceive) in the delivered CBI product.

The result state of an ASE is composed of a set of states (RESULT) representing the resulting CBI system. The objects we have identified in section 3 and on which we based our definition of STATE above, effectively represent the objects and attributes that determine the variables and values, as well as the control structures, present in the result state space. The RESULT state related to node objects is, for example, defined as:

\[
\text{Node\_Result} \equiv \text{Nodes}
\]

The result display state space (CBI\_DISPLAY) has to do with what the student will actually perceive at the interface at any point during the traversal of the CBI system. It effectively portrays only a partial, differentiated view of both the node content (hiding the node monitors for example) as well as the content and structure of the networks making up the CBI system. Since what the student will perceive is completely dependent on the actual application, and the student's performance in this application, the result display space can only be defined on a highly abstract level, without any detail about which attributes can be perceived and which cannot.

A number of attributes that are generally perceivable by a student can, however, be identified. These include the media content part of reachable nodes, referential links attached to these nodes, lesson descriptions, and course layout and descriptions. The structure of nodes, networks, and lessons, is not usually revealed to the student, as is the case with the node monitors and link conditions that determine the traversal route through the CBI system.

The result display state is therefore characterized by a set of observable attributes and their values. It is composed by restricting the attributes in the RESULT set to those that can be observed by the student. For example, in the case of nodes:

\[
\text{Node\_Result\_Display} \equiv \text{Nodes\_Result} \setminus (\text{node\_monitors})
\]

4.7 The result and result\_render functions

The state of the resulting CBI system at any stage is defined by mapping the internal state to the result state set by means of the function result. The result function effectively strips the internal state of all the attributes relevant only to the central functionality of the ASE, and maps the values of the remaining attributes to their counterparts in the result state:

\[
\begin{align*}
\text{result} &: \text{STATE} \rightarrow \text{RESULT} \\
\text{result} &= \lambda \text{STATE} \cdot \theta \text{RESULT}
\end{align*}
\]

RESULT represents the whole CBI system and not only what is rendered to the student at the CBI interface, or what a specific student will receive during the instructional process. What is made accessible to the student is represented by the state set CBI\_DISPLAY. The function result\_render maps the perceivable attributes of RESULT state set to CBI\_DISPLAY:

\[
\begin{align*}
\text{result\_render} &: \text{STATE} \rightarrow \text{CBI\_DISPLAY} \\
\text{result\_render} &= \lambda \text{RESULT} \cdot \theta \text{CBI\_DISPLAY}
\end{align*}
\]

4.8 The ASE display state space

While the result state space relates to what the student can receive in the delivered CBI system, the display state space relates to what the author (teacher) will perceive of the CBI material under development, and in which format it will be presented to him. In designing interfaces to any interactive system, including ASEs, the concern should be with representing task-relevant data in a way which is well matched...
to the user's cognitive needs and task expectations. The concept of external representation implies a distinction between what is represented and its representation. As stated before we are concerned with the former — the semantics involved in the relationship between the attributes of the display state set and the internal state set.

As is the case with the internal state and the result state, the display state of an ASE is composed of a set of states, represented by ASE_DISPLAY. Generally, not all state attributes are rendered at the ASE interface at any particular instance, but only those pertaining to certain object attributes. The set of attributes of the ASE_DISPLAY state set is composed of a filtered set representative of the specific object type under consideration, as well the attributes essential to the central functionality of ASEs. How and which of the internal state attributes are rendered, is determined by the ASE specific mapping principles applied, as discussed in section 5 below.

The display state, reflecting the internal state of the ASE at the interface, is defined by mapping the internal state to the display state set by means of the render function:

\[
\text{ render : } \text{STATE} \rightarrow \text{ASE_DISPLAY} \\
\text{ render } = \lambda \text{STATE} \bullet \text{ASE_DISPLAY}
\]

### 4.9 Operations on state sets

Defining the behaviour function interpret for a particular process requires that the state transitions associated with all the possible events are specified as constraints on the process schema. This can be achieved by describing the individual operations allowed on each CBI object type, and then using Z's schema binding facility to generate a set of functions of the type \(\text{STATE} \rightarrow \text{STATE}\) that correspond to each possible operation. To complete the behaviour function, the possible events in alphabet are mapped onto the state transitions. Each possible event-input pair would generate an additional constraint on the function interpret. The process of defining operations as state changes, is described in full in Sufrin and He [13].

As an example we develop the framework for the Node_Process by considering the operation of creating a new node. To create a new node we need to specify the node's identity and type, and initialize the cursor indicator for identifying media and monitor objects under consideration. The operation can be defined in Z as:

\[
\text{Create_Node} \\
\Delta \text{Node_State} \\
\text{node_type_info? : NODE_ID} \rightarrow \text{Node_Type}
\]

\[
\forall \text{nid} : \text{dom}(\text{node_type_info}) \mid \\
\text{nid} \notin \text{dom node_instances} \Rightarrow \\
(\text{dom node_instances'}) = \\
(\text{dom_node_instances} \cup \{ \text{nid} \}) \land \\
(\text{node_instances'(nid).node_id}) = \text{nid} \land \\
(\text{node_instances'(nid).Node_Type}) = \\
(\text{node_type_info?(nid)}) \land \\
(\text{node_instances'(nid).current_cursor}) = 0
\]

To add this operation to the behaviour function interpret of the Node_Process it must be expressed as a function from Node_State to Node_State. The Create_Node operation on the state of a node is equivalent to the set of all pairs of bindings to Node_State and Node_State' that satisfies the constraints of the Create_Node schema. This set of pairs of bindings can be used to define a function create_node:

\[
\text{create_node : } (\text{NODE_ID} \rightarrow \text{Node_Type}) \rightarrow \\
(\text{Node_Statuses} \rightarrow \text{Node_Statuses})
\]

\[
\forall \text{node_type_info? : NODE_ID} \rightarrow \text{Node_Type} \bullet \\
\text{create_node(node_type_info?) =} \\
\{ \text{Create_Node(node_type_info?)} = \\
\text{nullNode_Statuses} \}
\]

To complete the definition of the behaviour function of the Node_Process, we have to describe the alphabet of Node_Process and the correspondence between its elements and these functions. First we define a set of events corresponding to creating a new node:

\[
\text{Node_Events ::= CREATE_NODE((NODE_ID} \\
\rightarrow \text{Node_Type})) \mid ...
\]

Finally, a constraint must be added to the Node_Process schema to ensure that, given one of these events, the behaviour function interpret will correspond to the state transformation defined by Create_Node. This constraint is represented by:

\[
\forall \text{node_type_info? : NODE_ID} \rightarrow \text{Node_Type} \bullet \\
\text{interpret(CREATE_NODE(node_type_info?)) =} \\
\text{create_node(node_type_info?)}
\]

The same procedure has to be followed for each operation applicable to the relevant object state.

For a framework to describe a node in terms of a process, the definition of Node_State can be used to provide a state parameter to the general process schema and the definition of Node_Events as the event parameter.

The Node_Process is therefore modelled at a level of granularity that treats the creation, deletion or modification of a node as a single event. In practice such state
changes may require a sequence of interactions by the author. When refining a design towards a concrete application of an interactive ASE, the internal structure of these composite events should be defined in full. Such internal structures might differ considerably in different ASEs, and including such structures in a general framework would therefore limit the range of its applicability and increase its complexity.

5 ASE-specific interface principles

The key to designing user interfaces for applications in a specific domain is to understand the important aspects of how work activities are performed in that domain, and how one activity might influence the behaviour of other activities in the domain. The interface principles related to specific activities are important in so far as they help or hinder the user in achieving his goals. Two examples, object observability and task migratability, are used to illustrate how the frameworks can be used to define the interface principles that would specifically apply to the class of interactive ASEs.

5.1 Observability of objects

Although the general notion of state-display observability is also important when using an ASE, a slightly different concept of observability is more significant when authoring CBI material. Throughout the authoring process the author should be able to observe exactly what effect his actions would have on the delivered product.

This notion of observability allows the author to evaluate the result state of the CBI system under development by means of its perceivable representation at the ASE interface. It specifically involves only those attributes of the internal state set (STATE) that will be present in the resulting state set (RESULT), and the way in which these attributes will be rendered to the author at the ASE interface, via the ASE_DISPLAY state. The emphasis is therefore on the relationship between the ASE_DISPLAY, and the RESULT and CBI_DISPLAY state sets.

Careful examination of the CBI objects reveals that all objects manipulated by an ASE consist of a set of sub-objects connected in some or other way. Each object thus has a content and a structure. How these content and structure components are rendered at the interface determines the specific principles to which the render function adheres. For example, the whole of the node content of a particular node should be observable to the author, and in the case of the instructional content, in the same format as it would be presented to the student in the delivered product.

This principle is useful in assessing the overall effect of a node. As far as instructional content is concerned, the author would, for example, be able to observe the effect of colour combinations, whether all text and diagrams are legible, etc. When considering node monitors, this principle would allow the author to observe all node monitors associated with a particular node, as well as the way in which they might affect each other’s values. Display-based ASEs such as QUEST (a version of which is illustrated in Figure 2) adheres to this principle, while most map-based ASEs, such as IconAuthor, as well as code-based ASEs, such as ACT III, violate this principle.

Furthermore, since CBI structures are not merely connections between media objects, but also determine the traversal and progress of a student through such material, the availability and manipulability of such structures become even more important than for ordinary multimedia presentations. An author should be able to observe the effects of his actions on the structure of a CBI system in order to ensure the deterministic nature of CBI networks.

Node structure observability refers to the way in which the order of the media object instances presented to the student, and the monitor instances manipulated by a specific node, are made perceivable to the author. The principle of node_structure_observable holds if the rendering of an ASE includes the structural build-up of a node:

node_content_observable : Node_State → Node_Display

∀ is : Node_State •
∃ rs : Node_Result | (result(is) = rs ∧
(is, render(is)) ∈ node_content_observable) •
∀ nid : NODE_ID;
nc : bag Node_Content_Type |
(nid ∈ dom(is.node_instances) ∧
nc = ran((is.node_instances(nid)).
node_content)) •
(render(nc) ≠ ∅ ∧
render(nc) ⊆ render(is) ∧
(∀ sic : bag Media | sic = nc> med •
render(nc) =
result.render(result(nc))))
The principle of `node_structure_observable` would assist the author in performing tasks such as deleting a particular media object from the instructional content sequence, changing the order in which the media objects are displayed to the student, adding a new media item to the sequence, etc. The display-based ASE QUEST, for example, adheres to this principle, while the map-based ASE ICON author treats media and monitor objects as disjoint entities and therefore adheres to a different structuring principle.

### 5.2 Task migratability

A principle more related to the dialogue initiative an author is allowed to take, and not directly related to the objects being manipulated, is related to the locus of authoring control.

An ASE adheres to the principle of `proactive control`, if all events that the ASE accepts are in the form of commands, *i.e.* the author is in total control of the authoring process (for example authoring languages such as ACT III, QAL, and PILOT). If the author only provides values to attributes forming part of a fixed shell, for example, for creating a test bank of text-based multiple choice questions, authoring is based on the system control principle. An ASE adheres to the principle of `system control` if all events that the ASE will accept are in the form of prompts. An ASE adheres to the principle of `coactive control` if the events that the ASE accepts are in the form of a combination of commands and prompts, *i.e.* the author is in control of the authoring process but uses the fixed data structures provided by the ASE.

If an author is allowed to switch between options at any stage during the authoring process, we say the ASE allows for task migration. The principle of `task_migratable` holds if an author can create equivalent CBI systems by using either system prompts or user commands, or combinations of system prompts and user commands:

\[
\forall is : Node\_State \implies Node\_Display
\]

\[
\exists rs : Node\_Result \mid (\text{result}(is) = rs \land (is, \text{render}(is)) \in \text{media\_structure\_observable})
\]

\[
\langle \forall nid : NODE\_ID; \ni : \text{seq Node\_Content\_Type} \mid \text{sic} \in \text{dom}(\text{is} \cdot \text{node\_instances}(\text{nid})) \land \ni = (\text{is} \cdot \text{node\_instances}(\text{nid}))\cdot \text{content} \cdot \text{nctype} = (\text{ran} \cdot \text{med}) \cdot \text{media\_type} \land \forall nt : \text{Monitor\_monitor\_type} \mid \text{nctype} = (\text{ran} \cdot \text{mon}) \cdot \text{monitor\_type} \cdot (\text{render}(\text{nctype}) \neq \emptyset \land \text{render}(\text{nctype}) \subseteq \text{render}(\text{is}))
\]

The frameworks presented contribute to several aspects in the field of mathematical models for interactive systems and aim to fill a current shortcoming in the range of systems that can be modelled by existing modelling frameworks.

An interactive framework was presented that can express both the general functionality of a system as well as the interactive principles related to the use of the system. It was further demonstrated how an abstract mathematical framework could be used to model an interactive system that has another interactive system as its product. We showed how existing abstract models can be, and need to be, extended to incorporate the different state sets applicable to interaction with such systems. In the process it was demonstrated how the modified Sufrin and He model combined with the state set approach of the Duke and Harrison interactors framework, can be used to argue about general usability principles relating to a class of interactive systems, as opposed to a single system instance of such a class.

Although we have limited our example to interactive ASEs, the same approach could be applied to other modern visual programming environments and multimedia development tools.
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