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Preface

Philip Machanick, Overall Chair: SAICSIT'99

Running SAICSIT'99, the annual research conference of the South African Institute for Computer Scientists and Information Technologists, has been quite an experience.

SAICSIT represents Computer Science and Information Systems academics and professionals, mainly those with an interest in research. When I took over as SAICSIT president at the end of 1998, the conference had not previously been run as an international event. I decided that South African academics had enough international contacts to put together an international programme committee, and a South African conference would be of interest to the rest of the world.

I felt that we could make this transition at relatively low cost, given that we could advertise via mailing lists, and encourage electronic submission of papers (to reduce costs of redistributing papers for review).

The first prediction turned out to be correct, and we were able to put together a strong programme committee.

As a result, we had an unprecedented flood of papers: 100 submitted from 21 countries. As papers started to come in, it became apparent that we needed more reviewers. It was then that the value of the combination of old-fashioned networking (people who know people) and new-fashioned networking (the Internet) became apparent. While the Internet made it possible to convert SAICSIT into an international event at relatively low cost, the unexpected number of papers made it essential to find many additional reviewers on short notice. Without the speed of e-mail to track people down and to distribute papers for review, the review process would have taken weeks longer, and it would have been much more difficult to track down as many new reviewers in so little time.

Even so, the number of referees who were willing to help on short notice was a pleasant surprise.

The accepted papers cover an interesting range of subjects, from management-interest Information Systems, to theoretical Computer Science, with subjects including database, Java, temporal logic and implications of e-commerce for tax.

In addition, we were very fortunate in being able to invite the president of the ACM, Barbara Simons as a keynote speaker. Consequently, the programme for SAICSIT'99 should be very interesting to a wide range of participants.

We were only able to find place in the proceedings for 36 papers out of the 100 submitted, of which only 24 are full research papers. While this number of papers is in line with our expectation of how many papers would be accepted in each category, we did not have a hard cut-off on the number of papers, but accepted all papers which were good enough, based on the reviews. Final selection was made by myself as Programme Chair, and Derrick Kourie, as editor of the South African Computer Journal. Additional papers are published via the conference web site.

We believe that we have put together a quality programme, and hope you will agree.
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Enhancing the Predictability of Two Popular Software Reliability Growth Models

Peter A Keiller and Thomas A Mazzuchi

Abstract

In this paper, enhancement of the performance of both the Musa-Okumoto and the Goel-Okumoto Software Reliability Growth models are investigated using various smoothing techniques. The method of parameter estimation for the models is the Maximum Likelihood Method. The evaluation of the performance of the models is judged by the relative error of the predicted number of failures over future time intervals relative to the number of failures eventually observed during the interval. The use of data analysis procedures utilizing the Laplace Trend test are investigated. These methods test for reliability growth throughout the data and establish "windows" that censor early failure data and provide better model fits. The research showed conclusively that the data analysis procedures resulted in improvement in both models predictive performance for 41 different sets of software failure data collected from software development labs in the United States and Europe.

Keywords: Software Reliability, Maximum Likelihood Method, Laplace Trend Test

Computing Review Category: D.2.4

1 Introduction

It is a known fact that when software is put in service to perform some function it may not perform as desired. This is termed a failure. These failures may be due to errors, ambiguities, oversights or misinterpretations in the specifications the software is developed to satisfy. Carelessness or incompetence in writing code, inadequate testing, incorrect or unexpected usage of the software, may also contribute to the problems. In software failure behavior, statistical models and analysis can be used to investigate various aspects of software and its failure at the different levels of detail. The statistical models used in making predictions about the quality of software are termed software reliability growth models. Research has shown [9, 10, 18] that the majority of these software reliability growth models either consistently overestimate or underestimate the quality of the software. This paper investigates the potential improvement of model fitting to software failure data using "windows" developed utilizing reliability growth techniques.

2 Software reliability modeling

There have been over forty documented software reliability models reported in the published literature [4]. Readers interested in the history and development of software reliability modeling with a more detailed account of the models associated assumptions are directed to [2, 12, 14, 18, 20].

Raw data available to the user can be represented as a sequence of failure times (i.e. $t_1, \ldots, t_c$), where $t_c$ is the 'current time' or as a sequence of inter-failure times (i.e. $x_1, \ldots, x_c$) where $x_i = t_i - t_{i-1}$. Since the failure times are indexed chronologically they can be represented as

$$0 \leq t_1 \leq \ldots \leq t_c.$$  

Because there is uncertainty about when the failures will occur, Equation (1) can be modeled as the realization of a stochastic process $\{T_i; i \geq 0\}$ where $T_i$ are random variables, $t_i$ are real scalars and the process is observed for $0 \leq i \leq t_c$. Another way of modeling the uncertainty is via a stochastic process for the number of cumulative failures in time $t$, $\{N(t); t \geq 0\}$ where

$$N(t) = \max\{i: T_i \leq t\}.$$  

Software reliability models can be classified into two groups: the inter-failure time or times between failure models and the failure count models. Both of these classes of models are based on the failure history of software and are classified according to the nature of the failure process studied. These two classes of models can be further examined based on the inference viewpoint, classical (Frequentist) or Bayesian.

If through the successful redesigns of the system, a noticeable average increase in inter-failure time is observed, then the reliability of the system is said to be improving. We call this phenomenon reliability growth. The stochastic process $\{T_i; i \geq 0\}$ or $\{N(t); t \geq 0\}$ then is called a reliability growth process and can be thought of as consisting of noisy behavior around a smooth trend curve. One
way of modeling this trend curve is with the expected value function for the stochastic process such as

\[ M(t) = E[N(t)], \quad t \geq 0 \]  

(3)

An attractive family of stochastic processes characterized by their mean functions are the non homogeneous Poisson processes (NHPP); Musa and Okumoto [16,18] have promoted the use of these models in software reliability growth modeling. Miller [14] also gives strong theoretical justification for using NHPP's.

Since this process is completely characterized by its mean value function, \( M(t) \), what have developed are families of models with different mean value functions. In this study, the Musa-Okumoto (M/O) model [16] characterized by the mean value function

\[ M(t) = \gamma \ln(1 + \beta t), \quad \gamma, \beta > 0 \]  

(4)

and the Goel-Okumoto (G/O) model [7] characterized by the mean value function

\[ M(t) = \gamma(1 - e^{-\eta t}), \quad \gamma, \eta > 0 \]  

(5)

are investigated.

3 Failure data collection

There are only a few sets of failure data in the open literature. This is mainly due to the confidentiality of this type of data and also due to the unstructured collection procedures used by many organizations. Data (41 different data sets) used in this research is taken from the collections of Musa [17], Brocklehurst [3], and data found in journals and technical reports [6,13,15,19]. These data sets report the inter-failure times for different software development projects.

4 Trend determination

For the different data sets on test, observing the plots of the failure data (inter failure times against the % completion of the test time) only a few groups of data show any obvious improvement as the time increased (meaning longer inter failure times). Reliability growth however can be analyzed through the use of trend tests [5]. Kanoun and Laprie [8] outline one trend test that is widely used.

This test is considered a formal trend analysis test which computes the Laplace factor, \( \mu(t_n) \), for the interval \((0, t_n)\). The statistic is given by:

\[ \mu(t_n) = \frac{\sum_{i=1}^{n} \left( s_i - \frac{t_i}{2} \right)}{t_n \sqrt{\frac{1}{52}}} \]  

(6)

(where \( n \) is the number of failures in \((0, t_0)\), and \( s_i \) the time of occurrence of failure \( i, i = 1, \ldots, n \)). Negative value of the Laplace factor \( \mu(t_0) \) indicates a rate of occurrence of failures decreasing with time. A positive value indicates an increasing failure intensity.

The Laplace factor test in this study is used to construct procedures that are used to derive “windows” that select the “best reliability growth intervals” and trends within the different failure data sets.

The four procedures used during the research are:

Procedure P1: All Data Approach

This is the standard approach used by many researchers. Using all the data within the interval \((0, s_k)\), the model is fitted where \( s_k \) is the current time of occurrence of failure \( k, k = 1, 2, 3, \ldots, n \) and \( n \) is the number of failures in the data set.

Procedure P2: First Growth

This approach constructs the maximum size window that shows reliability growth within the interval. Using all the data within the interval \((0, s_k)\), an interval \((s_k, s_{k-1})\) is selected where \( s_k < s_{k-1} \) and the first indication of reliability growth as outlined by the Laplace test statistic is present. At failure \( k \), the model is fitted using only the data within the interval \((s_k, s_{k-1})\), where \( s_k \) is defined as in Procedure P1. If there is no indication of reliability growth then \( s_k \equiv 0 \).

Procedure P3: Maximum Growth

This approach constructs the window size that has the maximum reliability growth within the interval. Using all the data within the interval \((0, s_k)\), an interval \((s_k, s_{k-1})\) is selected where \( s_k < s_{k-1} \) and the maximum reliability growth as outlined by the Laplace test statistic is indicated. At failure \( k \), the model is fitted using only the data within the interval \((s_k, s_{k-1})\), where \( s_k \) is defined as in Procedure P1. If there is no indication of reliability growth then \( s_k \equiv 0 \).

Procedure P4: Average Growth

This approach is a smoothing technique using the results derive in Procedures P2 and P3. Using all the data within the interval \((0, s_k)\), an interval \((s_k, s_{k-1})\) is selected where \( s_k < s_{k-1} \) and there is an improvement in reliability growth over the previous interval \((0, s_{k-1})\) based on computed dynamic constraints. If there is no improvement over the previous interval’s reliability growth, then the interval will be selected to reflect the best reliability growth within the current interval as outlined by the Laplace factor test. At failure \( k \), the model is fitted using only the data within the interval \((s_k, s_{k-1})\), where \( s_k \) is defined as in Procedure P1. If there is no indication of reliability growth then \( s_k \equiv 0 \).

Following these approaches it can be seen that there is the potential for many more variations of reliability growth “windows” or procedures using the Laplace factor test [11]. In searching the data for unsuspected patterns and abnormalities, the Laplace test shows simple trend changes in the data when applying the different procedures. These changes are noticeable in most of the plots, especially during the first 30% of the total test time of the software. Details of these plots are given in [11].
5 Predictability process

The performance of both models are investigated for each data set to see how well it can predict the number of new failures manifesting during finite future time intervals using each of the four procedures $P_1$ to $P_4$ for model fitting. The experiment is designed as a four step process. For each model, for each procedure $P_i$ and data set $D_k$ where $i=1,...,4$ and $k=1,...,41$:

1. The MLE's of the model parameters are determined based on the first $d$ data points of data set $D_k$.
2. The fitted model is then used to predict the number of failures in $[s_{d,k}, s_{n,k}]$ where
   \[ s_{i,k} = \sum_{m=1}^{d} x_{m,k} \]
   and $x_{m,k}$ is the $m$th data point of data set $D_k$.
3. The model is evaluated using
   (a) predicted errors
   \[ e_{i,k} = \hat{n}_{i,k} - n_{i,k} \]
   (b) relative errors
   \[ re_{i,k} = \frac{\hat{n}_{i,k} - n_{i,k}}{n_{i,k}} \]
   (c) absolute relative errors
   \[ |re_{i,k}| \]
   (d) relative error squared
   \[ (re_{i,k})^2 \]
   where $\hat{n}_{i,k}(n_{i,k})$ is the predicted (actual) number of failures in $[s_{d,k}, s_{n,k}]$.
4. For each data set, the analysis (1) to (3) is performed for $d=10,...,n_{k-1}$. The value ten was selected arbitrarily but is large enough to enable meaningful estimation and small enough to allow for meaningful evaluation of the procedure. The sum of the absolute relative errors (ARE), the sum of the relative errors (RE), and the sum of the relative errors squared (RESQ) are normalized by averaging over the number of predictions $(n_k-10)$ for each model-procedure combination.

6 Comparison procedure

The comparison process of the four procedures is conducted as follows:

1. Hypothesis testing of $RE_{i,j}$, the normalized relative errors of the data set-procedure pair is first conducted to determine if there is any prediction bias when using the procedure.
   \[ H_0 : RE = 0 \quad H_a : RE \neq 0 \]

2. For all unbiased model-procedure pairs, the Sign Test [18] is conducted using the normalized ARE performance measures to determine the spread of the magnitude of the errors.

3. To account for both the bias and variability of the model-procedure pair, the Sign Test is conducted using the normalized RESQ performance measures to confirm the previous steps and also to define the overall winners.

7 Findings

Tables 1 and 2 show the summary of the models' performance measures. Tables 3 to 5 show the results of the hypothesis test (for bias) and the Sign Test for the ARE and RESQ measures for the different procedures. The confidence levels are displayed.

Following the procedure comparison process for the M/O model, the results presented in Table 3 show that only procedures $P_3$ and $P_4$ obtain unbiased predictions. At this point procedures $P_1$ and $P_2$ can be eliminated from consideration. Table 4 outlines the result for the magnitude of the error spread (ARE) based on the Sign Test. This result places $P_3$ and $P_4$ equally. Table 5 outlines the Sign Test result for the combination of bias and variance (RESQ). In this Table, procedures $P_2$, $P_3$, and $P_4$ are all given the edge over $P_1$. The final overall procedure ranking for the Musa-Okumoto model is $\{P_3, P_4, P_2, P_1\}$.

Following the procedure comparison process for the G/O model, the results presented in Table 3 shows that only procedures $P_3$ and $P_4$ obtain unbiased predictions. At this point procedures $P_1$ and $P_2$ can be eliminated from consideration. Table 4 outlines the result for the magnitude of the error spread (ARE) based on the Sign Test. This result places $P_3$ ahead of $P_4$. Table 5 outlines the Sign Test result for the combination of bias and variance (RESQ). In this Table, procedures $P_2$, $P_3$, and $P_4$ are all given the edge over $P_1$. The final overall procedure ranking for the Goel-Okumoto model is $\{P_3, P_4, P_2, P_1\}$.

Tables 6 and 7 show the average percentage improvement in using procedures $P_2$, $P_3$, and $P_4$ over $P_1$ for the three performance measures for the two models.

8 Conclusions

The research was successful in using data analysis trend techniques to improve the predictability performance of the M/O and G/O models. Procedures $P_2$, $P_3$ and $P_4$ perform better than procedure $P_1$ using the bias, absolute relative errors and relative errors squared performance measures.
<table>
<thead>
<tr>
<th>Procedures</th>
<th>Summary Statistics</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( P_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average RE</td>
<td>0.751</td>
<td>0.389</td>
<td>0.054</td>
<td>0.060</td>
<td></td>
</tr>
<tr>
<td>Average ARE</td>
<td>0.874</td>
<td>0.546</td>
<td>0.405</td>
<td>0.404</td>
<td></td>
</tr>
<tr>
<td>Average RESQ</td>
<td>2.272</td>
<td>1.413</td>
<td>0.897</td>
<td>0.884</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Summary of M/O Model Performance Measures

<table>
<thead>
<tr>
<th>Procedures</th>
<th>Summary Statistics</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( P_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average RE</td>
<td>0.641</td>
<td>0.193</td>
<td>-0.095</td>
<td>-0.084</td>
<td></td>
</tr>
<tr>
<td>Average ARE</td>
<td>0.888</td>
<td>0.521</td>
<td>0.455</td>
<td>0.451</td>
<td></td>
</tr>
<tr>
<td>Average RESQ</td>
<td>2.255</td>
<td>1.196</td>
<td>0.859</td>
<td>0.860</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Summary of G/O Model Performance Measures

<table>
<thead>
<tr>
<th>Procedures</th>
<th>Model</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( P_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Musa-Okumoto</td>
<td>****</td>
<td>****</td>
<td>90%</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td>Goel-Okumoto</td>
<td>****</td>
<td>99%</td>
<td>****</td>
<td>99%</td>
</tr>
</tbody>
</table>

**** indicates failure to reject null hypothesis

Table 3: Hypothesis Test for Bias

<table>
<thead>
<tr>
<th>Procedures</th>
<th>Model</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( P_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Musa-Okumoto</td>
<td>-</td>
<td>99%</td>
<td>90%</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td>Goel-Okumoto</td>
<td>-</td>
<td>99%</td>
<td>****</td>
<td>95%</td>
</tr>
</tbody>
</table>

- not applicable

**** indicates failure to reject the null hypothesis

Table 4: Sign Test ARE Compared to \( P_1 \)

<table>
<thead>
<tr>
<th>Procedures</th>
<th>Performance measures</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( P_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RE</td>
<td>48%</td>
<td>93%</td>
<td>92%</td>
</tr>
<tr>
<td></td>
<td>ARE</td>
<td>38%</td>
<td>54%</td>
<td>54%</td>
</tr>
<tr>
<td></td>
<td>RESQ</td>
<td>38%</td>
<td>61%</td>
<td>61%</td>
</tr>
</tbody>
</table>

Table 6: Average Percentage Improvement Over \( P_1 \) for the M/O Model

<table>
<thead>
<tr>
<th>Procedures</th>
<th>Performance measures</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( P_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RE</td>
<td>70%</td>
<td>85%</td>
<td>87%</td>
</tr>
<tr>
<td></td>
<td>ARE</td>
<td>41%</td>
<td>48%</td>
<td>48%</td>
</tr>
<tr>
<td></td>
<td>RESQ</td>
<td>47%</td>
<td>62%</td>
<td>62%</td>
</tr>
</tbody>
</table>

Table 7: Average Percentage Improvement Over \( P_1 \) for the G/O Model
Early analysis of the data, shows a fuzzy unpredictable area during the first 30% of the total test time of the failure data sets. This is the time period that accounts for approximately 50% of the discovered errors during the test period. This is also the time period which produces the greatest challenge for using fitted models for future predictions. Keiller and Miller [9] state that there is an effect caused by how the predictions are measured. A model may overestimate the number of future errors by any amount but it may under estimate the number of failures by at most 100%. This means that a few wild overestimates will hurt the average performance more than a wild under estimate (which is probably a more serious error). This observation in a model comparison setting will make the Goel-Oukumoto model (which tends to under estimate) appear better than it really is and the Musa-Oukumoto Model which tends to over estimate appear worse than it really is. They state that a more reasonable error summary might weight an "under estimate by one half" equivalent to an "over estimate by two fold". The evaluation and summarization of performance measures is an open question and is one suggested for future research.

Bendell and Mellor [2] have suggested the use of simple exploratory data analysis techniques and more sophisticated analogues, such as multivariate methods, time series, and proportional hazards modeling, to explore the structure existing in available software reliability data as a basis for future model building. They believe that the software community has reached a "watershed" in software reliability modeling and has to make the decision between improvements to the established approaches to software reliability modeling or a fundamentally different approach which will provide a breakthrough in achieving greater predictive ability. This study has illustrated the promise of the Laplace trend procedures in enhancing the predictive ability for the M/O and G/O software reliability models. Analysis for more general classes of software reliability models is the next logical step.
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