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Preface

Philip Machanick, Overall Chair: SAICSIT'99

Running SAICSIT'99, the annual research conference of the South African Institute for Computer Scientists and Information Technologists, has been quite an experience.

SAICSIT represents Computer Science and Information Systems academics and professionals, mainly those with an interest in research. When I took over as SAICSIT president at the end of 1998, the conference had not previously been run as an international event. I decided that South African academics had enough international contacts to put together an international programme committee, and a South African conference would be of interest to the rest of the world.

I felt that we could make this transition at relatively low cost, given that we could advertise via mailing lists, and encourage electronic submission of papers (to reduce costs of redistributing papers for review).

The first prediction turned out to be correct, and we were able to put together a strong programme committee.

As a result, we had an unprecedented flood of papers: 100 submitted from 21 countries. As papers started to come in, it became apparent that we needed more reviewers. It was then that the value of the combination of old-fashioned networking (people who know people) and new-fashioned networking (the Internet) became apparent. While the Internet made it possible to convert SAICSIT into an international event at relatively low cost, the unexpected number of papers made it essential to find many additional reviewers on short notice. Without the speed of e-mail to track people down and to distribute papers for review, the review process would have taken weeks longer, and it would have been much more difficult to track down as many new reviewers in so little time.

Even so, the number of referees who were willing to help on short notice was a pleasant surprise.

The accepted papers cover an interesting range of subjects, from management-interest Information Systems, to theoretical Computer Science, with subjects including database, Java, temporal logic and implications of e-commerce for tax.

In addition, we were very fortunate in being able to invite the president of the ACM, Barbara Simons as a keynote speaker. Consequently, the programme for SAICSIT'99 should be very interesting to a wide range of participants.

We were only able to find place in the proceedings for 36 papers out of the 100 submitted, of which only 24 are full research papers. While this number of papers is in line with our expectation of how many papers would be accepted in each category, we did not have a hard cut-off on the number of papers, but accepted all papers which were good enough, based on the reviews. Final selection was made by myself as Programme Chair, and Derrick Kourie, as editor of the South African Computer Journal. Additional papers are published via the conference web site.

We believe that we have put together a quality programme, and hope you will agree.
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Generalised Unification of Finite Temporal Logic Formulas

Scott Hazelhurst
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Abstract

Given two temporal logic formulas, $g$ and $h$, we wish to know whether there is a modification, $m$, we can make to $h$ so that $g \Rightarrow m(h)$. This problem has important applications in hardware verification, where finding such modifications efficiently is important for an inferencing system. The temporal logic used, $TL$, is a relatively simple logic which is interpreted over finite state machine models. The modifications allowed are 'time-shifting' (nesting under the next-time temporal operator) and substitution of expressions for variables. An algorithm has been developed and implemented in the Voss verification system for the finite fragment of $TL$. The basis of the algorithm is to use a relatively compact, normalised representation of the formulas, which converts the problem into a generalised string matching problem. Some experimental results have been obtained from the use of the algorithm in practice.

Keywords: unification, temporal logic, pattern matching

Computing Review Categories: F2.2, F4.1, F4.2, I2.4

1 Introduction

Informally the problem to be solved is:

- Given two temporal logic formulas, $g$ and $h$, does $g \Rightarrow h$?

More generally,

- Is there a modification $m$ that can be made to $h$ so that $g \Rightarrow m(h)$. If so, what is the modification?

This paper addresses these problems. The rest of this section explains why they are interesting problems. Section 2 defines the logical framework (the syntax and semantics of the temporal logic, and the model in which it is interpreted), after which the problem examined is formally defined (e.g. what 'modified' means). Section 3 describes the initial algorithm used for a restricted form of the problem. Section 4 presents some real examples and experimental results.

Motivation

This problem arises in the implementation of an automatic verification system (called the VossProver). To see whether a program or circuit meets its specification, checking whether one formula implies another is a common task. The more general problem also occurs in this context, which is explained informally below.

The VossProver has a type of modus ponens rule: given a rule $h \Rightarrow p$, if we know that $h$ holds, then we can conclude that $p$ holds. Or, more generally if $g \Rightarrow h$, using the rule $h \Rightarrow p$, we can conclude that $p$ holds. ($\Rightarrow$ and $\Rightarrow$ capture different types of implication; this paper focuses on the former, the formal definition of which is given later).

Two ways in which temporal logic formulas can be modified is by time-shifting and substitution (these terms are explained in Section 2). Another VossProver inference rule is that if $h \Rightarrow p$ is a rule, then so is $m(h) \Rightarrow m(p)$, where $m$ is a modification made up of a time-shift and a substitution. So, if $g$ can be proved, and if $h \Rightarrow p$ is a rule, then if we can find a modification $m$ so that $g \Rightarrow m(h)$, then we can deduce that $m(p)$ holds (and this can, in turn, be used for further reasoning). For more details see [3, 4].

The problem posed in this paper is, in general, undecidable since we need to reason about arithmetic. However, it is possible to build decision routines that are robust. The criteria used to judge a decision procedure are:

- It must be sound: if the decision routine says $g \Rightarrow h$, then this must be true. False positives can't be tolerated.
- It very desirable that the routine can handle a large number of formulas that arise in practice. False negatives are undesirable but can be tolerated provided they happen rarely.
- The routine must be efficient. The decision routine may be called hundreds or even thousands of times in one verification run, and so good performance is critical for the verification tool to be used.

There are some trade-offs between these goals, and it will be possible to judge these criteria better when we have seen the theory and the examples.

2 The Logical Framework

This section presents the logical framework used in this paper. First, the model in which the logic is interpreted is briefly described. This is followed by a description of the
syntax and semantics of the temporal logic, after which explanations of time-shifts and substitutions are given. The final part of this section defines the goal of the paper formally and precisely.

2.1 The model

As background, the application area of this problem is hardware verification. Circuits are described at the gate or switch level, and finite state machine models are automatically extracted from the hardware descriptions. These finite state machine (FSM) models are accurate models of the circuit behaviour, modelling functional, timing and even some electrical behaviour. The state spaces are extremely large: examples with well over $2^{100000}$ states have been considered. More details can be found in [4].

For the purpose of this paper, we can consider the FSM to have two components: the set of states $S$ which is used to model the state of the circuit, and a (deterministic) next state function $Y : S \rightarrow S$, which models its behaviour. (In addition, there is an information ordering defined on $S$ which is used in the verification algorithm. However, this information ordering is not relevant to this paper; the purpose of mentioning this is to show that the technical setting is fairly general.)

2.2 The temporal logic TL

An FSM is used to model a circuit’s state and behaviour. The specification for the circuit is given as a set of assertions in the temporal logic, TL. This is a simple temporal logic, but one that has been used in many case studies. A general introduction to temporal logic can be found in [10] and a more rigorous introduction to TL can be found in [4].

TL is constructed from a set of predicates about the state space using logical operators (like conjunction), and temporal operators. For ease of presentation, first the scalar version of the logic (no variables) is presented, and then the extension to the full logic is given.

2.2.1 Definition of the logic

Let $G$ be a set of predicates over the state space: if $p \in G$ it is of type $p : S \rightarrow Q$, where $Q$ is the truth domain. Several possible truth domains are possible. For the purpose of this paper, think of $Q$ as being the booleans $\{f, t\}$. In the setting of [4], a four-valued truth domain is used. What follows holds for both truth domains. The syntax of the temporal logic is given below.

Definition 1. The set of scalar TL formulas is defined by:

$\text{TL} ::= G \mid \text{TL} \land \text{TL} \mid \neg \text{TL} \mid \text{Next TL} \mid \text{TL Until TL}$

Predicates in $G$ are used to describe or check the state of the system at a particular instant in time. To make this concrete, in our circuit domain, typical predicates might be

- $\lbrack \text{Clk} \rbrack = t$: Is the clock high?
- $\lbrack \text{Reset} \rbrack = L$: Is the reset line low?
- $\lbrack \text{Score} \rbrack < 16$: Is the value of group of lines identified by Score, when considered as a bit-vector, less than 16?

These predicates can be connected using conjunction and negation. Disjunction and implication are defined using De Morgan’s laws.

A predicate asks about the state of the machine at a particular instant in time. The temporal operators allow us to reason about the behaviour of the FSM over time. A temporal logic formula therefore is interpreted with respect to a sequence of states. First, if we consider a predicate $p$ as a temporal logic formula, to ask whether $p$ is true of a sequence $\sigma$ is to ask whether it is true of the first element of $\sigma$. $\text{Next } g$ is true if $g$ is true at the next time step — a sequence satisfies $\text{Next } g$ if the sequence obtained by removing the first element of the sequence satisfies $g$. A sequence satisfies $g \text{ Until } h$ if $g$ is true until $h$ becomes true — if there is a $k$ such that the first $k - 1$ suffixes of the sequence satisfy $g$ and the $k$-th suffix satisfies $h$. In the special case of $g$ and $h$ not containing temporal operators, this boils down to saying that $g$ is true of the first $k - 1$ states in the sequence, and $h$ is true of the $k$-th state.

Notation: Let $\sigma = s_0s_1s_2 \ldots$ be a sequence in $S$. The following notation is used: $s_i = s_i$ and $\sigma_{\geq i} = s_i s_{i+1} \ldots$

Definition 2. Semantics of TL

1. If $g \in G$ then $\text{Sat}(\sigma, g) = \{s_0\}$
2. $\text{Sat}(\sigma, \neg g) = \neg \text{Sat}(\sigma, g)$
3. $\text{Sat}(\sigma, g \land h) = \text{Sat}(\sigma, g) \land \text{Sat}(\sigma, h)$
4. $\text{Sat}(\sigma, \text{Next } g) = \text{Sat}(\sigma_{\geq 1}, g)$
5. $\text{Sat}(\sigma, g \text{ Until } h) = \bigvee_{i=0}^{\infty}(\text{Sat}(\sigma_{\geq 0}, g) \land \ldots \land \text{Sat}(\sigma_{\geq i-1}, g) \land \text{Sat}(\sigma_{\geq i}, h))$

An advantage of the form of this definition is that it applies to a range of truth domains, not only the standard boolean domain. This paper only presents an algorithm for the fragment of the logic without the until operator. This is an undesirable restriction, made because of the difficulty of the problem. Nevertheless, the version of the problem that we are left with is still difficult and very important so it is a worthwhile goal to explore this restricted problem further.

2.2.2 Examples and Derived Operators

Besides disjunction, other derived operators are possible. The next operator can be nested:

$\text{Next }^k g = \begin{cases} g, & k = 0 \\ \text{Next }^{k-1} g, & k > 0 \end{cases}$

Conceptually, we think of time 0 as being 'now'. The most important derived operator is the $\text{During }$ operator defined as:

$\text{During }([f_0, t_0], \ldots, [f_n, t_n]) g \overset{\text{def}}{=} \bigwedge_{j=0}^{n-1} \bigvee_{k=j}^{t_j} \text{Next }^k g$. 
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Informally, this formula asks whether from time \( f_0 \) through to \( f_1 \) through \( t_1 \), \ldots, and from \( f_n \) through \( t_n \), that \( g \) is true.

Example 2.1 (Example TL formulas). Here are some examples.

1. \([\text{Clk}] = H \land [\text{Reset}] = L \iff [\text{Score}] < 16: \text{At time 0 (now), is the Clock is high, the reset line low, and Score is not greater than 16?}
2. \([\text{Clk}] = H \land [\text{Next}^{10}[\text{Clk}] = L] \land [\text{Reset}] = L]: \text{Is the clock high at time 0, and at time 10 are the clock and reset lines low?}
3. During\([0, 9), (20, 29)\] \([\text{Clk}] = L \land DURING \([10, 19), (30, 39)\] \([\text{Clk}] = H \land DURING \([0, 2]\) \([\text{Reset}] = H \land DURING \([3, 39]\) \([\text{Reset}] = L].

The formula asks if the clock is low for 10ns, then high for 10ns, then low for 10ns, and then high for 10ns; and whether the reset line is high for 3 ns (time 0 through 2 inclusive), and then low from time 3 to time 39.

2.2.3 Symbolic version of the logic

The version of the logic just shown is the scalar version since it contains no variables. Adding variables to the logic enables the logic to become far more expressive in a practical sense. For example, with variables, one can write expressions of the form:

\[
\text{During}\([0, 10]\) \text{Sel} = x \land \text{Ainp} + \text{Binp} = z \]

where Sel is a boolean valued node in a circuit, Ainp and Binp denote collections of nodes which can be considered as having integer values, \( x \) is a boolean valued variable and \( z \) is an integer-valued variable. Nodes are convenient ways to refer to state-holding components in the circuit, whereas variables are ways of concisely encoding a number of formulas in one using implicit universal quantification. In all formulas in this paper, all references to nodes have brackets [. . .] around them; other identifier names (other than the logical operators) are variables. For example the assertion:

\[
\text{Ainp} = x \land \text{Binp} = y \implies \text{Next}^5[C] = x + y
\]

asks of a circuit under study whether for all values of \( x \) and \( y \), if at time 0 Ainp and Binp have the values \( x \) and \( y \) respectively, then at time 5 \( C \) has the value \( x + y \).

The syntax of the symbolic logic is an extension of that of the scalar logic: in addition to scalar formulas we also allow symbolic variables from a set of variables, \( V \).

Definition 3 (The Symbolic Logic — TL). The set of symbolic TL formulas is defined by:

\[
\text{TL} := V \mid G \mid \text{TL} \land \text{TL} \mid \neg \text{TL} \mid \text{Next} \text{TL} \mid \text{Until} \text{TL}
\]

Interpretations: An interpretation of variables is a function mapping from the variables to the boolean values (the example above appears to indicate that we have integer-valued variables — these in fact are not primitive, but formulas involving integer and other valued variables can be encoded using boolean variables). All the examples shown in this paper come from hardware verification where the size of integers is bounded, and hence the encoding into boolean variables straightforward.

Let \( \Phi = \{ \phi : V \to \{f, t\} \} \) be the set of all interpretations. Given an interpretation \( \phi \) of the variables, there is a natural, inductively defined interpretation of TL formulas based on their structure.

Definition 4. If \( \phi : V \to \{f, t\} \), we can extend it to map from TL to TL by:

1. \( \phi(g) := g \) if \( g \in G \).
2. \( \phi(\neg g) := \neg\phi(g) \).
3. \( \phi(g_1 \land g_2) := \phi(g_1) \land \phi(g_2) \).
4. \( \phi(\text{Next} g) := \text{Next} \phi(g) \).
5. \( \phi(\text{Until} g) := \phi(g) \text{Until} \phi(g) \)

(Note that in the above, the case \( \phi(v) \) is not given explicitly since \( \phi : V \to \{f, t\} \)).

Typically in verification the goal is that a formula is true for all interpretations, which is why we informally ask whether a symbolic formula is true of a sequence or set of sequences.

In the introduction, the symbol \( \implies \) was used informally to denote implication. Here it is formally defined.

Definition 5. If \( g, h \in \text{TL} \), \( g \implies h \) if for all sequences \( \sigma, \) and for all interpretations, \( \phi, \) whenever \( \text{Sat}(\sigma, \phi(v)) \) is true then so is \( \text{Sat}(\sigma, \phi(h)) \).

Informally put: \( g \implies h \) iff whenever \( g \) is true of a sequence, \( h \) is true too.

2.3 Modifications

Time-shifting and substitution are defined below. Substitution allows the substitution of symbolic expressions for variables. Time-shifting allows the changing of time to which the formula refers.

Substitution

Let \( F(V) \) be the symbolic expressions over \( V \) (informally TL formulas that do not contain any temporal operators or references to state-holding components). A substitution enables us to replace a variable with a symbolic expression, formally it is a mapping \( \xi : V \to F(V) \). For example, the following is one such mapping: \( \xi_1 \equiv \{ x \mapsto 3, y \mapsto H, z \mapsto a + 3 \times b \} \).

Interpretations are those substitutions whose range contains no variable. Just as interpretations can be extended to map from formulas to formulas (see Definition 4), so can substitutions. The details are omitted, but essentially a substitution can be thought of as a syntactic substitution of expressions for variables throughout a formula.

Example 2.2. Consider:

\[
g \equiv \text{During}[0, 10]\) \([\text{Clk}] = y \land \text{Out} = x < z) \]
then
\[
\xi_1(g) = \text{During}[0, 10]\) \([\text{Clk}] = H \land \text{Out} = 3 < a + 3 \times b) \).
Time-shift:

This is just nesting a formula within the Next operator. If \( g \) is a formula, then 'g time-shifted by n' is just \( \text{Next}^n g \).

Only non-negative time-shifts are allowed.

2.4 Formal statement of problem

The problem this paper addresses can formally be stated as:

Let \( g \) and \( h \) be TL formulas. Do there exist a \( \xi \) and an integer \( n \geq 0 \) such that

\[ g \implies \text{Next}^n \xi(h) \]

If so, what are the \( \xi \) and \( n \) that make the implication true?

There may of course be many \( \xi, n \) pairs that meet this requirement. Generally we want the substitution with the smallest corresponding time-shift.

Duration of match:

If there is a specialisation/time-shift pair \( \xi, n \) (so that \( g \implies \text{Next}^n \xi(h) \)) then it is often the case that \( g \implies \text{Next}^{n+i} \xi(h) \) for many successive \( i > 0 \). Knowing the start and end points of a matching interval is essential to avoid repeated work, so we can generalise the problem to:

Let \( g \) and \( h \) be TL formulas. Do there exist a \( \xi \) and an \( n, d \geq 0 \) such that \( g \implies \text{Next}^{n+i} \xi(h) \) for all \( i \in \{0, \ldots, d\} \). If so, what are the \( \xi \), \( n \) and \( d \) that make the implication true?

Notation 2.1. As a shorthand, the notation \( g \xrightarrow{\xi} h \) stands for the question whether there exists such \( \xi, n, d \) so that the implication holds.

Before looking at algorithms, we first simplify the problem, and then use this simplification to look at different views of the problem. This insight helps us understand how to develop an algorithm.

2.5 Alternative view I

Without the infinite until operator it is possible to write a formula \( \phi \) in a normalised-form (but see the comment on restrictions below): \( \Lambda_{j=0}^{r} \text{Next}^j \phi_j \), where the \( \phi_j \) do not contain any temporal operators and \( r \) is some constant integer.

Given \( g \defeq \Lambda_{j=0}^{r} \text{Next}^j g_j \), \( h \defeq \Lambda_{k=0}^{s} \text{Next}^k h_k \), to know whether there exist a \( \xi, n \) such that \( g \implies \text{Next}^n \xi(h) \) is the same as asking whether there exists a \( \xi, n \) such that \( g_{n+k} \implies \xi(h_k) \), \( 0 \leq k \leq s \). In typical examples \( r \) would be significantly larger than \( s \). In this formulation, we can think of \( g \) and \( h \) as being strings of formulas,

\[ g': g_0 g_1 g_2 \ldots \ldots \ldots \ldots g_{r-1} g_r \]
\[ h: h_0 h_1 \ldots \ldots \ldots h_s \]

where we want to match \( h \) in \( g \) - a generalised string matching problem, or a unification where we need to unify times as well as values.

2.6 Alternative view II

This formulation gives a useful insight into the problem, but the difficulty with it is that although \( r \) and \( s \) are large (typical values might be \( r = 10^5 \), \( s = 10^6 \)), there are likely to be very long sub-strings (of length several thousand) which have repeated 'symbols' - i.e. \( g_i = g_{i+1} \) for very many successive \( i \). The reason for this is that in practice the most important operator is the bounded always operator \( \text{During}[] \). This means that the normalised form is usually better given as:

\[ g \defeq \bigwedge_{j=0}^{e} \text{During}[(u_j, v_j)] g_j \]
\[ h \defeq \bigwedge_{k=0}^{e'} \text{During}[(w_k, x_k)] h_k \]

Now the subformulas have intervals associated with them. Our problem is to try to 'slide' the intervals associated with \( h \) forward until all the intervals of \( h \) are 'covered' by intervals of \( g \) and the implication holds between the corresponding \( g_j \) and \( h_k \). One of the complexities in this is that it might take several intervals of \( g \) to cover one of \( h \)'s, or one interval of \( g \) might cover several of \( h \)'s, or both.

But although there is this complexity with this representation, it is very compact, and so is the one used in the rest of this paper and from now on it is assumed that formulas are written in this way.

Restriction on the logic The normal form requires a little thought in dealing with disjunction. The normal form works for formulas like \( \text{Next} (g_1 \lor g_2) \) if the \( g_i \) don't contain temporal operators. However, the normal form presented above is not general enough to deal with formulas where disjunction is used to connect sub-formulas referring to different instants in time (e.g. \( g_1 \lor \text{Next} g_2 \)). In this case, a more general normal form can be used, representing a formula by a list of lists. This has been implemented in the VossProver, but has not been used since it has not yet turned out not to be useful in practice since no real examples have presented this case. The rest of this discussion therefore assumes that the simple normal form above can be used. The algorithm can in principle be generalised but the complexity of the algorithm has not been investigated.

2.7 Examples

Some simple example problems are shown below.

1. \( g \defeq \text{During}([100, 115], [130, 150]) [A] = f \]
\( h \defeq \text{During}([10, 20], [40, 50]) [A] = x \geq 10 \)
\( \xi = \{ f \rightarrow x \geq 10 \}; \text{shift}=90; \text{slack}=5 \). Any shift between 90 and 95 will work.

2. \( g \defeq \text{During}([100, 104]) [\text{clk}] = H \)
\( \text{During}([105, 115], [120, 135]) [\text{clk}] = H \)
\( h \defeq \text{During}([0, 10], [20, 30]) [\text{clk}] = H \}
\( \xi = \{ \}; \text{shift}=100, \text{slack}=5 \)
3. A first algorithm

This section presents an algorithm to solve the problem. This section is structured as follows. First, data representation is presented, followed by a description of how implication between non-temporal logical formulas is tested. This is used as the basis for the generalised unification which is presented in two steps: first unification between non-temporal formulas, and then unification between TL formulas.

3.1 Representation of formulas

All formulas are represented as abstract data types. At the top level are TL formulas, which can be predicates or composed from simpler TL formulas using temporal operators or the usual logical operators like conjunction and negation.

A predicate is a boolean expression (usually evaluated with respect to the state of a circuit), which could just be boolean data of some sort, or a relation involving integer expressions or vectors. Typical relations are equality and comparison. The integer expressions can include constants, variables, addition, subtraction, multiplication, base-2 exponentiation, and the taking of bit-slices. Bit-slice operations are important in the application domain: if one represents an integer expression in binary (i.e. as a bit-vector), taking a bit slice involves extracting out a segment of the bit-vector and then considering that as an integer expression. Both signed and unsigned arithmetic is supported.

We now look at how reasoning about predicates and data is done.

Normalisation routines: A set of normalisation routines have been built up that attempt to put predicates into a normal form. This involves term rewriting using criteria such as: a lexicographic ordering defined on terms; removing redundant operations (e.g. multiplying by 1); finding common factors; expanding simple cases (e.g. $2^0 = 1$); and reducing constant expressions wherever possible. An example of the type of reduction that gets done is:

$$x[n..0] + 2^{n+1} \times x[n+1] \longrightarrow x[n+1..0],$$

where $x[j..i]$ is that slice of the expression $x$ starting at bit $i$ (least significant) going to bit $j$ (most significant).

Binary Decision Diagrams

Binary decision diagrams (BDDs) are a canonical data representation method for boolean data [1]. They are a very compact representation and can be used to perform a variety of manipulations efficiently. FL can represent boolean data as BDDs, and routines have been written that can convert bounded integer expressions into vectors of BDDs. Boolean, arithmetic and relational operations can be implemented as BDD operations. Therefore, BDDs are a useful component for reasoning, but in this context have many limitations.

User supplied information

It is also possible for the user to provide 'domain information'. A hook is provided for expressing more complicated symbolic expressions and the user can provide facts about such expressions.

3.2 Testing implication between logical formulas

The first issue is how to test implication between two logical formulas that do not contain any temporal operators. As shown above, the types of expression allowed are very general, and include multiplication and restricted exponentiation. Although an efficient general algorithm to test implication is not possible, practical experience indicates that good heuristics are able to solve many (but not all) problems in practice. (However, there are difficult issues in tool development and user interaction with tools which have not yet been solved.)

The algorithm for testing whether $g \implies h$ first normalises $g$ and $h$ (using the techniques described above) and then applies rules such as the following to determine implication:

$$u \implies t \quad f \implies v$$
$$t \implies u, \text{ iff } v \equiv t \quad u \implies v \text{ if } u \equiv v$$
$$u' \land v \implies u, \text{ if } u' \implies u$$
$$v \lor (c_i \land u_i) \implies v_i, \text{ if } c_i \land u_i \implies v_i \lor c_i = t$$
$$(u = v) \implies (x = y), \text{ if } \{u, v\} \equiv \{x, y\}$$

Wherever possible commutativity and associativity are applied in conjunction with the above rules, which are applied recursively on the structure of the formulas. If the algorithm succeeds then we know that $g \implies h$. If the algorithm does not succeed we cannot deduce that $g \not\implies h$ since the proof and normalisation system is not complete. The tool takes care never to use a negative answer so as to imply that the result is false.

3.3 Unification between logical formulas

The previous section looked at how implication between two formulas is tested. Here we look at how, given two formulas $g$ and $h$ not containing temporal operators we can determine whether $g \triangleleft \equiv h$. The algorithm works on the syntactic structure of formulas in a similar fashion to the implication-testing algorithm presented in the previous section.
3.3.1 Unifying predicates

The difference arises when we get to the 'base' case when we have two predicates $p_g$ and $p_h$ (recall that predicates contain no boolean connectives or temporal operators) and we wish to know whether $\leftrightarrow p_h$. Predicates contain expressions made up of relational and other operators, constants, variables and references to the state space.

(1) Let's take a concrete example: $[C] + [D] = x + 2 \times y$. $[C]$ and $[D]$ are references to the state space (in the application domain, they are nodes in a circuit being verified); $x$ and $y$ are variables. To evaluate the truth of a predicate with respect to a state, take the values of the nodes $[C]$ and $[D]$ and plug them into the expression. This gives the set of interpretations of $x$ and $y$ for which the formula is true.

The algorithm first checks whether the relations to the state space in $p_g$ and $p_h$ are the same. If $p_h$ has references to components that $p_g$ does not have then the algorithm decides that the relationship doesn’t hold. Sometimes this will mean that valid relationships are not found as in: $[D] - [D] + [C] < x \iff [C] < x$. But this test is relatively cheap to perform and very rarely gives a false negative in practice (as usually normalisation routines eliminate expressions like $[D] - ([D])$).

The second step applies a simple matching routine. Suppose the predicates have the structure like this: $p_g \equiv p_h \Rightarrow p_h \equiv p_h$, where $\Rightarrow$ is a relational operation. If $p_g \equiv p_h$, then the substitution $p_h \mapsto p_h$ is a potential substitution that could be applied. If this step fails we can also use commutativity (depending on what $\Rightarrow$ is), e.g., see if $p_g \equiv p_h$.

For example, with $[C] + [D] = x + 2 \times y \iff [C] + [D] = x$ we would get as a match $x \mapsto x + 2 \times y$.

Similar simple algorithms are applied to other types of predicates (the one above is the most complicated case). If the two predicates have different structures, then it is highly unlikely that a match will be found, unless the predicate on the right is just a boolean variable, in which case the potential substitution is just $p_h \mapsto p_h$.

The substitutions are only potential for several reasons. First, this match is likely to be just one of many from a decomposition of more complicated formulas. Other matches that are found may be inconsistent with this one. Second, in a substitution like $p_h \mapsto p_h$, $p_h$ may be an expression rather than a variable (in practice usually it is a variable). This may or may not be a problem. Third, such a substitution may be illegal (like $1 \mapsto 2$).

3.3.2 Collecting all potential matches

This algorithm for finding a unification between two predicates is used to test unification between two non-temporal logical formulas, using the syntactic structure of the formulas in a similar way to the algorithm that tests implication described in Section 3.2. The difference is that (1) a test between sub-formulas succeeds either if implication holds or if there is a potential substitution that unifies them, and (2) a 'yes' answer comes with a list of potential substitutions that are returned to the caller.

The rest of the paper assumes the existence of a procedure $\text{Match}(g, h)$ (for $g$, $h$ which are non-temporal formulas) which implements the algorithm just presented: it either returns $f$ (meaning that $g \not\leftrightarrow h$ is false) or $t$ (meaning that $g \leftrightarrow h$ might be true) together with the list of potential substitutions.

3.4 Unifying two temporal logic formulas

Overview: The two formulas $g$ and $h$ to be unified are normalised so that they are represented as lists of start-time, end-time, logical formula tuples $g'$ and $h'$. For example, the last formula in Example 2.1 would be represented by the following list:

$$[(0, 2, [\text{Reset}] = H \land [\text{Clk}] = L), (3, 9, [\text{Reset}] = L \land [\text{Clk}] = L), (10, 19, [\text{Reset}] = L \land [\text{Clk}] = H), (20, 29, [\text{Reset}] = L \land [\text{Clk}] = L), (30, 39, [\text{Reset}] = L \land [\text{Clk}] = H)]$$

We then 'slide' the $h'$ list over the $g'$ list (treating the times in the $h'$ list as being relative to the yet unknown shift value, and the times in the $g'$ list as absolute). This process is effectively a string matching algorithm, though the use of intervals and logical formulas instead of 'letters' complicates the algorithm considerably. The algorithm uses a naive approach to this matching problem, and the question of how more intelligent algorithms could be used (such as those presented in [2, 5]) needs attention.

As the matching process continues, the list of potential substitutions and time-shifts is kept.

Detail: The algorithm was implemented in a functional language. The code segments shown below are given at an abstract level and presented in an imperative style. The presentation is somewhat simplified and there are some special cases that must be dealt with.

The main loop of the unification algorithm is shown in Figure 1. First, the two formulas are normalised into a list (of normalised start-time, end-time, logical formula tuples, called $g'$ and $h'$). Then the code enters a loop. The first step is to find the first tuple in the list $g'$ that potentially matches the first tuple in $h'$ (performed by $\text{FindFirst}$ described below). If a match is found, the shift (i.e., the time that $h$ would have to be moved forwards for the match to happen), the slack (i.e., any shift between shift and $\text{shift} + \text{slack} - 1$ will work) and a potential substitution are returned. In addition, $g'$ and $h'$ are modified to chop off the non-matching part of the prefix of $g'$, and those parts of $g'$ and $h'$ that are covered by the first match. If no first match is found, then the loop terminates.

After the first match has been found the modified $g'$ and $h'$ must be matched. In performing this match, it is possible to increase shift by up to slack. If the rest of the lists cannot be matched, then the algorithm tries to find a new first match (i.e., the next tuple in the $g'$ list that matches...
function TLMatch(g, h) : (Q, sublist);  
g' ← normalise(g);  
h' ← normalise(h);  
loop  
  (found, shift, slack, subs, g', h') ← FindFirst(g', h');  
  if not found then return false ;  
  (found, shift, slack, subs) ← MatchRest(start, shift, slack, g', h');  
  subs ← subs ∪ subs1 ;  
  if found then  
    return (true, (subs, start, slack));  
  end;  
end;

The algorithm seen so far returns a proposed shift and substitution. However, as has been pointed out, the heuristics that produce the substitutions may produce invalid substitutions. The final phase of the algorithm, therefore, is to perform the substitution and time-shift on h and then to check that \( g \Rightarrow h \).

4 Examples

The algorithm presented in the previous section was implemented in the VossProver in FL, a lazy functional language [8] similar to ML. FL can be used as both a systems programming language and as the interface to the VossProver verification system. The Voss system contains an efficient implementation of BDDs and FL represents booleans internally as BDDs.

For the simple examples shown in Section 2.7, the time the algorithm takes is too small to be determined accurately.

The algorithm was then used in practice on verifying two large circuits in the IFIP WG10.5 Hardware Benchmark Verification Suite [6, 9], Benchmarks 17 (a multiplier) and 21 (a systolic filter). The verification of these benchmarks is described in [3]. Alternative approaches can be found in [7]. The advantage of [3] over previous work [4] is that although the cost of doing unification adds to the computational cost of verification, significant savings in human interaction are achieved.

In a run of verifying Benchmark 21, the unification algorithm presented here is called several hundred times, and so the cost of performing the unification becomes significant — roughly 30% of the overall cost of the computation.

The types of formulas that are involved in the computation are very long and boring, which makes them inappropriate to display here — and very difficult for a human to reason about. To give a flavour of examples occurring in practice, the appendix gives an extract from a real example.

Measures of complexity of the formulas are the length of the formula when represented in normalised form, and the longest conjoint of one of the sub-formulas. In the case studies done, common cases are: length of the formula \( h \) of 6, longest conjoint in \( h \) 5; length of the formula \( g \) of

Figure 1: Code for matching temporal logic formulas

in the first one in the \( h' \) list).

The FindFirst function (also shown in Figure 1) works by scanning the \( g' \) list until it finds an element that matches the first interval in \( h' \). It then checks to see whether any subsequent, contiguous elements of \( g' \) also match \( h_0 \). With this it can compute the initial shift and slack values, and the initial substitutions. Note that the match may fail even if it does find an element of \( g' \) that matches \( h_0 \) if the interval that the element of \( g' \) covers is not big enough to cover the interval \( v_0 \ldots v_0 \). Finally, to make subsequent steps in the algorithm more efficient, the prefixes of the \( g' \) and \( h' \) list already considered are chopped off by the suffix procedure.

Given initial shift and slack values, the MatchRest procedure shown in Figure 2 methodically works through the \( g' \) and \( h' \) lists to check that from the initial shift value, each element of \( h' \) is covered by a corresponding element in \( g' \). This requires not only checking that each \( h_i \) is matched by an appropriate \( g_j \) but that the time intervals also match up. There are a few issues that must be checked. First, it might not be a problem if \( h_0 \) does not match with \( g_0 \) or even the first few \( g_j \). We can adjust the shift value as much as the slack value allows to skip over a few non-matching \( g_j \). In practice, this happens quite often.

Second, there are two reasons we may reduce slack: (1) if we update the shift (as described above), and (2) if the slack given by the current interval is less than the slack previously computed.

Third, once we know that \((w_j, x_j, g_j)\) matches \((u_i, v_i, h_i)\), we need to continue doing the checking for subsequent intervals. If \( x_j - w_j = (v_i - u_i) \), this is straightforward. If not, we must make sure that we either check that the part of the \( i \)-tuple not covered by the \( j \)-tuple is still checked, or that the part of the \( j \)-tuple not needed to cover the \( i \)-tuple can still be used in the matching.

Validating the result

The algorithm seen so far returns a proposed shift and substitution. However, as has been pointed out, the heuristics that produce the substitutions may produce invalid substitutions. The final phase of the algorithm, therefore, is to perform the substitution and time-shift on \( h \) and then to check that \( g \Rightarrow h \).

4 Examples

The algorithm presented in the previous section was implemented in the VossProver in FL, a lazy functional language [8] similar to ML. FL can be used as both a systems programming language and as the interface to the VossProver verification system. The Voss system contains an efficient implementation of BDDs and FL represents booleans internally as BDDs.

For the simple examples shown in Section 2.7, the time the algorithm takes is too small to be determined accurately.

The algorithm was then used in practice on verifying two large circuits in the IFIP WG10.5 Hardware Benchmark Verification Suite [6, 9], Benchmarks 17 (a multiplier) and 21 (a systolic filter). The verification of these benchmarks is described in [3]. Alternative approaches can be found in [7]. The advantage of [3] over previous work [4] is that although the cost of doing unification adds to the computational cost of verification, significant savings in human interaction are achieved.

In a run of verifying Benchmark 21, the unification algorithm presented here is called several hundred times, and so the cost of performing the unification becomes significant — roughly 30% of the overall cost of the computation.

The types of formulas that are involved in the computation are very long and boring, which makes them inappropriate to display here — and very difficult for a human to reason about. To give a flavour of examples occurring in practice, the appendix gives an extract from a real example.

Measures of complexity of the formulas are the length of the formula when represented in normalised form, and the longest conjoint of one of the sub-formulas. In the case studies done, common cases are: length of the formula \( h \) of 6, longest conjoint in \( h \) 5; length of the formula \( g \) of
function MatchRest(shift, slack, subst, \[(w_0, x_0, g_0), \ldots, (w_s, x_s, g_s)\], \[(u_0, v_0, h_0), \ldots, (u_r, v_r, h_r)\])
joint = 0; // used for the g's
i = 0; // used for the h's
subs = []; // this
while i < r ∧ j < s do
  k = j; // jump on non-matches
  while ¬(Match(g_j, h_i)) ∧ j < s ∧ slack > 0 do
    j = j + 1;
  end;
  if j > s then return false;
  // Update shift, slack, subst
  δ = w_j - w_k;
  shift = shift + δ;
  slack = slack - δ;
  subst = subst ∪ subst);
  tocover = v_0 - u_0;
  if slack < 0 then return false;
  while Match(g_{j+1}, h_i) ∧ x_j + 1
                            \[= w_{x+1} ∧ z \leq s do
                                          \]
    z = z + 1;
  end;
  tslack = x_j - w_j - tocover;
  slack = min{tslack, slack};
  // Now check what has been covered
  if tocover > cover then
    j = j + 1;
    u_i = u_i + cover + 1;
  elseif cover > tocover then
    i = i + 1;
    w_j = w_j + tocover + 1;
  else
    i = i + 1;
    j = j + 1;
  end;
end;
return \[i > r, shift, slack, subs\];
end;

Figure 2: The MatchRest function

80, longest conjoint in \(g\) of 16. In our example, the \(g\) is a formula which describes a known result of an execution of a circuit; \(h\) is an antecedent of a rule of inference; and if we are able to match \(g\) and \(h\) then we can infer something new about the circuit's execution.

Analysis: In the worst case, the cost of the string matching part of the algorithm is \(nm\) where \(n\) is the length of the normalised representation of \(g\) and \(m\) that of \(h\). But the cost is also heavily influenced by the cost of unification between non-temporal formulas, for which a theoretical analysis is very difficult, especially for the average case complexity which is most important. Moreover, the cost of normalising formulas has to be taken into account.

Experimental analysis is complicated by two factors of the VossProver: garbage collection and caching. Since garbage collection can happen at any time, the cost is highly variable. Secondly, FL can cache results of function calls which means that if the function is called again with the same arguments, the result does not have to be recomputed. Many of the normalisation routines can benefit significantly from caching. This means that the cost of performing unification depends on operations that have been previously performed.

However, some rough estimates are available. For example on a Sun Ultra 4, the cost of a unification on formulas of the complexity mentioned above is approximately 1.5s (this includes the cost of normalisation). It should be borne in mind that FL is an interpreted functional language, and that its range of data structures is not always the best for fast execution (for example, scanning a list is much more expensive than scanning an array).

The other criterion for analysing the algorithm is its coverage. Since it is a heuristic, it does not guarantee to find all unifications. (For example, the algorithm depends heavily on how good the normalisation algorithms are.) As can be seen a range of fairly complex formulas have been tested and the algorithm succeeded on all. However, the application domain is relatively narrow one.

5 Conclusion

The problem of unifying two temporal logic formulas poses interesting theoretical and practical questions, and has very important practical applications. This paper has introduced the problem and presented a simple algorithm that solves a restricted version of the problem. Although naïve, the algorithm has proved to be robust with an acceptable computational cost. However, there is a need to improve both the coverage and the performance of the algorithm.

There are a number of areas that need research. Integrating new domain knowledge. To be effective the algorithm needs to have a powerful means of reasoning about data. After some years of development, the VossProver has repertoire of routines that enable it to reason about a range of arithmetic problems that arise in hard-
ware verification problems. However, when faced with a new problem it is necessary for the human user to provide new domain knowledge. At the moment, this is handled by extending the VossProver directly but this is not a satisfactory solution. This is an area that needs work.

Improving performance. Exploring how some of the standard string-matching and unification algorithms can be generalised to deal with this problem appears to be a profitable line to follow.

From a practical point of view, significant performance gain can be made by implementing the code in C as part of the Voss system. Not only would compiled code run much faster than interpreted code, but FL's limited data structures would probably not be sufficient for more sophisticated matching algorithms.

Extending the theory to deal with the full TL. While the omission of the infinite until operator still leaves a logic rich enough to express very many problems, it would be very desirable to be able to include this operator. The most obvious difficulty here is determining appropriate normal forms.
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A Example TL Formula

Here is an example of a TL formula in normalised form: less than 5% of a formula that arose in the verification of a benchmark. When represented in normalised form, there are 83 start - finish - formula tuples. The most complex of the formulas is a conjunction of 16 predicates.

$$\begin{align*}
g &\triangleq \left(1.3, \text{StoreRes} = F \text{ and StoreWgt} = \text{Final} \text{ and StoreStr} = T \text{ and SelectWgtStr} = T \text{ and SelectWgt} = T \text{ and SelectWgtStr} = T \text{ and StreamIn.0} = w[0][3-0] \text{ and CLK1} = F \text{ and CLK2} = T \text{ and Reset.N} = T, \right) \\
&\text{(4,9,StoreRes} = F \text{ and StoreWgt} = F \text{ and StoreStr} = T \text{ and SelectWgtStr} = T \text{ and SelectWgt} = T \text{ and SelectWgtStr} = T \text{ and StreamIn.0} = w[0][3-0] \text{ and CLK1} = F \text{ and CLK2} = T \text{ and Reset.N} = T), \ldots \text{ lots left out here ... (34500,34999,}
\end{align*}$$

$$\begin{align*}
\text{StoreRes} = T \text{ and StoreWgt} = F \text{ and StoreStr} = T \text{ and SelectWgtStr} = T \text{ and CLK1} = F \text{ and CLK2} = T \text{ and Reset.N} = T \text{ and StreamIn.3} = d[5][3-0] \text{ and Dpath2.0} = w[3][3-0] \text{ and Dpath2.1} = w[2][3-0] \text{ and Dpath2.2} = w[1][3-0] \text{ and Dpath2.3} = w[0][3-0] \text{ and ResultIn.1} = d[4][3-0] \text{ * w[0][3-0] + d[5][3-0] * w[1][3-0]}, \\
(35000,35000,\text{StoreRes} = T \text{ and StoreWgt} = F \text{ and StoreStr} = T \text{ and SelectWgtStr} = T \text{ and CLK1} = T \text{ and CLK2} = F \text{ and Reset.N} = T \text{ and StreamIn.3} = d[5][3-0] \text{ and Dpath2.0} = w[3][3-0] \text{ and Dpath2.1} = w[2][3-0] \text{ and Dpath2.2} = w[1][3-0] \text{ and Dpath2.3} = w[0][3-0] \text{ and ResultIn.1} = d[4][3-0] \text{ * w[0][3-0] + d[5][3-0] * w[1][3-0]}), \ldots
\end{align*}$$
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