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1 Introduction

As president of the South African Institute for Computer Scientists and Information Technologists (SAIC-SIT), I have visited a number of campuses and companies, in an attempt at arriving at a general assessment of the state of our subjects in South Africa.

An issue which I consistently pick up is that while everyone seems to think that computer-related skills are extremely important and in short supply, our academic departments are also extremely underresourced.

At the last Southern African Computer Lecturers Association (SACLA) conference (28-29 June, Golden Gate), I had the opportunity to discuss the problems other academics see. This editorial lists some of the problems reported at SACLA, and proposes a way forward.

2 Problems

At SACLA, I led a discussion of problems seen in our academic departments.

There was wide agreement that both Computer Science (CS) and Information Systems (IS) departments were under pressure to increase student numbers (massification), and were seen as cash cows to prop up less popular subjects. It was broadly agreed that staffing was a critical issue: too few posts for the workload, salaries way out of line with industry (half or less, as compared to the US, where an academic salary may be 80% of an industry salary). Recent graduates often make more than professors which makes it hard to persuade our students to become academics (even to do higher degrees). Attracting a recent PhD with a sense of adventure may be possible, but attracting experienced people used to earning a salary in a strong currency is hard. IS jobs are worse than CS, as the skills required are more like those in business. Support staff salaries are an even harder issue: their skills relate even more directly to job descriptions in industry.

A problem in addressing our concerns is that we are so overworked that we don’t have time for "politics": academics with no students have time on their hands, but we don’t. More industry support not only with directly addressing problems but with taking on university administrations would be useful, but they too have major problems and don’t have free time.

3 Solutions?

Solutions are harder to identify than problems.

The SACLA session ended with a proposal that we conduct surveys of our institutions and businesses, to find out what the problems are, as a starting point for going to university administrations, government and business.

Another idea was to attempt to find common cause with business in taking on problems they have in common with academia, including the skills shortage, the insufficient capacity of our education system, and dealing with employment equity.

One of our biggest difficulties is to free up time to deal with issues such as resource allocation within our universities. The “competition” is frequently other academics with time on their hands, since they have too few students, and therefore are in a position to spend time looking after their interests.

What is needed now is some thought about how to pull ourselves out of the mess we are in. In particular, we need strategies to exploit our strengths: our high demand among students, the high demand for the skills we produce and the ubiquitous applicability of computer technology.

Given the wide use of computers, it would seem obvious that our areas should be strongly supported by a range of role players, yet the fact that so many different groups are interested in computer technology in one way or another has tended to fragment efforts to enhance our industry and academic institutions.

Clearly, from conversations I have held, some departments are in much better shape than others. Even so, some kind of collective effort is likely to achieve more results than if we allow ourselves to be pushed around as individuals. Addressing the fragmentation of efforts seems a worthy goal in itself, to reduce duplication and contradictory goals.

I appeal to anyone who has constructive ideas on how to take our subjects forward to contact me. Let us work on building ourselves up. The economy depends on us, much more than on most other academic disciplines. It’s time we made that point, and made it strongly.
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Abstract

Guarding and covering problems have great importance in Computational Geometry. In this article the notion of a ray guard, a guard that can only 'see' along a single ray, is introduced. The problem of siting the fewest possible such guards so that they guard all adjacencies in an orthogonal arrangement of adjacent non-overlapping rectangles is discussed. The problem is further restricted by requiring that the direction of sight be parallel to an axis and that the guards cannot 'see' outside the rectangles. The problem is motivated by applications in architecture and urban planning. This article shows that the problem is NP-Complete because of the locally indeterminate choice which can be introduced in positioning guards.
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1 The Problem

1.1 Background

Guarding and covering problems are common in the field of Computational Geometry (see O'Rourke's monograph [19], the survey papers by Shermer [22] and Urrutia [25] and the summaries of results by O'Rourke [20] and Suri [24]). This article introduces a new variation on guarding problems where the guards can only see along a single ray. The problem has its origin in the area of town planning and urban design — Hillier \emph{et al}'s idea of Space Syntax Analysis [16]. The idea of Space Syntax Analysis is to give a globalising perspective of the design by determining how easy it is to traverse the town. This analysis is accomplished by the positioning of axial lines on a town plan — the fewest such lines are required.

The problem is similar to the many guarding problems [3, 12, 5, 9] since the lines can be thought of as guards whose vision is restricted to a single ray. The situation can be envisaged as an art gallery made up of a number of adjacent rooms where the designers wish to position the most doors between rooms (to allow easy access) in such a fashion that all doorways can be guarded by the minimum number of ray guards.

Another application of this problem is in the design of integrated circuits. Here the problem is the siting of the fewest connecting strips to join all of the components on the chip.

This article considers the problem where the rays are restricted to being parallel to the Euclidean axes and the space cut by the rays is a collection of adjacent orthogonal rectangles. The problem is presented below — Section 1.2.

1.2 Statement of the Problem

Given a number of adjacent, orthogonally-aligned rectangles find the fewest orthogonal line segments, contained wholly inside the rectangles, required to cut all of the boundaries shared between adjacent rectangles. An additional requirement is that each line segment should cut as many of the shared boundaries as possible.

The solutions for horizontal line segments (and vertical shared boundaries) and vertical line segments (and horizontal shared boundaries) are independent and the remainder of the article will only discuss the former.

Depending on how the problem is considered there are 2 similar but distinct problems which can be addressed.

1. The shared boundaries between adjacent rectangles can be crossed more than once but every shared boundary must be cut at least once.

2. Any shared boundary between adjacent rectangles has exactly one orthogonal line segment passing through it.

Figure 2 shows the difference between these two specifications for a simple configuration of adjacent rectangles. In problem 1 the leftmost adjacency is cut by lines \( a, c \) and \( d \). In problem 2, any of \( a', c' \) or \( d' \) could have cut the leftmost adjacency but only \( d' \) actually does. In this article only problem 1 is addressed.
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1.3 Related Work

The problem of covering a polygon with simpler polygons has been the subject of much research [27, 10, 7, 8] and many of the problems in this class have been shown to be NP-Hard. One of these problems is that of finding the minimum number of star polygons needed to cover a given polygon. This problem is equivalent to the placement of the minimum number of point guards so that each point inside the polygon is visible to some guard. This problem is intractable for polygons with holes and remains so for simple polygons. Other guarding problems are discussed by Györi et al [14], Shermer [23], Bjorling-Sachs [2] and Bjorling-Sachs and Souvaine [4, 5] among others.

Lee and Lin [17] discuss the computational complexity of the art gallery guarding problem. They prove that the problem for a simply connected simple polygon is NP-Hard for the minimum vertex guard (where guards must be located at the vertices of the polygon), minimum point guard (where guards can be placed anywhere in the interior of the polygon or on its boundary) and minimum edge guard (where guards can only be placed on the edges which make up the polygon boundary and are allowed to move along the edge on which they are placed) versions of the problem. Their proof is based on a transformation from Boolean Three Satisfiability (3SAT).

Section 4 presents a proof which shows that the ray guarding problem introduced in Section 1.2 is NP-Complete.

1.4 The layout of the article

The next section of the article defines the terminology used. Section 3 discusses the problem in somewhat more detail and introduces the choice of placing the guards. Section 4 shows that the problem is NP-Complete by means of a transformation from vertex cover and Section 5 presents some cases where the problem can be solved in polynomial time. Some ideas for future research are presented in Section 6.

2 Terminology

In the remainder of this article the common definitions in Computational Geometry and Graph Theory are used. The definitions given below have particular relevance to this article.

- A line is orthogonal, or orthogonally aligned, if it is parallel to one of the Cartesian axes.
- If all of the edges of a rectangle are orthogonally aligned then this rectangle is refered to as an orthogonal rectangle.
- Edges of rectangles (or portions of edges) which are coincident are called adjacencies. Only vertical adjacencies (horizontal lines) are considered in this article — the problem for horizontal adjacencies is similar.

- A ray is defined by the set of adjacencies between rectangles which can be cut by an orthogonal line segment through these adjacencies.
- A ray must be wholly contained in the collection of rectangles. An example of a valid ray is a in Figure 2 — it cuts the adjacencies between rectangles 1 and 2, 2 and 5 and 5 and 7.
- A maximal ray is a ray such that if any other ray includes the same set of adjacencies then it includes no other adjacencies. Ray a in Figure 2 is a maximal ray. Any ray which only cuts the adjacencies between rectangles 1 and 2 and 2 and 5 would not be maximal.
- A planar graph is a graph which can be drawn or embedded in the plane in such a way that the edges of the embedding intersect only at the vertices of the graph.
- A cut vertex is a vertex whose removal increases the number of components in a graph.
- A biconnected graph is a graph which contains no cut vertices.
- A biconnected planar graph is a planar graph which contains no cut vertices.
- A face in a planar representation of a graph is a planar region bounded by edges and vertices of the representation and containing no edges or vertices in its interior.

Note that throughout this document any mention of rectangles should be taken to mean orthogonal rectangles.

3 Addressing the problem

At first glance this problem would appear to be easy to solve. Given n rectangles, the upper bound on the number of possible adjacencies is of O(n) and a simple lower bound for finding the adjacencies can be shown to be Ω(nlog n).

The upper bound can be easily shown by reducing the rectangles and their adjacencies to the form of a graph where the nodes in the graph represent the rectangles and the edges of the graph represent adjacencies between two rectangles. The graph generated in this way must be planar, thus the maximum number of edges (adjacencies) can be determined from Euler’s formula which gives $e \leq 3v - 6$ ($e$ the number of edges and $v$ the number of vertices). This implies that the number of adjacencies must be $O(n)$.

The lower bound follows by a transformation from element uniqueness — given N real numbers, decide if any two are equal — which has an $\Omega(n\log n)$ lower bound [21]. Given N real numbers $\{z_1, \ldots, z_N\}$ and an interval $[b, t]$ then for each $z_i$ construct a rectangle defined by bottom left corner $(b, z_i)$ and top right corner $(t, z_i)$. Determining whether any two rectangles are adjacent is now the same as determining element uniqueness.
The question is then: How easy is it to find the minimum number of maximal rays which guard all of the adjacencies?

The problem is interesting and difficult to solve efficiently because of the issue of choice. The simplest case of choice is illustrated in Figure 3. In this case there are seven adjacencies which must be crossed by rays. It is easy to see that most of the adjacencies can be cut by the rays marked a and b (0-3-4-6 and 2-3-5-6) but the adjacency between rectangles 1 and 3 can be cut by rays c (1-3-4-6) and d (1-3-5-6). Only one of these "choice" rays is actually necessary. More complicated choice situations can arise as the number of rectangles to be considered grows. An algorithm to solve the problem must be able to resolve conflicts of this type.

4 Proving NP-Completeness of the problem of resolving choice

This section shows the problem of finding the minimum number of maximal rays to guard all of the adjacencies in a configuration of adjacent rectangles is NP-Complete. The proof of this will be accomplished through a transformation from vertex cover for a planar graph [11, 18], to a restricted instance of the problem under consideration, i.e. the problem of choosing the fewest maximal rays to guard all the adjacencies in a collection of rectangles.

Planar vertex cover is defined as

\[ \text{planar vertex cover} \]

**Instance:** Planar graph \( G = (V,E) \), positive integer \( K \leq |V| \).

**Question:** Is there a vertex cover of size \( K \) or less for \( G \), i.e. a subset \( V' \subseteq V \) with \( |V'| \leq K \) such that for each edge \( \{u,v\} \in E \) at least one of \( u \) and \( v \) belongs to \( V' \)?

and the ray guarding problem can be stated as

**ray guard**

**Instance:** A collection of orthogonal rectangles \( R_1 \ldots R_n \), where each \( R_i \) is adjacent to at least one other rectangle, and a positive integer \( O \leq 4n \).

**Question:** Is there a set \( P \) of rays where each ray is maximal, each vertical adjacency is crossed at least once by the rays in \( P \) and \( |P| \leq O \)?

The transformation from **planar vertex cover** [11, 18] will be done by mapping vertices in a planar graph to choice rays in the problem being considered. Edges in the planar graph will be mapped to adjacencies which are guarded by the choice rays. In this mapping an edge between two vertices represents an adjacency which is guarded by two choice rays.

This transformation will be done in two steps. First, a planar graph is transformed to a 'stick diagram'. In this 'stick diagram' each vertex in the original graph is mapped to a horizontal line representing a choice ray and each edge in the original graph is mapped to a vertical line which is cut by the two horizontal lines which represent the two vertices to which the edge is incident. The problem then becomes that of choosing the minimum number of horizontal lines to cut all of the vertical lines.

**stick diagram**

**Instance:** A collection \( H \) of horizontal lines and \( U \) of vertical lines such that each vertical line is cut by exactly two horizontal lines, and a positive integer \( S \leq |H| \).

**Question:** Is there a set of horizontal lines, \( H' \subseteq H \), such that every vertical line in \( U \) is cut at least once and \( |H'| \leq S \)?

Second, the stick diagram is represented as a collection of adjacent rectangles and horizontal rays cutting all of the adjacencies in the collection of rectangles. These rays will be of two types "essential rays" which are the only rays to cut a particular adjacency and "choice rays" where a number of rays (none of which are essential) cut some adjacency. Not all of the choice rays are necessary to guard all of the adjacencies in the configuration of rectangles. It is possible to determine in polynomial time which of the set of choice rays guard all of the adjacencies in the diagram then it is possible to solve **planar vertex cover** in polynomial time — finding the minimum set of choice rays is equivalent to finding the minimum vertex cover of the original graph.

Proving that **ray guard** is NP-Complete is accomplished by means of two theorems — 4.1 which shows that **stick diagram** is NP-Complete using a transformation from **planar vertex cover** and 4.2 which shows that **ray guard** is NP-Complete using a transformation from **stick diagram**.

It is however easier to perform the transformation from a planar graph to a stick diagram for a somewhat more restricted form of planar graph — a biconnected planar graph has properties which can be used in the transformation. Therefore it is desirable to prove one other result — vertex cover for a biconnected planar graph is NP-complete. Once it has been shown that this result holds the transformation from **biconnected planar vertex cover** to **stick diagram** and hence to **ray guard** can be done more easily. This result is addressed in Lemma 4.1.

**biconnected planar vertex cover**

**Instance:** Biconnected planar graph \( G = (V,E) \), positive integer \( B \leq |V| \).

**Question:** Is there a vertex cover of size \( B \) or less for \( G \), i.e. a subset \( V' \subseteq V \) with \( |V'| \leq B \) such that for each edge \( \{u,v\} \in E \) at least one of \( u \) and \( v \) belongs to \( V' \)?

**Lemma 4.1** **biconnected planar vertex cover** is NP-Complete

**Proof**

Clearly **biconnected planar vertex cover** is in NP.

Now transform **planar vertex cover** to **biconnected planar vertex cover**. Given a planar graph \( G(E,V), G \) can be converted to a biconnected planar graph \( G' \) using the algorithm given in Figure 1. This is accomplished by ap-
biconnected planar vertex cover

Figure 1: Creating a biconnected planar graph

propriate addition of instantiations of “triangle graphs” $T_j$ where each $T_j$ is defined as the vertices $a_j$, $b_j$ and $c_j$ and the edges $(a_j, b_j)$, $(b_j, c_j)$ and $(c_j, a_j)$. Clearly $G'$ is a biconnected planar graph since

1. after each iteration of the algorithm the vertex $v_j$ is no longer a cut vertex with respect to $X_j$ and $Y_j$ and

2. no new cut vertex is ever added during an iteration of the algorithm.

Thus the algorithm terminates with $G'$ free of all cut vertices. In addition, the triangle graphs $T_j$ which are added during each iteration are added to the face containing the vertices to which they are connected thus maintaining the planarity of the graph. Refer to Figure 4 for an example of a triangle graph and to Figure 5 for an example of how triangle graphs can be added to a planar graph using the algorithm in Figure 1 in order to derive a biconnected planar graph.

To determine the vertex cover for $G'$, the original graph $G$ plus the new edges and vertices must be considered. The structure of the triangle graphs means that for each triangle graph, $T_j$, exactly two of $a_j$, $b_j$ and $c_j$ must be in the vertex cover of $G'$. If $k$ triangle graphs are added then it is trivial to show that planar vertex cover, $G$, $K$, is true if and only if biconnected planar vertex cover is true for $G'$, $B = K + 2k$.

The transformation from $G$ to $G'$ can clearly be accomplished in polynomial time. A cut vertex (articulation point) can be found in polynomial time [6] and for $G'$, $O(n)$cuts ($n$ is the number of vertices in $G'$).

Therefore biconnected planar vertex cover is NP-Complete.

biconnected planar vertex cover can now be used to show that ray guard is NP-Complete. The proof is accomplished by means of the following two theorems — 4.1 and 4.2.

Theorem 4.1 stick diagram is NP-Complete.

Proof

Clearly stick diagram is in NP — given a set of horizontal lines $H'$ such that $|H'| \leq S$, it is possible to check in polynomial time that every vertical line in $U$ is cut at least once.

Now transform biconnected planar vertex cover to stick diagram. If $G(V, E)$ is a biconnected planar graph then $G$ can be embedded in the plane ($G$ is planar) and for every two vertices in $G$ an elementary cycle can be found which contains these vertices [1, 15] ($G$ is biconnected). This implies that there are no vertices of degree 1 in $G$ (other than the case where $G$ is a trivial graph with 2 vertices and 1 edge) and thus that all the faces in $G$ are bounded by cycles [15].

Let $F_0$ be the exterior face of $G$ and $F_1, \ldots, F_n$ be the interior faces of the graph. The biconnected planar graph $G$ can be transformed to a stick diagram by the following process.

1. Choose $C_r$ as being the cycle bounding any face, $F_k$ of $G$, which is adjacent to the exterior face $F_0$ of $G$.

2. Choose any two vertices $x$ and $y$ joined by an edge $A$ which form part of $C_r$ and are adjacent to the exterior. Represent $x$ and $y$ by horizontal lines in the stick diagram that cut the vertical line representing edge $A$ (see Figure 6 (a)).

3. Consider the path from $x$ to $y$, $B$, formed by removing edge $A$ from $C_r$. For the moment, treat $B$ as if it were a simple edge i.e. insert its corresponding vertical line into the stick diagram. This then gives the horizontal lines $x$ and $y$ cutting the vertical lines $A$ and $B$. The stick diagram is then as shown in Figure 6 (b).

4. Break the path $B$ (which was treated as a virtual edge) into its component edges. Let the path $B$ be the sequence of vertices $x, v_0, v_1, \ldots, v_k, y$. On the path $B$ from $x$ to $y$ whenever a vertex $v_i$ is encountered a new horizontal line must be added to the stick diagram. A new vertical line must also be added for each edge encountered. This is done in the following way. Suppose $C$ is the edge joining $x$ to $v_0$ along the path $B$. The stick diagram is now altered to include $C$. This is shown in Figure 6(c).

In this case, $B'$ represents the original path $B$ minus the edge $C$ which has been included in the stick diagram. A similar operation is applied for all the edges on the path $B$. Each vertex $v_i$ maps to a horizontal line in the stick diagram and the edge joining it to the previous vertex is a vertical line cut by the two horizontal lines $v_{i-1}$ and $v_i$. After all the vertices on the path $B$ have been visited, the stick diagram will have the form shown in Figure 6 (d). A stick diagram which represents the originally selected closed region $F_i$ of the original graph has now been created.

5. If $G$ only had one interior face then the transformation is complete, otherwise continue with the next step.

6. Let $CF$ (the composite of all the faces considered so far) be $F_i$.

7. While there are still faces in $G$ to consider, repeat the following.
Choose a face \( F_m, 1 \leq m \leq n \) that is adjacent to \( CF \). \( F_m \) must share a path with \( CF \). \( C_m \), the cycle enclosing \( F_m \) is thus made up of two sets of vertices — those that are on the shared path and have already been "visited" (included in the stick diagram) and those that have not yet been visited. The vertices in the latter set make up the path \( D \).

Treat path \( D \) as a single (simple) edge and add it to the stick diagram by extending the horizontal lines representing the start vertex and the end vertex of the shared path to cut a new vertical line representing the path \( D \).

The path \( D \) can then be broken up into its constituent edges in the same fashion as before.

Grow \( CF \) by combining it with \( F_m \) and removing the shared path between the faces.

This completes the construction of the stick diagram from a biconnected planar graph. A complete example of this is shown in Figure 7. First the face represented by \( x - y - z - w \) is converted into a stick diagram. Then the face represented by \( w - z - p \) is added to the stick diagram and finally the face represented by \( w - p - z - y - q \) is added.

This gives the complete stick diagram for the original biconnected graph.

Thus it can be seen that if a vertex cover, \( V' \), can be found for \( G \) then a set of horizontal lines, \( H' \), can be found for \( H \) — each vertex in \( G \) is a horizontal line in \( H \) and each edge in \( G \) is a vertical line in \( U \). Conversely if a set of horizontal lines \( H' \), such that \( |H'| \leq S \), could be found to cut each vertical line in \( U \), then a vertex cover, \( V' \), for \( G \) could be found.

The transformation from biconnected planar vertex cover to stick diagram can be accomplished in polynomial time. Each face in the graph \( G \) is considered in turn and once only. As the face is considered each edge is added in turn to the stick diagram as a vertical line — this happens once per edge. Horizontal lines are either added to the stick diagram to represent vertices or the horizontal line representing a vertex is extended as necessary. Each vertex can only occur in as many faces as there are in the graph and each vertex in each cycle is only visited once per cycle. Thus the number of operations on vertices is limited by a polynomial expression.

Therefore stick diagram is NP-Complete.

Theorem 4.1 shows that a stick diagram can be constructed for any biconnected planar graph. It is now necessary to show that a stick diagram can be represented by a collection of adjacent rectangles. This must be done in a manner that ensures consistency between a minimal selection of rays and a minimal selection of horizontal lines in the stick diagram. This is considered in Theorem 4.2 below. This theorem uses a construction from a stick diagram to produce a collection of adjacent rectangles in which the adjacencies between rectangles are cut by essential rays and choice rays where the choice rays are directly related to the horizontal lines in the stick diagram. Not all of the choice rays are necessary and Theorem 4.2 also shows that the problem of choosing the minimum number of such rays is NP-Complete.

**Theorem 4.2 ray guard is NP-Complete**

**Proof**

Clearly ray guard is in NP. Given a set of rays it is possible to check in polynomial time that each adjacency has been cut by at least one ray.

Now transform stick diagram to ray guard.

The transformation from a stick diagram to a collection of adjacent rectangles is done using the canonical choice unit shown in Figure 8. In this canonical choice unit, \( ccu \), the essential rays originating in the four small rectangles and ending in the four darker shaded rectangles are enough to guard all of the adjacencies in the \( ccu \) except those between the middle rectangle and the two tall rectangles bordering it. These adjacencies can be cut by two possible maximal rays, only one of which is necessary. Scaling of the canonical choice unit does not change the fact that it can/does produce choice rays.

This transformation proceeds by replacing each vertical line in the stick diagram by a \( ccu \) of an appropriate size. The horizontal lines that cut through the vertical line are represented by the choice rays of the \( ccu \). It is necessary to show that these canonical choice units can be joined together in a fashion which maintains the relation between the horizontal lines in the stick diagram and the choice rays in the configuration of adjacent rectangles. There are four ways in which horizontal lines could cut through successive vertical lines or in which choice rays could cut through successive adjacencies (actually there are only two ways, each with a vertical reflection). These are

1. the horizontal line could be the upper (lower) line through one vertical line and the upper (lower) line through the next vertical line (the upper (lower) choice ray of one \( ccu \) is the same as the upper (lower) choice ray of the next \( ccu \)),

2. the horizontal line could be the upper (lower) line through one vertical line and the lower (upper) line through the next vertical line (the upper (lower) choice ray of one \( ccu \) is the same as the lower (upper) choice ray of the next \( ccu \)).

In each of these cases it is possible to connect two \( ccu \)'s in such a fashion that the relation between line in the stick diagram and choice rays is preserved. This is accomplished by making use of the darker shaded "connector" rectangles of each \( ccu \) (see Figure 8) and where appropriate making use of "connecting" rectangles. Figure 9 shows the construction for case 1 and its reflection. Figure 10 shows the construction for case 2 and its reflection. If all of the vertical lines in the stick diagram are replaced by \( ccu \)'s, connecting rectangles are added if appropriate.
and the appropriate changes are made to the connector rectangles then the choice in the original stick diagram can be maintained. An example of converting a stick diagram to a collection of adjacent rectangles is shown in Figure 11.

The transformation from stick diagram to ray guard is thus accomplished by inserting an appropriately sized ccu for each vertical line and then joining these up by using the appropriate connecting rectangles working from the leftmost to the rightmost ccu, at each stage connecting the current ccu to those that have already been visited.

It is now necessary to show that there is a solution to stick diagram if and only if there is a solution to ray guard. The construction of the collection of adjacent rectangles from the stick diagram changes the horizontal lines in the stick diagram to choice rays in the collection of rectangles. It also introduces 4 essential rays for every ccu added, these essential rays must be in the final solution to ray guard. Suppose there is a solution for stick diagram, i.e. there exists a set of lines \( H' \) such that \( |H'| \leq S \), then there must be a solution \( P \) to ray guard with \( |P| = |H'| + 4|U| \). This is because the essential rays must be in \( P \) and the choice rays which correspond to the horizontal lines in \( H' \) must also be in \( P \). Conversely if there is a solution \( P \) to ray guard then there must be a solution \( H' = P - \{e \mid e \text{ is an essential ray in } P \} \) to stick diagram.

This transformation can clearly be done in polynomial time — each vertical line is visited twice, once when it is replaced by a ccu and a second time when it is connected to the ccu(s) to its right in the stick diagram. If the stick diagram can be drawn then a configuration of ccu(s) can be drawn by scaling the ccu’s to be the same size as the vertical lines that they represent. The ccu’s (and their connecting rectangles) can thus be drawn as a non overlapping collection of adjacent rectangles — an instance of ray guard.

ray guard is thus NP-Complete.

This section shows that the general case of guarding all the adjacencies of a collection of adjacent rectangles with the minimum number of maximal-length rays (ray guarding) is NP-Complete. The next section of this article (Section 5) discusses special cases in which an exact solution can be found in polynomial time.

5 Special cases which can be solved in polynomial time

The orthogonal ray guarding problem is NP-Complete in general but there are some cases for which polynomial time algorithms can be obtained. In this section of the article some of these special cases are discussed.

Suppose that the union of the adjacent rectangles is itself a rectangle as in Figure 3 of Section 3 and Figure 12, then the ray guarding problem can be solved in polynomial time. This can be shown as follows. First, project all the vertical adjacencies onto a vertical line segment \( L \) to obtain a set of intervals on \( L \) (see Figure 13). Then the problem of finding the minimum number of horizontal lines that intersect the vertical adjacencies (the ray guarding problem) is equivalent to that of finding the minimum number of points on \( L \) needed such that each interval contains at least one point. This is the problem of finding the minimum cover of an interval graph which can be solved in linear time [13]. The mapping from ray guarding to vertex cover for interval graphs is also possible for other configurations of adjacent rectangles provided that any vertical adjacencies which produce overlapping intervals when projected onto \( L \) can be cut by a horizontal line which does not leave the union of the rectangles. For example for the configuration of rectangles in Figure 14 the mapping would produce a correct answer but in Figure 15 it would not.

In addition, Watts and Sanders [26] have shown that a chain of rectangles can be guarded in linear time if the input is given as a chain of adjacent rectangles.

6 Further Research

As extensions to the work done here there are a number of problems to be considered.

- Determining other cases of the orthogonal ray guard problem which can be solved in polynomial time.
- Addressing the related problem where each adjacency is only allowed to be cut by a single ray.
- Allowing the adjacencies to be guarded by non-orthogonal rays.
- Attempting to solve the more general problem of adjacent convex polygons.

7 Conclusion

This article addresses the problem of finding the fewest longest orthogonal line segments (maximal rays) that pass through all of the shared adjacencies between adjacent rectangles. The problem is made NP-Complete by the fact that various instances of choice can arise. The NP-Completeness proof is based on a transformation from planar vertex cover.
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Figure 2: A simple configuration showing the two different problems

Figure 3: A configuration where the solution is not unique

Figure 4: An example of a "triangle graph", $T_j$

Figure 5: An example of adding triangle graphs to a graph to make it biconnected [(a) The original graph, $v_1$ and $v_2$ are cut vertices. (b) Graph with $T_1$ added, $v_1$ is still a cut vertex. (c) Final biconnected graph]
Figure 6: Creating a 'stick' diagram

Figure 7: An example of the transformation of a biconnected planar graph to a stick diagram

Figure 8: The Canonical Unit which produces two choice rays (shown as dashed lines)
Figure 9: Joining the upper choice rays of two choice units

Figure 10: Joining the upper choice ray of one unit to the lower choice ray of the next unit

Figure 11: An example of converting a stick diagram to a collection of adjacent rectangles
Figure 12: A simple configuration of rectangles with a rectangular union

Figure 13: Projecting Adjacencies onto Intervals on the line $L$

Figure 14: A simple configuration of rectangles which can be used in the production of an interval graph
Figure 15: A simple configuration of rectangles which cannot be used in the production of an interval graph.
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