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COMMON APPROACH TO SOME INFORMATIONAL SYSTEMS

M.E. Orlowska
Department of Computer Science and Information Systems
University of South Africa

ABSTRACT

In this paper we consider relationships between a complete system [6], an L-system [3], a stochastic system [13] and an N-system [8]. We introduce a notion of the induction of one system by another. We prove the important fact that an N-system is a common generalization of all the systems mentioned above. This fact is clearly demonstrated using geometric characterization of the set of subcontinua of the interval <0,1>.

1. INTRODUCTION

In [6] W. Marek and Z. Pawlak have described a mathematical model (introduced previously by Pawlak [12], and independently by E. Wong and T.C. Chiang [15]) of an information storage and retrieval system, abbreviated to ISR system (see also W. Lipski and W. Marek [5]). An ISR system is a mathematical model of a relational database with complete information. The theory of ISR systems is based on the formalized language which is intermediate between propositional and predicate calculi. However, the theory corresponds to Codd’s theory of relational databases [1].

In [3] and [4] W. Lipski has extended the model of an ISR system to cover the case of some incomplete information (called the L-system for short). In the theory of L-systems only the following cases of information incompleteness are considered:

• We know that a fact F is true,
• We know that a fact F is false,
• We don’t know whether or not F is true.

W. Lipski has not considered any measure of the lack of information. All probabilistic interpretations, and also cases — sometimes handled with the use of fuzzy sets — fall beyond the scope of his study.

Another important study of the problems related to incomplete information has been undertaken by Jaegerman [2]. His work differs both in the methods used (algebraic methods rather than the logical ones exploited by Lipski) and in the results obtained. Jaegerman’s model reveals the relation of pseudo-Boolean algebras and intuitionistic logic to the problems of incomplete information, while in Lipski’s study, the relevant notions turn out to be those of topological Boolean algebras and modal logic S4.

In [14] T. Traczyk and W. Marek and in [13] T. Traczyk have shown that Pawlak’s model of an ISR system is a particular instance of a much more general case — a stochastic information system. They have shown that numerical Boolean algebras might be used as a convenient tool in dealing with informational systems. In particular, they have presented a natural way of introducing fuzzy informational systems, which only produce a (probability) measure that an object x happens to have a property a.

In [8] the present author has presented an attempt at a common approach to all the above-mentioned models, and has shown that it is possible to express the ISR system, the L-system and the stochastic informational system as quadruple $S = <X,A,R_1,V>$ where X is a set of objects, A is a nonempty set of descriptors, $R_1$ is an equivalence relation on A and V is a map defined on the product $A \times X$ with the values in the set of all subcontinua of the interval <0,1>.

In this paper a very natural consequence of these considerations is presented. A generalization of all the above-mentioned models is described and analyzed. The generalized
A system is called an N-system. An N-system is a relational model of a database with incomplete information.

The process of changing (increasing) the information plays a vital role in our theory. The "dynamic" approach allows our study to be considered not only from an information retrieval point of view, but also in the broader context of modelling the process of collecting and representing knowledge. Some important algebraic properties of N-systems representing "dynamic" changes of information have been studied in [8] and also in [9].

2. A COMPLETE SYSTEM

Historically this subject was originally conceived independently by Wong, Chiang [15] and Pawlak [12]. The ideas of [12] were elaborated upon by Marek and Pawlak in [6] and finally in [16]. These papers were concerned mainly with a formalization of the subject and investigation of logical properties of the adjoined language. Then in [16], combinational problems were attached, connected with organization of the memory of a computer while implementing an information storage and retrieval system. Further developments along this line were presented in [3], [4], [5] and [8].

In this section we will present basic definitions and some notions that enable us to introduce a common approach to known models of databases and their generalization.

**Definition 2.1 (ISR System)**

An information storage and retrieval system (ISR system) is a quadruple $S = <X, A, R_1, U>$ where

i) $X$ is a set called the set of objects,

ii) $A$ is a nonempty set of descriptors, and $R_1$ is an equivalence on $A$ with equivalence classes $A_i (i \in I)$,

iii) $U : A \rightarrow \mathcal{P}(X)$ is a function satisfying the following two conditions:

1) If $a R_1 b$ and $a \neq b$ then $U(a) \cap U(b) = \emptyset$

2) $\cup \{U(b): b R_1 a\} = X$ for each $a \in A$ where $\mathcal{P}(X)$ is the set of subsets of the set $X$.

Note that conditions (1) and (2) can be expressed equivalently by one condition, namely $U(a) = X \setminus \{U(b): a R_1 b, a \neq b\}$ for each $a \in A$.

It is obvious that any set can be identified with its characteristic function. Then let us put

$$V(a, x) = \begin{cases} 1 & \text{if } x \in U(a) \\ 0 & \text{if } x \notin U(a) \end{cases}$$

The function $V : A \times X \rightarrow \{0, 1\}$ is the characteristic function of the set $U(a)$, for each $a \in A$.

**Lemma 2.2**

The function $V : A \times X \rightarrow \{0, 1\}$ which satisfies the condition:

$$\sum_{a \in A_i} V(a, x) = 1 \text{ for each } x \in X \text{ and } i \in I$$

uniquely determines the function $U : A \rightarrow \mathcal{P}(X)$ which satisfied the conditions (1) and (2) in Definition 2.1.
Proof: Let the function \( U: A \rightarrow p(X) \) be defined as follows: \( U(a) = \{ x \in X; V(a, x) = 1 \} \). From condition (2) it follows that for each \( x \in X \) there is exactly one element \( a_0 \in A_i, i \in I \), such that, \( V(a_0, x) = 1 \) but for all \( b \neq a, b \in A_i \), \( V(b, x) = 0 \) then, for each \( x \in X \) there is exactly one descriptor \( a \in A_i \) such that \( x \in U(a) \). Moreover, there are no two different elements \( a, b \in A_i \) such that \( V(a, x) = V(b, x) = 1 \) then \( U(a) \cap U(b) = \emptyset \) for each pair of different elements \( a, b \in A_i \).

**Corollary 2.3**

The function \( U \) in the definition of the ISR system can be replaced by the function \( V: A \times X \rightarrow \{0,1\} \) with the condition \( \sum_{a \in A_i} V(a, x) = 1 \) for each \( x \in X \) and \( i \in I \).

### 3. AN L-INCOMPLETE SYSTEM

Generally speaking, the problem of information incompleteness seems to be very complex. First of all, let us notice that there are many kinds of information incompleteness or, at least, situations which superficially look like information incompleteness. Let us mention some of them:

1) "We don't know but we shall know in a specified time."
2) "We don't know and we shall never know."
3) "We don't know and it is not known whether or not we shall ever know."
4) "We do not even know whether the question makes any sense."
5) "It is very probable (almost sure) that ..." 
6) "With probability \( p ... \)"
7) "With probability \( p \in <\alpha, \beta> \subset <0,1>""
8) "To some extent (to some degree)..." et cetera.

In [3] and [4] W. Lipski has extended the ISR model to cover only some cases of information incompleteness. Roughly speaking, the theory of L-incomplete systems concerns cases (1), (2) and (3), between which we do not involve any distinction. For a fact \( F \) we shall consider only three cases:

i) We know \( F \) is true,
ii) We know \( F \) is false,
iii) We don't know whether or not \( F \) is true.

Here we make the following basic assumption: *If we know at a certain time that an object \( x \) has property \( a \) (does not have property \( a \)) then it is not possible for it to turn out not to have property \( a \) (to have property \( a \)) later on.* To satisfy this condition we can assume that: *Our information may be incomplete but is correct, and the objects are time-invariant with regard to the properties.*

To deal with the process of increasing the knowledge of information in his system, Lipski [3] has introduced many algebraic notions an has investigated their properties but this falls beyond the scope of our study.

Now we shall precisely specify what we mean by an information L-incomplete system. Below we give a brief description of a mathematical model of such an L-incomplete system, which later will call the L-system.

Let \( A \) be a "disjoint union" of all attribute domains of \( A = \{<i,a>; i \in I \land a \in A_i\} \)

The elements of \( A \) can be called elementary properties: We say that \( x \) has property \( <i,a> \) if for object \( x \) attribute \( i \) takes value \( a \). Our knowledge of properties of objects is represented by two functions:
\[ u : A \rightarrow \rho(X) \text{ (the lower valuation)} \quad U : A \rightarrow \rho(X) \text{ (the upper valuation)} \]

where \( \rho(X) \) denotes the set of all subsets of \( X \).

Intentionally, \( u(i,a) \) is the set of objects known to have property \( <i,a> \), whereas \( U(i,a) \) is the set of objects which possibly has this property, i.e. \( X \setminus U(i,a) \) is exactly the set of objects known not to have property \( <i,a> \). If our information is to be consistent then

\[ (1) \ u(i,a) \subseteq U(i,a) \text{ for all } <i,a> \in A. \]

Moreover, we may assume that

\[ (2) \ u(i,a) = X \setminus \bigcup \{ U(i,b) : b \in A_i \setminus a \} \text{ for all } (i,a) \in A. \]

Indeed, since \( A_i \) contains all possible values attribute \( i \) can take, we know that \( i \) takes the value \( a \) exactly when we know that \( i \) does not take any other value \( b \in A_i \setminus \{a\} \). From the above two conditions on \( u \) and \( U \) it follows easily that

\[ (3) \ u(i,a) \cap U(i,b) = \emptyset \text{ for all } a \neq b, \ a, b \in A_i \]

and

\[ (4) \ U(i,a) : a \in A \cap A_i = X \]

Note that, by (2) the function \( u \) is uniquely determined by \( U \) (but not conversely!).

Now we are ready to summarize a formal definition of an informational L-system. We will go back to the same notation as we have been using in the ISR system definition.

**Definition 3.1 (L-system)**

An information system with incomplete information (L-system for short) is a quadruple

\[ S = < X, \{ A_i \}_{i \in I}, U, u > \]

where

- \( X \) is the set of objects
- \( I \) is the finite set of the numbers of attributes
- \( A_i \) is a nonempty set called a domain of the \( i \)-th attribute.
- \( u, U : A \rightarrow \rho(X) \) are the functions called lower and upper value (respectively), which satisfy the two following conditions:

\[ (1) \ u(a) \subseteq U(a) \text{ for each } a \in A = \bigcup_{i \in I} A_i \]

\[ (2) \ u(a) = X \setminus \bigcup_{b \in A_i \setminus \{a\}} U(b) \text{ for each } a \in A_i, i \in A. \]

To introduce a common definition of all the kinds of systems considered, let us define the following function

\[ V : A \times X \rightarrow 2^{\{0,1\} \setminus \{\emptyset\}} \] such that

\[ V(a,x) = \begin{cases} \{1\} & \text{if } x \in u(a) \\ \{0,1\} & \text{if } x \notin U(a) \setminus u(a) \\ \{0\} & \text{if } x \notin u(a) \end{cases} \]

The function \( V \) satisfies the following conditions:

\[ (*) \ \forall (x \in X) [V(a,x) = \{1\} \iff \forall (b \neq a) \text{ if } b \in A_i \Rightarrow V(b,x) = \{0\}] \]

The above condition follows directly from the condition (2) of Definition 3.1.

**Lemma 3.2**

Each function \( V : A \times X \rightarrow 2^{\{0,1\} \setminus \{\emptyset\}} \) which satisfies condition (*) uniquely determines the functions \( u, U : A \rightarrow \rho(X) \) which satisfy conditions (1) and (2) of Definition 3.1.

**Proof:** Let us put \( u(a) = \{ x \in X ; V(a,x) = \{1\} \} \), \( U(a) = \{ x \in X ; V(a,x) \in \{\{0,1\}, \{1\}\} \} \)
It is obvious that \( u(a) \subseteq U(a) \) for each \( a \in A \). From the condition (*) it follows that if \( a = b \) and \( a, b \in A \) then \( u(a) \cap U(b) = \emptyset \) then \( u(a) \subseteq X \bigcup_{b \in A \setminus \{a\}} U(b), a \in A \).  

We will now show the contrary inclusion "\( \Rightarrow \)". Let \( x \in u(a) \). Assuming that from the condition (*) we have \( \forall (b \neq a) \) a, b \( \in A \) \( \land V(b, x) \neq \{0\} \). Let \( b_0 \) be such an element. It means that \( x \in U(b_0) \) and in the conclusion \( u(a) = X \bigcup_{b \neq a, b \in A} U(b) \). It completed the proof of the Lemma.

**Corollary 3.3**

The functions \( u \) and \( U \) in Definition 3.1 of the L-system may be replaced by the function \( V : A \times X \to 2^{\{0,1\} \setminus \emptyset} \) which satisfied the condition (*).

### 4. STOCHASTIC INFORMATIONAL SYSTEM

In [7] M. Maczynski has introduced a notion of a numerical Boolean algebra and he has investigated some algebraic properties of this notion on a purely theoretical basis.

In [14] T. Traczyk and M. Marek and in [13] T. Traczyk have shown that the numerical Boolean algebras might be used as a convenient tool in dealing with the representation of knowledge in the informational systems.

In particular, Traczyk has presented a natural way of introducing a fuzzy informational system which only produces a (probability) measure that an object \( x \) has a property \( a \). Firstly, let us recall the notion of a numerical Boolean algebra.

**Definition 4.1 (Numerical Boolean Algebra)**

A Boolean algebra \( B \) is said to be numerical (see [7]) over \( X \) if

i) \( B \subseteq <0,1>^X \) (the set of functions from \( X \) into the closed interval \( <0,1> \)),

ii) the natural ordering of functions

\[ f \leq g \iff (\forall x \in X) f(x) \leq g(x) \]

coincides with the Boolean ordering

\[ f \leq g \iff f \lor g = g \]

iii) if \( f \land g = 0 \) (the zero-constant function) then \( f \lor g = f + g \) (the arithmetical addition),

iv) \( (1 - f) \land f = 0 \) for all \( f \in B \) where \( 1 - f \) denotes the arithmetical subtraction.

It is proved in [7] that every Boolean algebra has a numerical representation and the construction of such a representation is very simple. Namely, if we have a full set of measures (A set of measures, \( M \), on a Boolean algebra \( B \) is said to be full provided \( (\forall m \in M) m(a) \leq m(b) \) implies \( a \leq b \) for all \( a, b \in B \)), say \( M \), on a given Boolean algebra \( B \) and \( \hat{B} \) is the set of all functions \( \hat{a} : M \to <0,1> \) which are defined by

v) \( \hat{a}(m) = m(a), m \in M, a \in B \),

then \( \hat{B} \) can easily be endowed in the structure of a numerical Boolean algebra over \( M \) in such a way that the correspondence \( a \to \hat{a} \) is an isomorphism between \( B \) and \( \hat{B} \). On the other hand, if
B in a numerical Boolean algebra over any set \( X \) then \( m_x(a) = a(x) \) for all \( x \in X \) and \( a \in B \) defines a measure on \( B \) and \( \mathcal{X} = \{ m_x : x \in X \} \) is a full set of measures on \( B \). For details see [7].

We shall now present the formal definition of a stochastic informational system.

**Definition 4.2 (Stochastic System)**

By a stochastic informational system we mean a triple \(<X,\{B_i\}_{i \in I}, B>\) where

i) \( X \) is a nonempty set (the set of objects);

ii) \( \{B_i\} \) is a family of numerical Boolean algebras over \( X \) (algebras of attributes);

iii) \( B \) is a numerical Boolean algebra over \( X \) as well as a coproduct of the family \( \{B_i\}_{i \in I} \) (the algebra of descriptors).

For each \( x \in X \) and \( a \in B_i \) the number \( m_x^{(i)}(a) = a(x) \) may be thought of as the logical value of the information that \( x \) has the description \( a \). It may also be considered as the (probability) measure that the observation of the attribute \( B_i \) on \( x \) results in \( a \).

It is convenient to consider \( B_i, i \in I \) as subalgebras of \( B \). Then, for each \( a \in B \) of the form

\[
a = \bigwedge a_i \text{ where } a_i \in B_i,
\]

we have the equality \( a(x) = m_x(a) = \prod_{i \in I} m_x(a_i) = \prod_{i \in I} m_x^{(i)}(a_i) \) where \( m_x \)

denotes the Cartesian product of measures \( m_x^{(i)}, i \in I \).

If \( B \) is a finite Boolean algebra and \( \{a_1, \ldots, a_m\} \) is the set of atoms in \( B_i, i \in I \), and

\[ I = \{1, \ldots, m\}, \]

then the following double sequence of numbers

\[
A(x) = \begin{bmatrix}
a_{11}(x) & \cdots & a_{1n_1}(x) \\
\vdots & \ddots & \vdots \\
a_{m1}(x) & \cdots & a_{mn_m}(x)
\end{bmatrix}
\]

it said to be a full description of \( x \in X \). It has the following two properties:

\[
a_{i1}(x) + \cdots + a_{in_i}(x) = 1 \text{ for all } x \in X, i \in I,
\]

and

\[
a_{i1} \wedge \cdots \wedge a_{jm_m}(x) = a_{i1}(x) \cdots \wedge a_{jm_m}(x) \text{ for each permutation } (j_1, \ldots, j_m) \text{ of } I.
\]

We say that an ISR system \(<X, A, R, U>\) induces a stochastic informational system

\(<\mathcal{X}, \{B_i\}_{i \in I}, B>\) provide \( X \subset \mathcal{X} \) and there exists a set of isomorphisms \( h_i \) of \( p(A_i) \) onto \( B_i, i \in I \), such that for every \( i \in I \) and for every \( a \in A_i \)

\[
h_i(a)(x) = \begin{cases} 1 & \text{if } x \in U(a) \\ 0 & \text{otherwise} \end{cases}
\]

**Theorem 4.3**

(1) Each ISR system \(<X, A, R, U>\) induces a stochastic informational system \(<X, \{B_i\}_{i \in I}, B>\).

(2) If \( B \) is a finite numerical Boolean algebra over \( X \) and \( a(x) = 1 \) or \( 0 \) for every \( a \in B \) and \( x \in X \), then the stochastic informational system \(<X, \{B_i\}_{i \in I}, B>\) is induced by an ISR system.

**Proof:** follows directly from the above considerations.

In the case of stochastic systems we may also introduce some function \( V \), as an element of common definition of all the kinds of information systems considered. Let

\[ A_i = \{a_{i1}, a_{i2}, \ldots, a_{in_i}\} \]

be a set of the atoms of the algebra \( B_i \), and \( A = \bigcup A_i \).
We will define the function \( V : A \times X \to [0,1] \); \( V(a,x) = a(x) \) for each \( a \in A \), \( x \in X \), the function \( V \) satisfies condition

\[
(*) \sum_{a \in A_i} V(a,x) = 1 \quad \text{for each } x \in X, i \in I.
\]

This is a direct consequence of the facts about numerical Boolean algebras [7]. Note that the function \( V \) is uniquely defined by the numerical Boolean algebra \( B \), but not every function \( V \) that satisfied the above condition (*) will identify the set of atoms of some numerical Boolean algebra over \( X \).

5. AN N-INCOMPLETE INFORMATIONAL SYSTEM

A very natural consequence of the above considerations is a generalization of all the systems mentioned. What it entails is a construction of the mathematical model of databases with more general incompleteness of stored information. We will call the new system an N-incomplete system or N-system for short.

An N-system is a relational model of a database with incomplete information. The following cases of noncompleteness of information are admissible:

- It is not known whether or not an object \( x \in X \) has a property \( a \in A \).
- We know that the probability that the object \( x \in X \) has a property \( a \in A \) is a number from the interval \( <\alpha,\beta> \subseteq [0,1] \).

Let \( C([0,1]) \) denote the set of all subcontinua of interval \( [0,1] \). Let \( V : Z \to C([0,1]) \) be a map. For several \( z \in Z \), \( V(z) \) is a segment \( <\alpha,\beta> \subseteq [0,1] \). The number \( \alpha \) and \( \beta \) will be called the lower and upper value of \( V(z) \) and will be denoted by symbols \( \alpha = V*(z) \), \( \beta = V*(z) \).

Definition 5.1 (N-system)

By N-system we mean a quadruple \( S = (X,A,R_1,V) \) where

- \( X \) is a finite, nonempty set of objects
- \( A \) is a finite set of descriptors
- \( R_1 \) is an equivalence relation on \( A \); the equivalence classes of \( R_1 \) we mean as attributes and are denoted by \( \{A_i\}_{i \in I} \)
- \( V : D_V \to C([0,1]) \) where \( D_V \) is a subset of product \( A \times X \) and the following conditions are satisfied:

\[
(1) \sum_{a \in A_i} V*(a,x) \leq 1 \quad \text{for } i \in I
\]

\[
(2) \text{if for some } x \in X \text{ and } i \in I; \{a \in A_i; (a,x) \in D_V\} = A_i \text{ then } \sum_{a \in A_i} V*(a,x) \geq 1
\]

6. THE RELATIONSHIPS BETWEEN INFORMATIONAL SYSTEMS

In this section we will show that the N-system previously defined is a common generalization of the ISR system, the L-system and the stochastic system.
Firstly we will define an induction of an N-system by the L-system and the stochastic system and then we will prove that each L-system and each stochastic system induces some N-system.

**Definition 6.1**

We will say that an L-system \( <X, (D_i)_{i \in I}, U, u> \) induces an N-system \( <X, A, R_1, V> \) if there exists a function \( h_i : D_i \rightarrow A_i \) and

\[
V(h_i(a), x) = \begin{cases} 
1 & \text{if } x \in u(a) \\
<0, 1> & \text{if } x \in U(a) \setminus u(a) \\
0 & \text{if } x \in U(a)
\end{cases}
\]

**Definition 6.2**

We will say that a stochastic system \( <X, \{B_i\}_{i \in I}, B> \) induces an N-system \( <X, A, R_1, V> \) if there exists an isomorphism \( h_i : A_i \rightarrow B_i \) such that \( [h_i(b)](x) = \bar{V}(b, x) \) for \( b \in A_i, i \in I \) where \( \bar{V} \) is an extension of the function \( V \) on the set of algebraic expressions \( \bar{A} \);

\[ \bar{V} : \bar{A} \times X \rightarrow C(<0,1>) \]

defined as:

If \( b = a_{i_1} \ldots a_{i_k} \) then \( \bar{V}(b, x) = <\bar{V}^*(b, x), \bar{V}^*(b, x)> \) where

\[
\bar{V}^*(b, x) = \max \left( \sum_{j=1}^{k} V^*(a_{i_j}, x), 1 - \sum_{i \in \{i_1, \ldots, i_k\}} V^*(a_i, x) \right)
\]

\[
\bar{V}^*(b, x) = \min \left( \sum_{j=1}^{k} V^*(a_{i_j}, x), 1 - \sum_{i \in \{i_1, \ldots, i_k\}} V^*(a_i, x) \right)
\]

**Theorem 6.3**

Every L-system induces some N-system. Moreover, each N-system \( S = <X, A, R_1, V> \) such that \( V(a, x) \in \{ (1), <0,1>, (0) \} \) which satisfies two conditions

\[
V^*(a, x) + \sum_{b \in \bar{A}_N(a)} V^*(b, x) \geq 1 \quad V^*(a, x) + \sum_{b \in \bar{A}_N(a)} V^*(b, x) \leq 1
\]

for each \( i \in I, a \in A_i, x \in X \) is induced by some L-system.

**Proof:** Let us recall two important facts about L-systems.

1. * if \( a \) and \( b \in D_i \), and \( a \neq b \) then \( u(a) \cap u(b) = \emptyset \).
2. \( \bigcup_{a \in D_i} U(a) = X \).

Let a L-system be: \( <X, (D_i)_{i \in I}, U, u> \) and \( A_i = D_i, A = \bigcup A_i, R_1 = \bigcup (A_i)^2 \) and let the function

\[ V : A \times X \rightarrow C(<0,1>) \]

be the function defined as follows:
It is clear that \( h_i = \text{id}_{A_i} \) is the function which satisfied the conditions of Definition 6.1, and also that the function \( V(a,x) \) satisfies the conditions of Definition 6.1. We must just check whether or not the system \( S = \langle X, A, R_1, V \rangle \) is an N-system.

The equivalence classes of the relation \( R_1 \) are the sets \( A_i \). We will show that

\[
\sum_{a \in A_i} V^*(a,x) \leq 1 \quad \text{and} \quad \sum_{a \in A_i} V^*(a,x) \geq 1 \quad \text{for each } i \in I \text{ and } x \in X.
\]

If \( \sum_{a \in A_i} V^*(a,x) > 1 \) then there would exist elements \( a, b \in A_i, a \neq b \), such that \( V(a,x) = V(b,x) = \{1\} \), so \( x \in u(a) \cap u(b) \) but this is in conflict with (1)*. If \( \sum_{a \in A_i} V^*(a,x) < 1 \) then \( V(a,x) = \{0\} \) for each \( a \in A_i \). Hence, it follows that \( x \notin U(a) \) for each \( a \in A_i \), and then \( x \notin \bigcup u(a) \) but this is a contradiction of (2)*.

We will now prove the second part of the theorem. Let \( S = \langle X, A, R_1, V \rangle \) be the N-system satisfying the assumptions. Let us put \( u(a) = \{x \in X; V(a,x) = \{1\}\} \) and \( U(a) = \{x \in X; \exists x \in V(a,x)\} \). We will check that \( u \) and \( U \) satisfy the conditions from the definition of an N-system (Definition 5.1).

It is obvious that \( u(a) \subseteq U(a) \) for each \( a \in A \). Let \( a \in A \) be fixed. If \( x \in u(a) \) or \( V^*(a,x) = V^*(a,x) = 1 \) then from the assumptions about the function \( V \), it follows that for each \( b \neq a, b \in A_i \), \( 1 \in V(b,x) \) or if \( x \notin u(a) \) then \( x \notin \bigcup U(b) \) or \( x \in X \bigcup U(b) \)

\[
\bigcup_{b \in A_i \setminus \{a\}} U(b) \quad \text{or} \quad \bigcup_{b \in A_i \setminus \{a\}} U(b)
\]

On the other hand, if \( x \in X \setminus \bigcup U(b) \) then \( x \notin U(b) \) or \( 1 \in V(b,x) \), hence it follows that

\[
V^*(a,x) = V^*(a,x) = 1 \quad \text{so } x \in u(a). \text{ In this way we have proved that } u(a) = X \setminus \bigcup_{b \in A_i \setminus \{a\}} U(b) \text{ for each } i \in I, a \in A_i.
\]

**Corollary 6.4**

The N-system induced by an L-system is the greatest element in its equivalence class of the relation \( \rho \) (see [9]).

This follows from Corollary 2.21 in [9] and the second part of Theorem 6.5.

**Theorem 6.5**

Every stochastic system induces some N-system.

**Proof:** Let \( A_i = \{a^1_{i_1}, a^2_{i_2}, \ldots, a^j_{i_k}\} \) be the set of atoms of the algebra \( B_i \) and let us put
A = \bigcup_{i \in I} A_i, \quad R_1 = \bigcup_{i \in I} (A_i)^2, \quad V: A \times X \to C(0,1), \quad V^* (a_j^i, x) = V^* (a_j^i) = a_j^i(x).

Since \( A_i \cap A_j = \emptyset \) then \( A_i \) are equivalence classes of the relation \( R_1 \) in \( A \).

We will now prove that \( S = \langle X, A, R_1, V \rangle \) is an N-system.

We will now prove that \( S = \langle X, A, R_1, V \rangle \) is an N-system.

\[
\sum_{j=1}^{k_i} V^*(a_j^i, x) = \sum_{j=1}^{k_i} V^*(a_j^i) = \sum_{j=1}^{k_i} a_j^i(x) = 1
\]

The last equality follows from the following property of a full description of \( x \in X \):

\[
(a_1 \lor \ldots \lor a_{m_l}^i)(x) = a_1(x) + \ldots + a_{m_l}^i(x) = 1 \quad \text{for all} \ x \in X \ \text{and} \ i \in I.
\]

It is easy to see that the function \( V \) satisfies the conditions (1) and (2) in Definition 5.1.

We will now prove that \( S = \langle X, A, R_1, V \rangle \) is an N-system.

We will show that \( S \) is induced by \( \langle X, \{ B_i \}_{i \in I}, B \rangle \). The assignment \( \bar{a}_j^i \to a_j^i \) generates a natural homeomorphism \( h_i: \bar{A}_i \to B_i \).

Let \( b = a_1^i \lor \ldots \lor a_{m_l}^i \in \bar{A}_i \).

\[
[h_i(b)](x) = (h_i(a_1^i) \lor \ldots \lor h_i(a_{m_l}^i))(x) = h_i(a_1^i(x)) + \ldots + h_i(a_{m_l}^i(x)) = a_1^i(x) + \ldots + a_{m_l}^i(x) = \bar{V}^*(b, x).
\]

The consecutive equalities above follow from the fact that \( B_i \) is a numerical Boolean algebra, from the definition \( h_i \) and from Corollary 2.3 [9] (\( S \) is the N-system with single-element representations of objects).

Corollary 6.6

Every ISR system (as a particular case of the L-system) induces some N-system.

Moreover, every N-system \( S = \langle X, A, R_1, V \rangle \) such that \( V(a, x) = \{ 1 \}, \{0\} \) and \( \sum_{a \in A_i} V^*(a, x) = 1 \)

for each \( i \in I \) and \( x \in X \), is induced by some ISR-system.

The proof of this Corollary is merely a slight modification of the proof of Theorem 6.3.

Finally we may state that: For each storage and information retrieval system considered, there is always some corresponding N-system with the function \( V \) which, apart from the conditions (1) and (2) in Definition 5.1, must satisfy some additional relationships related to its counter-domains. These are:

1) An N-system induced by an ISR system

\[
V: A \times X \to \{(0,0), (1,1)\} \text{ such that } \sum_{a \in A_i} V^*(a, x) = \sum_{a \in A_i} V^*(a, x) = 1 \text{ for each } i \in I, x \in X.
\]

2) An N-system induced by a stochastic system

\[
V: A \times X \to \{(t, t) \text{ \ where } t \in (0,1)\} \text{ such that } \sum_{a \in A_i} V^*(a, 1) = \sum_{a \in A_i} V^*(a, 1) = 1 \text{ for each } i \in I, x \in X.
\]

3) An N-system induced by an L-system

\[
V^*(a, x) + \sum_{b \in A_i \setminus \{a\}} V^*(b, x) \geq 1, V^*(a, x) + \sum_{b \in A_i \setminus \{a\}} V^*(b, x) \leq 1 \quad \text{for each } i \in I, x \in X.
\]

We will now illustrate the counter-domains of the function \( V \) in the N-system induced by different systems. We use the geometric characterization of the set of subcontinua of the interval \( (0,1) \). See [10].
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We have therefore shown that the notion of an N-system is the generalization of all the informational systems considered.

7. CONCLUSION

The notion of information incompleteness seems to be inherent in the domain of data bases. The emergence of expert systems as one of the major areas of activity within artificial intelligence has resulted in a rapid growth of interest within the artificial intelligence community in issues relating to the management of uncertainty and incomplete information. However, very little has been done towards clarifying the problems connected with incomplete information and creating a theoretical background for studying them.

We have presented a mathematical model of incomplete information data bases, which we call an N-system. The notion of an N-system is the generalization of a complete system, an L-system and a stochastic system.

The theory of N-systems can be rephrased within Codd's relational model of data. The model presented here is intended to provide a basic notion and logical foundation for studying problems connected with sufficiently general information incompleteness. We have shown that for each informational system considered there is always some corresponding N-system.
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