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Business Process Reengineering: Management’s New Paradigm or Emperor’s New Clothes?
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Abstract

Business Process Reengineering (BPR) is currently attracting much attention as an approach to organisational change, but has received relatively little critical scrutiny. This paper seeks to examine the origins, antecedents and content of BPR as they are described in the main writings on the topic, in order to address three questions: Is there one form of BPR or many? Is it new? What factors may account for its popularity? Some of the criticisms that have been made of BPR are also discussed.
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1 Introduction

Business Process Reengineering (BPR) has been described as the "hottest management concept since the quality movement"[8] and as "one of the key management concepts of the 1990s"[23]. Klein [41], for example reports that 88% of a survey of senior executives claimed that they were engaged in reengineering projects, while Cane [10] reports that up to 70% of large UK companies have undertaken, or are about to undertake BPR initiatives. It has certainly also received its fair share of attention in the management literature in recent years. An on-line search using the terms "Business Process Reengineering", "Reengineering", "BPR" and "Business Process Redesign" in early 1995, for example, identified 3,592 journal, magazine and newspaper articles on the topic since 1990.

Yet, despite the huge amount that has been written about it, the concept of BPR remains elusive. Is it simply
the latest buzzword, “that people bandy around ... even if they are just putting in a new computer system” as some popular reports suggest [65], or is it the most important contribution to thinking about organisations since Adam Smith’s Wealth of Nations as Hammer & Champy [29] claim? Is it primarily an extension of traditional time and motion studies as Parker [54] states, or of Total Quality Management as Shillingford [57] describes, or is it an entirely “new paradigm” [26]? And what is the relationship between Information Technology (IT) and BPR? IS BPR simply a way of “rebadging” existing IT products to increase sales [65], or is it one of the resources to be reengineered as Morris & Brandon [51] imply, or should IT be seen as enabling new processes as Coulsen-Thomas [11] suggests, or is it the primary enabler as Davenport [13] proposes?

The confusion surrounding these questions suggests the need for a critical review of the concept of BPR; to examine its origins, antecedents and content. From this it is hoped to develop a clearer picture of the nature of BPR. Is there only one type of BPR or are there several alternatives? What is the substantive content of BPR and how much of this is new? What factors may account for the interest shown in it? This paper therefore seeks to complement the small number of critical analyses of BPR, such as Grint [25], Willmott [67] and Grey & Mitev [24] that have recently begun to emerge. It differs from them however in focusing primarily on the “theory” of BPR, such as it is, rather than seeking to locate the concept within broader social and organisational changes.

For practical reasons it should be clear that this paper cannot aim to provide a full literature review. Moreover a large proportion of the articles consist of reports (frequently quite brief) on the BPR phenomenon for different audiences, or “case studies” of BPR success (often written by the consultants involved), rather than discussions of the nature of the concept. This paper therefore concentrates on those publications widely cited as influencing the development of BPR, or offering a more extended discussion or substantial report on it.

2 Origins of BPR

A number of writers have sought to suggest that the origins of BPR go back many years. Holtham [34], for example suggests that the concept of ‘breakthrough’ management coined by Juran [39] is “virtually the same” as reengineering, while Bartram [3] traces the “theoretical background of reengineering” to a 1961 Harvard Business School paper on work simplification. Klein [42] even identifies reengineering projects in the Nineteenth Century and cites Henry Ford as an early exponent.

Whatever the merits of these arguments, the evidence of the on-line search of bibliographic databases indicates that the vast majority of the literature on BPR has appeared in the last five years, with 96% being published since 1992. This may be attributed to the influence of two articles published in the latter half of 1990 in the Harvard Business Review and Sloan Management Review. Both discussed the need for companies to reorganise along process lines, exploiting the opportunities provided by developments in Information Technology.

The Harvard Business Review article, “Reengineering Work: Don’t Automate, Obliterate” by Michael Hammer [28], a former computer science professor at MIT, is the more widely cited and is credited by many with starting the BPR bandwagon rolling. It introduced the term “reengineering” and set the tone for much later writing on the topic. The rather more academic article in the Sloan Management Review by Thomas Davenport & James Short entitled “The New Industrial Engineering: Information Technology and Business Process Redesign” [14], was associated with the MIT “Management in the 90s” programme [56]. This introduced the acronym BPR and also, as the title indicates, explicitly linked it with IT. The ideas in this paper were later extended by Short & Venkatraman [58] to address processes operating across the boundaries of the traditional business firm, an activity they called Business Network Redesign.

Although Hammer [28] does not actually use the term “Business Process Reengineering”, and indeed has recently criticised its widespread use in association with his ideas [30], when he described reengineering as “the radical redesign of business processes” he was clearly talking about a similar activity to that of Davenport & Short. The two papers also referred to some of the same examples as illustrations of their concepts. Thus, even if reengineering and business process redesign are not completely synonymous they would appear to be sufficiently closely related (in practice, if not necessarily in principle) that the use of BPR as an acronym to describe them both would seem justified. On similar grounds, therefore, BPR will, for the purposes of this paper, also be used to describe the various process-oriented approaches to significant business re-organisation that have emerged since 1990, even though their authors may originally have employed alternative names such as Business Process Improvement, Business Reconfiguration, Business Reengineering, Core Process Redesign, Corporate Reengineering, or Process Innovation.

3 Antecedents of BPR

In his original Harvard Business Review article [28], Hammer did not seek to associate BPR with any theory of organisations, indeed he presented it specifically as overthrowing arrangements of work organisation that he traced back to the Industrial Revolution. Instead, his argument was based pragmatically on the experience of process redesign in two companies. Although the argument and examples were later elaborated in Hammer & Champy [29], this also does not attempt to develop a theoretical basis for BPR. Rather it was suggested that it is a “conceptually new business model” with no precursors.

Davenport & Short [14], in contrast, described BPR...
as “the new industrial engineering (IE)”. Earlier IE, they explain, was based on F.W. Taylor’s extremely successful “mechanizing vision”. This was effective in the past, they argue, because the business environment was “largely stable”. In today’s turbulent business environment, however, a new approach is needed. It is not clear, though, whether Davenport & Short see BPR as rejecting, transcending, or pragmatically adapting Taylorism, although it would appear that they certainly wish it to be seen as lying within the tradition of the “scientific school of management”. This view would seem to be supported by Parker [54] who describes BPR as involving time and motion techniques, by Morris & Brandon [51] who associate it with “IE, time and motion, Operational Research and Systems analysis” and by Glover (quoted in [65]) who suggests that it is “upmarket O & M”. Wheatley is acknowledged in Brown [6] as describing BPR as the “supernova” of this “mechanical view of organisations”.

Although Hammer and Davenport & Short are generally acknowledged as the progenitors of BPR, it does not mean that their view of the topic can necessarily be seen as definitive. BPR is a commercial product as much as a theory of work organisation. For the customer of BPR, therefore, it is the approach they buy which is likely to define it for them, even if this does not conform to Hammer or Davenport & Short’s model. Thus, for example, despite Hammer & Champy’s emphatic statement that Reengineering is not “the same as quality improvement, total quality management (TQM), or any other manifestation of the contemporary quality movement” [29], Shillingford [57] describes BPR as “often evolving out of a TQM initiative” and suggests that its rationale is that “concepts like Japan’s ‘best manufacturing practice’, which uses Just-in-time techniques, can be applied to the office as well as the factory”. This view is not a simple misunderstanding, but is based on the approach to BPR developed at Rank Xerox, who were selling it, with accompanying software tools, as a consultancy service (at a starting price of $100,000) [22]. The association of BPR with TQM is also made by Johansson et al [36] and inter alia by Davenport [13], while Earl [19] and Mumford [52] link it with lean production [68].

Other writers have identified BPR with a number of different organisational and technical developments. For example Coulson-Thomas [11] links it to the emergence of the “network organisation”, Stewart [59] to the “horizontal organisation” [53] and Kaplan & Murdock [40] to Dichter’s vision of the organisation of the 90s [17]. More bluntly, Byrne [8] suggests that BPR can sometimes be seen as “little more than a euphemism for laying people off”, and it is certainly recognised in the popular BPR literature that part of the interest in it comes from companies seeking to reduce staff numbers in the face of economic recession [65]. In some reports BPR is also linked with the implementation of specific types of technology, usually image processing and workflow systems for office automation [57].

Given that the theoretical antecedents of BPR may be expected to be reflected in the approach adopted, i.e. those seeing it as an extension of TQM may be expected to draw on techniques and social structures historically associated with Quality programmes, then this diversity of views on the source of BPR thinking could suggest that there are several distinct versions of it. Another possibility is suggested by Davenport [13] who argues that Process Innovation, as he calls it, does not have a single source, but has developed from the combination of five different approaches to business improvement. He identifies these precursors as: the quality movement, industrial engineering (and its offshoot the soft systems movement sic), the socio-technical school, the technology transfer literature and the IT for competitive advantage literature. Even if it is accepted that these approaches can practically be combined, however, it is possible to question whether such a mixed pedigree would seem any more likely to yield a consistent approach to BPR than the various different precursors on their own.

As has already been noted, however, BPR is not just a theoretical construct, but a guide to practical organisational intervention. Whether BPR’s theoretical antecedents are consistent, or even what they are thought to be, may not matter in practice, therefore, if what is actually advocated is the same for all the different ‘versions’, or at least sufficiently similar that a common approach is likely to be adopted. The next section will therefore consider the content of BPR as it is presented by a number of different authors to see if they share a common view of what BPR involves.

4 Content of BPR

There have been many attempts in the BPR literature to define the concept, not least by Hammer & Champy [29] who devote a whole chapter of their book to an elaboration of their statement that it is “the fundamental rethinking and radical redesign of business processes to achieve dramatic improvements in critical, contemporary measures of performance, such as cost, quality, service and speed”. Unfortunately, few of the definitions show more than a limited consensus on its key features, particularly when the terms employed are examined in more detail. While some of the differences revolve around distinctions that would probably have appealed to mediaeval theologians, others mark more significant divisions within the field.

Process orientation

Perhaps the only real common ground between all BPR approaches is their view of organisations as being made up of processes. Hammer & Champy [29] define a process as “the collection of activities that takes one or more kinds of input and creates an output that is of value to the customer”. This is contrasted with the traditional perspective which sees organisations as made up of separate functions (such as marketing, finance, sales and so on), typically located in their own specialist departments.

While agreed that BPR involves a focus on processes, there is disagreement in the literature about their scope.
There would appear to be four different "levels" at which these may operate. At the lowest level there are individual work tasks, such as customer inquiry handling, which combine various different, if simple, activities. At the second level are work processes which may operate within a single functional department. At the third level the processes operate across departments within an organisation, and at the highest level they are inter-organisational. Each of these are, in principle, compatible with Hammer & Champy's definition, particularly if we take the currently popular view of organisations as markets, in which customers may be internal as well as external.

Harrington's concept of a business process which he defines as "all service processes and processes that support production processes" [31] would seem to operate at the first two levels, that is, within established departmental boundaries. Similarly, Morris & Brandon [51] define a process as "larger than a task ... but smaller than an area of business such as operations, human resources or shipping", while Hall et al [27] state that "a process can be as narrowly defined as a single activity in a single function". Davenport & Short [14] also talk of redesigning "interpersonal processes" which "involve tasks within or across small workgroups typically within a function or department". Hammer & Champy [29], however, suggest that processes to be reengineered typically operate across traditional functional/departmental boundaries, a view shared by Johansson et al [36] and Davenport [13] amongst others.

BPR, Hammer & Champy argue, involves "breaking down the functional silos" and Davenport [13] states that "adopting process innovations inevitably entails cross-functional and cross-organizational change". Although these writers also allude to the possibility that processes may cross organisational boundaries, this is the particular focus of Venkatraman [64] who talks of "business reconfiguration" and Short & Venkatraman [58] who discuss "business network redesign".

Scale of change

Partly related to the scope of processes is the question of the scale of change, both in terms of extent of reorganisation and the performance improvements sought. Hammer & Champy [29] argue for a resolutely radical approach, describing re-engineering as a "new beginning", a "blank sheet of paper". As Hammer [28] puts it "the point is not to learn what happens to form 73B in its peregrinations through the company, but to understand the purpose of having form 73B in the first place". Thus BPR, Hammer & Champy argue, means "discarding existing processes and replacing them with entirely new ones" so as to achieve a "quantum leap" [in performance]. This view is shared by Johansson et al [36] who argue that organisations should be aiming not just for marketplace parity, but for "market dominance". This requires them to "break the china", "to challenge the very purposes, principles and assumptions on which their business is based". Davenport & Short [14] also talk of "fundamental reshaping" and Davenport [13] of "effecting creative and radical change to realize order-of-magnitude improvements". Similarly, Heygate [32] argues that managers have to be "immoderate in their ambitions to improve processes", while Hall et al [27] argue that "effective transformation ... requires a clean slate approach to process redesign".

Other writers, in contrast, appear to envisage a more modest, evolutionary activity. Harrington [31], for example, describes BPR as involving the "improvement of inefficient processes" and this is echoed in Fintech [23]. Glover, quoted in Warren [65], also argues that "radically changing the whole ethos of the business may not be necessary: there may be just one division which needs attention". Morris & Brandon [51] do not specifically discuss the scale of change, but the general absence of the revolutionary rhetoric characteristic of Hammer & Champy [29] suggests that their approach is also more incremental.

This point has recently shown signs of becoming a point of serious schism in the BPR literature. Thus, Yates [70] reports it has lead to a parting of the ways between Michael Hammer and James Champy. Hammer, for his part, likens reengineering to an organisational "neutron bomb" and argues that "trying to do a little bit of reengineering is like trying to be a little bit pregnant". Champy, in contrast, argues that "there are good things that we don't want to destroy ... there is a sense of pragmatism in older managers that I don't think companies can afford to lose". Davenport has also criticised "the myth of the clean slate", arguing that "designing with a dirty slate will often yield a more implementable process" [15].

The means of achieving BPR

Another difference between BPR approaches relates to their ideas on how it should be achieved. Thus, while most writers specify a methodology for conducting BPR, Hammer [28] offers only a set of principles which the exercise should seek to pursue. Even in Hammer & Champy [29], there is no specific method, rather there is a discussion of outcomes, of the roles involved, case studies of the "experience of process redesign" in several companies and a discussion of the most common errors that lead to reengineering failure. Avoid these it is argued "and you almost can't help but get it right".

It would seem clear therefore that Hammer wishes to avoid a formulaic approach to BPR and sees it as a way of thinking and achieving radical organisational change rather than as a rigorous procedure to be followed. This may be contrasted with the recommendations of Morris & Brandon [51] and Booz-Allen & Hamilton [5] who argue that the use of a systematic methodology is essential for BPR success (even if, on closer examination, this often turns out to be a set of vague guidelines of limited practical utility). This view appears to be particularly prevalent in the information systems and industrial engineering literature on BPR (see for example, [26, 42, 66]). Klein [43] suggests that these positions represent two different schools of thought on the approach to BPR which he calls the "intuitives" and "methodologists" and identifies the particular consultancy companies associated with each.
The role of information technology

A potentially important area of disagreement between the different BPR approaches, as was noted in the introduction, is the contribution of IT. Two different roles for IT need to be distinguished here: firstly its use as a tool for the support of the BPR activity, and secondly its position as an axial principle around which the redesign of business processes should be planned. Davenport [13] calls these two roles “IT as implementer” and “IT as enabler” though there are some problems with this terminology as is discussed below. With respect to the first of these there would seem general agreement that BPR may be usefully supported by IT-based tools and some approaches explicitly recommend their use. For example, Morris & Brandon [51] give considerable attention to the use of simulation to test new process designs and identify it as a specific stage in their method, and Davenport & Short [14] discuss the use of CASE tools in drawing process models. Others discuss BPR activities which involve IT support. For example Sutherland [61] discusses the use of “reengineering laboratories” which make use of a variety of IT systems, while Heygate [32] suggests that “the role of IT in building individual’s skills may well prove to be the most valuable application of information technology so far discovered”.

On the question of whether reengineered processes should be based on the use of IT, however, there would appear to be a significant divergence of opinion. A number of the key writers, such as Davenport & Short [14] for example, see IT as playing a central role in BPR, making the consideration of IT “levers” one of the five stages in their BPR method and describing as an exemplar a case of “IT-driven process redesign” at Xerox. Similarly, Guha et al [26] talk of “IT-induced reengineering”. The concept has also been picked up by a number of IT/IS consultants who present it as a new approach to applying IT in organisations. For example Heygate & Brebach [33] explain how their “decision engineering, [IT-supported] organisational flattening, technology scan and IT cost estimation” techniques can support an “IT-driven business strategy”, and Aitkins [1] discusses how BPR can make use of knowledge-based systems. In some cases BPR is even associated with specific types of IT, usually workflow software and document image processing [57]. These writers would therefore seem to share Davenport & Short’s view that IT and BPR “have a recursive relationship... each is the key to thinking about the other” [14]. From this perspective IT needs to be considered in the early stages of redesign so that “awareness of IT capabilities can – and should – influence process design” [14].

Other writers, however, argue that “BPR and IT are certainly not synonymous” [61] and that “in theory, BPR does not have to involve IT at all” [23], rather it is the “common-sense practice of redesigning business processes before bringing in technology” [21]. Harrington [31], for example, does not mention the use of IT and confines discussion of the use of computers to a section on “automation”. Morris & Brandon [51] also state that BPR “is not an IT topic”, while Rowland [55] argues that “those who say that IT is a requirement of BPR have missed the point”. This does not mean that these writers deny that IT may contribute to BPR, but rather that they believe that process design should precede consideration of IT options. For example Shillingford [57] states that “[o]ne attraction of BPR is that it makes IT subordinate to business objectives ... in most cases 80% of the value of BPR comes out of examining the way things are organised ... [o]nly 20% comes from IT”.

An intermediate position appears to be that IT can enable new ways of carrying out processes and that redesign should therefore “be undertaken with a full knowledge of how technology can help” [5]. Hammer & Champy [29], for example, devote a chapter to illustrating that shared databases, expert systems, telecommunications networks, decision support tools and so on, “break the rules that limit how we conduct our work” and that IT is therefore a “part of any reengineering effort” whose importance it is “difficult to overstate”. This argument, however, smacks rather of technological solutions in search of suitable applications rather than a convincing case that the use of IT is an essential feature of any reengineering activity as they suggest. It may be contrasted, for example, with the statement by Holtham [34] that “very few of the successful case studies of BPR have been initiated out of the new opportunities offered by IT ... the development of technologies such as workflow, groupware or document imaging have no a priori connection to the need to reengineer business processes”. The concept of IT as an “enabler” may therefore be rather closer to the IT-led position taken by Davenport & Short [14] than might at first appear to be the case.

It is also possible, however, to exaggerate the differences between authors on the role of IT. Thus, as has been noted, those who see IT as secondary may also discuss how it can “make it possible for processes to be carried out in a new way” [23], while the proponents of IT-driven approaches will emphasise that BPR requires a “carefully-considered combination of both technical and human enablers” [13]. The vagueness of terms such as “enabler” means that it is almost impossible to tell whether there is a real difference of interpretation in either theory or practice between the writers, but it would seem reasonable from the context in which these terms are used that there is at least a difference of emphasis.

5 Discussion

Having considered the content of BPR, attention may now be turned to the three sets of questions identified in the introduction to this paper for which it was hoped to find answers. Is there only one type of BPR or are there several alternatives? What is the substantive content of BPR and how much of this is new? What factors may account for the interest shown in it? Each of these will now be considered in turn.
One BPR or many?
The analysis of the literature would seem to suggest that BPR is not a unitary concept (and it would have been perhaps more surprising to find that it was). However, if each approach is not to be classified as a separate version depending on the particular context in which it is applied, then the distinctive characteristics of BPR, or of certain recognised versions of it, need to be identified in order to develop an appropriate categorisation. This raises the problem of which approaches should be recognised as legitimate. While precedence might suggest that the approaches of Hammer [28] and Davenport & Short [14] should be seen as definitive this would seem unsustainable on practical grounds if nothing else. Thus, despite the efforts of CSC Index, the consultancy with which Hammer developed reengineering, to register “business reengineering” as a trademark, this cannot prevent other companies from selling approaches, which might be quite different from that envisaged by Hammer, under a slightly different name. Nor will it stop others from describing projects as reengineering, even if they bear little resemblance to Hammer’s description. This is evident from the literature (see for example [2, 18]) where analyses of “BPR success” refer to widely varying initiatives, many of which did not even describe themselves as reengineering.

A second problem with categorising approaches concerns how closely they need to correspond to an archetype to be classified as belonging to a particular version (or even to be excluded from the concept altogether) and how this might be assessed. For example two approaches may share a strong emphasis on the role of IT (assuming there is some reliable measure of strength of emphasis), but differ on the importance of a definite methodology (which again may be very difficult to define). It would therefore seem difficult to provide a robust basis on which to classify different forms of BPR.

An alternative perspective is put forward by Davenport [13] who suggests that, rather than discrete “schools” of BPR, there is a continuum of approaches between two extremes of “process improvement”, an incremental, continuous, bottom-up approach, and “process innovation” which is radical, IT-led, one-off and top-down. Talwar [62] suggests a similar spectrum, from “process improvement” through “process reengineering”, “business reengineering” and “transformation” to “ongoing renewal”. While this takes account of the observed differences between approaches, it assumes that they vary consistently along all dimensions. In practice, this would not appear to be the case. For example, Johansson et al [36] might appear to be a good example of Process Innovation with their emphasis on radical organisational change. However they clearly view their approach as originating with TQM, and see IT as only one among a number of transformatory factors.

It would seem therefore that it is likely to be impossible to agree a precise definition of BPR that does not exclude some of the approaches that have been associated with the concept, or to identify a limited number of distinct versions. It may thus be best to regard BPR simply as an umbrella term for a set of process-oriented approaches to significant organisational change.

What’s new?
The limitations of such a broad, inclusive definition of BPR are obvious, however, when considering the possible novelty of the concept. For example, most of the literature acknowledges that process thinking has been at the heart of the “quality revolution” and Morris & Brandon [51] also state that the techniques on which they claim BPR is based (IE, time and motion, Operational Research and Systems analysis) “have all been concerned with processes for several decades”.

If the core idea on which BPR is founded is shared with many other techniques, then what is the basis for claiming that it offers something significantly different from the others? What is to say that it is not simply a well-marketed repackaging of them? One of the key themes of a substantial proportion of the BPR literature which might therefore be a novel feature is, the contribution of IT. Certainly, the BPR literature typically lays considerably more emphasis on IT than a number of the concepts, such as TQM and “Excellence”, that immediately preceded it.

The idea of IT as a “driver” of organisational change, however, goes back at least to Leavitt & Whisler [47]. Moreover, even if it is claimed that recent technological developments have made existing uses of IT more effective and provided opportunities for new and more significant interventions, the precise role that IT should play is a source of considerable disagreement amongst writers on the subject. It would thus seem an unsatisfactory basis for defining the unique character of BPR, particularly as many of its proponents are seeking to move away from the sort of technocentric viewpoint that such a definition would imply.

The remaining distinctive feature of BPR would therefore seem to be the scale of the change involved. As has been noted, however, there are some authors who do not seem to share the enthusiasm of Hammer & Champy [29] for “fundamental thinking and radical redesign”. Even if it were possible to exclude these faint-hearts from associating their approaches with BPR by some mechanism, though, this would still not resolve the problem of how the scale of change is to be measured and how the boundary between BPR and the other process-oriented techniques could be defined. For example, does BPR only describe approaches which seek change across organisational boundaries? If so, how many boundaries need to be crossed? All? More than one? Should change be measured by intent or by outcome? If the former, then BPR risks being discredited by approaches which promise more than they can deliver. If the latter, then a way is needed of separating out the contribution of the BPR activity to the outcome, from those due to other changes which may have been going on at the same time. For a variety of reasons therefore, it would appear that scale of change also does not provide a reliable means of defining BPR.

The final way in which BPR might be argued to be novel is its particular combination of process thinking, cre-
ative use of IT and radical organisational change. While there may be some practical value to this viewpoint in terms of enabling BPR writers to differentiate their approach from other techniques by emphasising some particular aspect of this combination as it suits their case, the analysis of the literature would seem to suggest that the degree of variation on each of these dimensions is so great that 'novelty' of BPR would vary from approach to approach.

This would seem to suggest, therefore, that despite BPR being widely hailed as a distinctive new contribution to management thinking (the endorsement of Hammer & Champy's book by no less an authority than Peter Drucker would suggest that this this view is not confined to just a few cranks), it seems very difficult to identify clearly what it is that makes it so significant. In large part, this problem stems from Hammer's definition of BPR in terms of practice. In the absence of any explicit, new theoretical principle on which the concept may be said to be based, Hammer requires BPR to be judged by the actions it gives rise to - if it achieves new forms of organisational behaviour which significantly improve organisational performance in some agreed way, then it is a significant new technique. As has been noted, however, this does not provide the basis for an unambiguous definition of the term. Moreover, as Grint [25] points out, all of the changes that Hammer & Champy [29] identify as characterising the "new world of work" in the reengineered organisation have been proposed by earlier writers. Thus even the changes in organisational behaviour associated with BPR may not be new either.

In the traditional interpretation of Kuhn's theory of scientific revolutions [44], therefore, it would seem difficult to argue that BPR constitutes a new paradigm, since it does not offer a new perspective on organisations which differs radically from TQM and other improvement programmes that preceded it. In Lakatos' terms [45], both appear to be operating within the same Scientific Research Programme. It could hardly be claimed, moreover, that TQM, for example, has not been extremely influential in changing management thinking and that BPR was thus in some way a conceptual Copernicus building on the unrecognised contribution of TQM's Tycho Brabe. Yet, if it is accepted that the immense interest shown in BPR is based on something more than self-delusion, then we need to provide some explanation of what this particular Emperor is wearing, even if it does not seem possible to define this in absolute terms.

To do so, however, would seem to require a reassessment of the nature of imperial regalia, to argue that the Emperor's old clothes were equally insubstantial. TQM, Taylorism or any of the other techniques which we may wish to consider as underlying earlier forms of organisational practice are/were, just as much as BPR, based on a set of socially-sustained beliefs which may or may not have had 'real' substance, but which depended on continuing faith in their efficacy. This is not simply a sleight of hand, but is based on the analysis of science and technology developed by Callon [9], Latour [46] and others which suggests that even in the so-called "hard" sciences, knowledge is not "discovered" in an external "reality", but is constructed through the recruitment of a network of allies who underwrite a particular viewpoint. Paradigm shifts therefore result from the ability of concepts to recruit the most influential allies. In this, rhetorical power may be rather more important than the "truth" of their views. The final question (why is BPR so popular?) may therefore help us to understand the allies that Hammer and Davenport & Short have, wittingly or otherwise, recruited and hence how BPR has come to have such an impact on current management thinking.

Why is BPR so popular?

The answer given by Hammer & Champy is that corporate America (sic) is facing a crisis, which they characterise in terms of three Cs - customers (who are taking charge), competition (which is intensifying) and change (which is becoming constant). Solutions are needed to enable companies to succeed in this new world of business. BPR, they argue, is the only technique which is capable of providing one.

Whether or not it is accepted that this crisis is real and enduring, for example Wood [69] questions similar claims made in relation to the flexibility debate, the concept that the business environment has recently become significantly more unstable and that substantial organisational change is unavoidable, appears to be widespread, particularly in the US, at present. BPR therefore appears to capture the spirit of the times in proposing that a totally new approach is needed. Such a viewpoint may also be seen as serving to legitimate the adoption of radical measures. If the company cannot hope to survive without complete re-organisation and the shedding of "armies of unproductive workers" [28] then these become a necessary price to pay. Thus, as Dixon et al [18] comment, "a crisis - real or perceived - may be necessary to create the conditions required to attempt a reengineering effort".

As Hammer & Champy observe [29], though, they are not the first to have diagnosed a crisis or to have suggested the way out of it. Many other techniques, from "management by objectives ... [to] ... one-minute managing" have been put forward in the past. None of them, however, "has reversed the continuing deterioration of America's corporate competitive performance". This is taken by Hammer & Champy as evidence that they were passing fads which "have only distracted managers from the real task at hand". The failure of these techniques is therefore used to bolster the case for BPR.

Paradoxically, these earlier techniques also help to sustain BPR. Thus, for example, the notion that new solutions have to be continuously invented provides a reason for looking to reengineering. The precedents for process-based techniques, even if they have not been particularly successful, also provide legitimation for the reengineering approach. In particular, the continuing influence of TQM, despite Hammer & Champy's dismissal of it, means that process-thinking may be seen as a distinct element in the network.

Hammer & Champy's particular focus on the prob-
lems of US companies may be seen as the recruitment of US patriotism as another ally. Thus they write that reengineering is "not another idea imported from Japan", but "capitalizes on the same characteristics that have traditionally made Americans such great innovators". Rather than "try to change the behaviour of American workers and managers" it "takes advantage of American talents and unleashes American ingenuity".

The success stories are another important element of the BPR network, serving both to affirm the potential of the technique, but also to associate it with the named corporations. Thus the 'hard facts' of the performance improvements cited by Hammer & Champy provide quantitative support for their claims which are thereby reinforced against sceptical questioning. Moreover the 'fact' that Ford, Bell Atlantic or Hallmark cards have successfully adopted reengineering provides powerful evidence of its value. Other case-study companies may be less well-known, but their inclusion shows that it is effective for all organisations not just those in the premier league.

Success stories also relate not just to the effectiveness of the technique, but to those who sell it. For example the near sixfold increase in the revenues of CSC Index in the last five years, is said to have "propelled [it] ... to the forefront of the [US management] consulting business" [8]. IDC [35] estimated a world market for BPR of $230 million in 1993 which they suggested was growing at 46% per annum.

These sorts of claims and figures draw in a variety of human actors to the reengineering network. Clients would seem likely to be attracted by the chance of order of magnitude performance improvements. As more leading companies adopt BPR, the need for others to join the bandwagon would seem likely to increase, both to show themselves to be up with the latest developments and to ensure that potential benefits are not lost.

For executives of the many companies which, in Hammer & Champy's words are "bloated, clumsy, rigid, sluggish, non-competitive, uncreative, inefficient, disdainful of their customer needs and losing money", the message that BPR provides the way out of this situation would seem a very seductive one. Hammer & Champy's insistence on the need for charismatic leadership of a firmly top-down process may also be expected to be attractive to those whose position this reinforces or who aspire to such roles. Similarly, those working in IS and/or Industrial Engineering may be expected to be attracted by the prominence given to their role in many versions of BPR.

For management consultancies looking for new opportunities, the size and relatively under-developed state of the BPR market (giving low entry barriers, few established players and significant scope for product differentiation) would seem to have considerable potential. The investment being made by the major consultancies in developing BPR products illustrates their recognition of this potential [63], but also serves as a signal of reengineering's importance to competitors and clients.

For IT consultancies BPR provides both an opportu-

6 Fad, Failure or Fatally Flawed – The Future of BPR?

This diverse network of allies recruited by BPR may help to account for its current position as "the hottest trend in management" [60]. Not surprisingly perhaps, it has also attracted many detractors. Thus Talwar [62] describes BPR "as the most fashionable and potentially the most detested management concept of the 90's". Many of these critics seek to show that BPR is simply a passing fad whose fall will be almost as meteoric as its rise. Holtham [34], for example, provides a timetable for the BPR lifecycle which predicts its demise in 1996-98. Those who dismiss BPR in this way generally adopt two lines of attack: arguing either that it is nothing more than a rebadging of existing concepts, or that its success owes more to skilful packaging than to any substantially new contribution to management thinking.
As has been discussed, the case for doubting BPR’s novelty is fairly strong. The particular reasons offered by different authors for arguing that “we have seen it all before”, however, often provide more insight on their own background than on the theoretical antecedents of BPR. Thus IS people see BPR as a reworking of systems analysis, industrial engineers as an extension of O&M and quality experts as a rebadging of TQM concepts. There can also sometimes appear to be an element of defensiveness in such arguments that suggests that the authors see this as a threat to their expertise (and lucrative consultancy opportunities?).

Criticisms of the hype surrounding BPR also have some validity. As many authors note, the concept has clearly become one of the key management buzzwords of the 1990s and there is plenty of evidence of a bandwagon effect in operation. Stewart [60] even reports one telephone company executive as stating that “if you want to get something funded around here – anything, even a new chair for your office – call it reengineering on your request for expenditure”. Such attitudes, however, do not necessarily prove that BPR is not a significant development. Thus, while it is possible to criticise the particular rhetorical style adopted by Michael Hammer, BPR is certainly not unique amongst management concepts in being promoted in such robust and evangelical terms. Indeed as Eccles & Nohria [20] have argued, effective use of rhetoric is an important aspect of successful change management. Moreover, as Hammer & Champy [29] are keen to argue, the proof of the reengineering pudding is in the eating.

This may help to explain why Hammer & Stanton [30] so vigorously contest what they see as the mythology of reengineering failure, arguing that the widely-cited figure of 70% was made up by Michael Hammer, based on experience with early reengineering projects. Now that the concept is much better understood, it is suggested, there is “little excuse” for companies to fail. If they do it, it is because they fail to apply it correctly. This view is implicitly supported by a thriving sub-genre of the BPR literature which describes how to ensure reengineering success (see for example [4, 27]). Unfortunately, the empirical support for these recommendations, as with much of the writing on BPR, is generally weak and their prescriptions often amount to little more than “be a successful company and do it right”.

Moreover, even if they do not fail completely, BPR initiatives may deliver less than is promised by their proponents. Thus Moad [49] reports that the benefits obtained from BPR projects intended to increase revenue were rated as achieving only 2 on a scale from 1 to 10, and even the best scored just 5 out of 10. James Champy is also reported as conceding that 30-40% of BPR initiatives “disappoint” [48]. A further interesting slant on this question is provided by Craig & Yetton [12] who point out that the rewards from an incremental improvement programme over a number of years may exceed those of a one-off radical change programme (and with less risk).

The claim made by Hammer & Stanton [30] that “the fault [for reengineering failure] lies not in reengineering, but in ourselves” may also be challenged on more substantial grounds. Thus, as Jones [38] discusses the BPR concept may be seen to have many internal contradictions. One of these is neatly illustrated by King [41] who notes that “the most problematic aspect of reengineering is that people are often asked to be creative so that their jobs (or those of their colleagues) can be eliminated or drastically changed”. Similarly, Wheatley (quoted in [6]) argues that reengineering will inevitably fail as its top-down, mechanistic approach stifles learning and creativity.

Does this mean therefore that BPR is past its sell-by date and that forward-looking organisations should seek elsewhere for their inspiration? Eccles & Nohria [20] argue that the perceived failure of established management concepts is a necessary precursor of the emergence of new “solutions”. The “open season” for BPR critics noted by Hammer & Stanton [30] may therefore be an ominous sign for the concept’s longevity. The on-line search also indicates that there has been a significant decline in the number of BPR-related articles since mid-1994. However, despite a number of papers discussing what is “beyond” reengineering [15] or “after” it [50], the absence, as of early 1995, of any obvious successor that is capturing the management imagination, suggests that reports of its imminent demise may be premature. Moreover, unless organisations are to be caught up in a continuous cycle of change for change’s sake, and are to learn nothing from past experience, then it is important that the valuable elements of BPR are not lost, even if the label itself becomes out-dated. It is hoped that the analysis provided in this paper, may help in identifying these elements.
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What is a good contribution?

The work of refereeing is a thankless task that infringes on the limited time of those who are best in the field. Nevertheless, it is important since the quality of refereeing does significantly impact on the quality of the final product. In order to be fair to those limited and committed referees involved, I am of the opinion that we need to become more discerning in what we put before them. There is, of course, the important role of a journal (especially so with SACJ) to assist young researchers to develop their skills by getting feedback from competent reviewers in the field. However, one must not “abuse” this privilege by sending anything “just in case”—it is the academic responsibility of the authors to ensure that the paper submitted is of high standard.

What, then, is a good contribution? A good contribution has essentially three dimensions [1]: relevance, rigor and impact—of which relevance is the most important. Although these dimensions were formulated in the context of a discussion on Information Systems research, they may also have relevance for Computer Scientists. To assist potential authors in assessing their contributions (in the making), here are some questions, steps or criteria that should clearly and explicitly be addressed before submitting a paper to SACJ.

Relevance
- Who is the target audience of influence (IS managers, system designers, educators, etc.)?
- What is the concern in the target audience that the paper addresses?
- Why is this a concern in the target audience?

Rigor
- What is the wider intellectual context of the study? Place it in this wider context.
- What other disciplines (or fields within the discipline) have studied or are concerned with the problem in the paper?
- What is the best research methodology for this problem domain?
- Why is the proposed research methodology selected?
- What question/problems may a referee raise and how are they being addressed?

Impact
- What contribution is the paper making? Is this clear and explicit in the conclusions?
- Why would a practitioner want to read the paper?
- What would a top scholar in the field say about the paper?
- Would a supervisor recommend the paper to his student(s)?
- Why can the journal not afford to publish the paper?

Clearly all of these questions may not always be equally relevant, and there may be others that could be relevant in assessing the contribution of a paper. Nevertheless, potential authors should rigorously critique their contributions and not merely “dump” material for publication. We owe it to ourselves and to the community at large.

News

Readers and contributors will be interested to hear of various plans for SACJ. These have evolved during a series of meetings held between editorial staff and available members of the editorial board and are briefly outlined below.

- Much time has been spent discussing whether or not SACJ should have a particular and/or exclusive focus. Should it seek a niche market, such as only publishing articles dealing with IT and development? Our deliberations have lead us to reject such an exclusive focus. Instead, SACJ will build on its traditional role of being primarily, but not exclusively, a platform for IT researchers in South Africa. In addition, the editorial staff intends widening horizons by actively recruiting contributions, primarily from other Southern African countries, but also from countries elsewhere in Africa. While SACJ will thus continue publishing a miscellany of articles that reflect the local status of IT research, it hopes to be a vehicle that encourages, stimulates and eventually reflects research on the African continent as a whole.
- SACJ specifically encourages contributions that synthesize existing research results, such as survey articles, reviews and taxonomies. Where such articles are of significant scope, they are important for research. They will therefore be placed in the research section of the journal and may, in consequence, be submitted to the Department of National Education (DNE) for subsidy purposes.
- In order to sharply differentiate the research section from the non-research section of SACJ, page numbers in the Communications and Reports section will henceforth be preceded by an A. This is intended to signal that articles in the Communications and Reports section should not be submitted to the DNE for subsidy purposes.
- There have been strong pleas that the journal be brought out on a more regular basis. To date, issues have been held back until a fairly sizeable number of articles are available for publication. This has resulted in two to
three issues per year. In future we intend bringing out four issues, two of which will be regular issues, and the other two will be special issues dealing with some topical theme. This process has already started in that the next issue (in October) will be on IT and Development. A further special issue on Networking/Telecommunications is planned for mid-1996. Articles for the former special issue are currently being reviewed. Potential contributors to the latter special issue might want to start thinking about possible publications, but should delay submission of manuscripts until further details are provided in a formal call for papers.

- To date, SACJ has not obliged contributors to sign away copyright. Although the matter of copyright has become somewhat obscured in the age of electronic documents, the Internet, WWW, etc., SACJ will in future require that contributors sign a copyright form before their work is published. In dealing with issues relating to electronically available material, we shall follow guidelines proposed in recent issues of the Communications of the ACM.

- Some readers may have noticed that SACJ now appears on the World-Wide Web. This is due to the efforts of the production editor. The WWW home page address is provided on the front inside cover of the journal. Extensive information to potential subscribers and contributors has been provided. This includes information on submission procedures, document preparation, etc.

Abstracts of published articles are also given.

- Presently SACJ is sent to Inspec where selected articles are indexed. Arrangements are currently being made for Science Citation Index to provide a similar service. This should significantly increase exposure of SACJ's contents to international researchers.

- SACJ encourages contributions from young and/or inexperienced researchers and will assist them in various ways to attain the quality required by the journal. For example, they may be provided with additional editorial assistance (perhaps to be paid for, if warranted by the scope of the assistance). Referees will be urged to be encouraging in their feedback and to formulate feedback clearly and specifically in ways that will facilitate the revision process. Potential contributors may also request to be put in touch with a mentor to advise in planning and writing up research. As a further encouragement to young researchers, consideration is being given to an annual citation for the best student contribution.

Derrick Kourie and Lucas Introna
Editors


SACJ is produced with kind support from
Mosaic Software (Pty) Ltd.
A Comparison of Graph Colouring Techniques

E Parkinson  P R Warren
Department of Computer Science, University of Port Elizabeth, P.O. Box 1600, Port Elizabeth, 6000

Abstract

Many scheduling problems can be modelled as graph colouring problems. This paper gives a survey of heuristic algorithms used to colour graphs by describing a number of such algorithms found in the literature using an uniform notation. We then compare these algorithms in terms of the time used and the quality of the colourings produced, on the basis of empirical results.
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1 Introduction

The graph colouring problem has many practical applications such as scheduling exams, the storing of parser tables and the assignment of radio frequencies [15]. Much research has been done to develop efficient exact and heuristic algorithms to colour graphs. The graph colouring problem is NP-hard, however and finding an exact solution is not always practical. Because of the exponential time complexity of all known exact algorithms, heuristic algorithms are usually used for problems encountered in practice. It is unknown whether a polynomial time algorithm for this problem exists. Thus far, however very few experimental results have been published comparing the large number of heuristic graph colouring algorithms known. This paper makes a uniform presentation of these algorithms. Experiments were done to test their performance on generated random graphs of different sizes. We then compare the algorithms in terms of time used and quality of the colourings produced on average.

2 Notation

We define a (simple, undirected) graph \( G = (V, E) \) as a set of vertices \( V \) together with a set of edges \( E = \{ \{v_1, v_2\} \mid v_1, v_2 \in V \} \). Two vertices are said to be adjacent, or neighbours, in \( G \) if there is an edge between those two vertices. The degree of a vertex \( v \) in \( G \) is denoted by \( d(v) \) and is defined as the number of vertices in \( G \) adjacent to \( v \). A subgraph \( H = (U, F) \) of \( G \) is defined as a graph such that \( U \subseteq V \) and \( F \subseteq E \). The subgraph induced by vertices \( v_1, v_2, \ldots, v_n \) of \( G \) we denote by \( \{v_1, v_2, \ldots, v_n\} \) and it is defined as the graph \( G' = (V', E') \) where \( V' = \{v_1, v_2, \ldots, v_n\} \) and \( E' = \{\{w_1, w_2\} \mid w_1, w_2 \in V' \land \{w_1, w_2\} \in E \} \). A clique or complete subgraph \( K \) of a graph \( G \) is a subgraph of \( G \) such that there is an edge between every two vertices in \( K \). A graph containing \( n \) vertices and \( m \) edges is said to be of order \( n \) and its density is defined as \( \frac{2m}{n(n-1)} \). This is the ratio between the maximum number of edges an order \( n \) graph can have and the number of edges the graph actually has.

A path of length \( r \) between vertices \( u \) and \( w \) in a graph \( G = (V, E) \) is a sequence of vertices \( v_0 - v_1 - \ldots - v_r \), such that \( u = v_0 \) and \( w = v_r \), and \( (v_{i-1}, v_i) \in E : \forall i, 1 \leq i \leq r \). A graph is connected if there is a path between every two vertices in the graph. A graph is disconnected if it is not connected. A subgraph \( H \) of \( G \) is a connected component, or a component, of \( G \) if it is a maximal connected subgraph of \( G \), that is, there is no other connected subgraph of \( G \) of which \( H \) is a subgraph. A connected graph consists of only one connected component.

Given a graph \( G = (V, E) \) a \( k \)-colouring is an assignment of the set of colours, \( C = \{1, 2, \ldots, k\} \) to the vertices of \( G \) such that no two adjacent vertices are assigned the same colour. The chromatic number \( \chi(G) \) of a graph is defined to be the smallest \( k \) for which \( G \) has a \( k \)-colouring and any such \( \chi(G) \)-colouring is known as an optimal colouring.

3 Exact algorithms

The problem of finding an optimal colouring of an arbitrary graph is known to be NP-hard. All known algorithms for this problem are therefore exponential time algorithms and can only be applied to small graphs without computationally heavy cost. Christofides[3], Brown[2] and Brelaz[1] describe three such algorithms and Peemoller[14] points out and corrects an error in Brelaz's algorithm. Kubale and Jackowski[11] compare the efficiency of these algo-
ritems on the basis of empirical experiments. They restrict themselves to graphs of order 60 and less and for the 60 vertex graphs fail to find optimal colourings except for the sparse and very dense graphs, which are easier to colour than graphs of medium density.

4 Heuristic algorithms

Because it is not always practical to find optimal colourings, many researchers have focused on developing heuristic algorithms that find near optimal colourings of graphs. For practical applications near optimal solutions for optimization problems are usually sufficient when the computational complexity of the problem is such that an exact solution is infeasible. Unfortunately, there are also theoretical limits on how closely we can approximate optimal solutions for graph colouring. Garey and Johnson [5] showed that constructing colourings using fewer than \(r \cdot \chi(G)\) colours, with \(r < 2\), is also NP-hard in the sense of [6]. The best guarantee present is that we can colour any order \(n\) graph in polynomial time, using at most \(O(n \cdot \log n)\) \(\chi(G)\) colours [7]. This means that at present no known polynomial time algorithm will produce, for all graphs, a colouring using less than some constant multiple of \(\chi(G)\) colours, for any constant. Fortunately, NP-hardness is a worst case measure and on average heuristic algorithms can produce colourings much better than those given by the worst case limits. We will now describe these algorithms and compare them empirically.

Sequential algorithm

This is perhaps the most intuitive of heuristic algorithms. It is also known as the greedy algorithm because it colours the vertices of a graph in sequence in a greedy fashion.

1. Order the vertices of the input graph in some sequence, \(v_1, v_2, ..., v_n\).
2. Colour \(v_1\) with colour 1.
3. For all \(i, 1 < i \leq n\), if vertices \(v_1, v_2, ..., v_{i-1}\) have been coloured, colour \(v_i\) with the smallest colour \(c\) (a positive integer not assigned to any vertex \(v_1, v_2, ..., v_{i-1}\) that is adjacent to \(v_i\).

Many refinements of this algorithm have been proposed to reduce the number of colours used. These all order the vertices, in step 1 of the above algorithm, according to some heuristic, instead of starting with a random sequence of vertices, in an attempt to force this colouring algorithm to first colour vertices that might prove difficult to colour later on.

Largest first ordering

This vertex ordering was suggested in [16]. It orders the vertices of the graph in decreasing order of degrees. The initial ordering of the vertices, before the sequential algorithm is applied, is such that \(d(v_1) \leq d(v_2) \leq ... \leq d(v_n)\). The resulting algorithm is known as the largest first algorithm.

Smallest last ordering

This vertex ordering which can be used with the sequential algorithm was first described in [13]. It orders the vertices of the input graph \(G = (V, E)\), in order \(v_1, v_2, ..., v_n\) such that \(v_n\) is a vertex of minimum degree in \(G\) and for each \(i, 1 \leq i < n\), \(v_i\) is a vertex of minimum degree in the subgraph \(\{v_1, v_2, ..., v_i\}\).

Dynamic largest first ordering

This is a version of the largest first ordering that orders vertices according to the number of neighbours it has in the uncoloured subgraph remaining at each stage and was suggested in [4]. The vertices are ordered \(v_1, v_2, ..., v_n\) such that each \(v_i\) is a vertex of maximum degree in the subgraph \(\{v_1, v_{i+1}, ..., v_n\}\).

Largest first with tie-breaking

This is a refinement of the largest first ordering and was first described in [4]. In the largest first ordering, when two vertices have the same degree, ties were broken, implicitly, by selecting randomly between the vertices of equal degree the order in which they will appear in the ordering. The largest first with tie-breaking ordering, when encountering vertices of equal degree, considers the sum of the degrees of all vertices adjacent to the given vertex and breaks ties by placing vertices with a higher sum before vertices with lower such sums.

Dsatur Algorithm

The Dsatur algorithm, due to [1], differs slightly from a sequential algorithm in that an initial ordering is not constructed before colouring starts, but instead the order in which they will appear is decided dynamically as the vertices are being coloured.

Brelaz defines the colour degree of a vertex in a partially coloured graph as the number of different colours used to colour adjacent vertices. This concept is used in the Dsatur algorithm below.

1. Colour a vertex of largest degree with colour 1.
2. Select a vertex \(v\) of maximum colour degree. If there is a tie, choose between these vertices by selecting any vertex of largest degree in the subgraph induced by the uncoloured vertices.
3. Colour the vertex \(v\) with the smallest colour not assigned to any vertex adjacent to \(v\).
4. Stop if all vertices are coloured, else go to step 2.

The interchange techniques

All the algorithms described so far have in common that they colour each vertex, as it is encountered, with the smallest possible colour. Once a colour is assigned to a vertex that colour is not changed, regardless of whether that assignment later causes problems.

As a way of improving the performance of his smallest last algorithm, Matula [13] suggested trying interchanges on colours of neighbouring vertices if, at some stage of the colouring process, a new colour has to be introduced when
trying to colour a vertex. Using this idea he constructed a new algorithm called Smallest Last with Interchanges (SLI).

If \( G \) is a partially coloured graph and \( C_i \) and \( C_j \) are the sets of vertices assigned colours \( i \) and \( j \) respectively, called the colour classes of \( i \) and \( j \), then let the subgraph \( H_{i,j} = (C_i \cup C_j) \). This subgraph need not be connected and a connected component of \( H_{i,j} \) is called an \( i,j \)-component. Since there are no edges between vertices in one such component and any other vertices in \( C_i \) or \( C_j \) (by definition of a connected component), colours \( i \) and \( j \) can be interchanged for all vertices in this component and the resulting assignment would still be a legal colouring. Such an interchange is called an \( i,j \)-interchange on the component. Matula's smallest last with interchanges algorithm makes use of this concept:

1. Order the vertices in smallest last order.
2. Colour the graph with the sequential algorithm, but if a new colour, \( c \), has to be introduced to colour some vertex \( v_k \) then do the following:
   3. Let \( C^1 \) be the set of those colours that were used to colour exactly one neighbour of \( v_k \).
   4. Find two distinct colours \( i, j \in C^1 \) and find the two neighbours \( v_l \) and \( v_j \) of \( v_k \) that were coloured with \( i \) and \( j \) respectively, such that \( v_l \) and \( v_j \) are in different \( i,j \)-components.
   5. If such an \( i \) and \( j \) were found, perform an \( i,j \)-interchange on the component containing \( v_k \). This will free colour \( i \) so that it could be used to colour \( v_k \).
6. If such an \((i,j)\)-pair was not found, colour \( v_k \) with colour \( c \).

The above algorithm can be adapted and the interchange technique can be used with any of the previous colouring algorithms, including Dsatur. This is done by using the above algorithm whenever a new colour has to be introduced to colour a vertex. If an \( i,j \)-interchange is found, then a new colour would not have to be introduced to colour the vertex.

To investigate the effect of attempting more interchanges, we have extended this algorithm somewhat by slightly changing step 4. When searching for two colours \( i \) and \( j \) with which to perform an \( i,j \)-interchange, instead of restricting both \( i \) and \( j \) to come from \( C^1 \), consider all \( i,j \) pairs where \( i \in C^1 \) and \( j \) is from the set of all colours used so far. A successful \( i,j \)-interchange will still free colour \( i \) so that it can be used to colour \( v_k \). By increasing the number of colours from which \( j \) is chosen, the chance of finding an interchange that will avoid introducing a new colour is increased, but the complexity of the algorithm also increases. As with the interchange technique, this interchange2 technique can be combined with any of the previous algorithms.

Dunstan's algorithm
The following variation of the largest first algorithm was suggested by Dunstan, see [1]:

1. Order the vertices in a largest first order.
2. Set \( c = 1 \).
3. Visit the vertices in the order they appear in the vertex ordering. If a vertex has no neighbours that has been coloured with \( c \), then colour it with colour \( c \).
4. Order the uncoloured vertices in non-increasing order of degrees in the uncoloured subgraph.
5. If all the vertices are coloured, stop. Otherwise set \( c = c + 1 \) and go to step 3.

If the vertices are not reordered in step 4 of the above algorithm, then this would be equivalent to the largest first colouring algorithm. This algorithm differs from largest first in that the vertex ordering is not fixed before colouring begins, but is determined as the vertices are being coloured.

COSINE algorithm
The COSINE algorithm was developed by Hertz [8] and it produces optimal colourings, in polynomial time, for a class of graphs known as perfect graphs. A perfect graph is a graph with its chromatic number equal to the order of its largest clique. COSINE can also be used to construct good, but non-optimal, colourings for general graphs.

The algorithm below makes use of the contraction operation. The contraction of two non-adjacent vertices \( u \) and \( v \) in a graph \( G \) is obtained by deleting \( u \) and \( v \) from \( G \) and replacing it by a single vertex \( (uv) \) that is adjacent to all neighbours of \( u \) and to all neighbours of \( v \). Let \( G_0 = G \) and \( k = 0 \).

1. Set \( G_0 = G \) and \( k = 0 \).
2. Let \((xy)\) be any vertex in graph.
3. While \( G_k \) is not a clique do:
   4. If there is a vertex not adjacent to \((xy)\), then set \( x_k = (xy)_k \). Else choose for \( x_k \) any vertex not adjacent to all other vertices in \( G_k \).
   5. Choose for \( y_k \) any vertex not adjacent to \( x_k \) for which the number of common neighbours of \( y_k \) and \( x_k \) is a maximum.
   6. Form \( G_{k+1} \) by contracting \( x_k \) and \( y_k \) into a vertex \((xy)_{k+1}\).
   7. Set \( k = k + 1 \).
8. Colour \( G_k \) (a clique) by assigning a different colour to each vertex.
9. Colour \( G \) by assigning to each vertex \( v \) the same colour as the vertex in \( G_k \) into which \( v \) has been contracted.

Recursive Largest First algorithm
Leighton [12] designed an graph coloring algorithm that is especially efficient, in terms of time required, for large graphs with low densities - the type of graphs usually encountered in practical scheduling problems. Leighton's largest first algorithm also produces good colourings for graphs of all densities.

1. Set \( k = 1 \).
2. While there are uncoloured vertices in \( G \) do:
   3. Let \( V' \) be the set of uncoloured vertices in \( G \).
   4. Set \( C = U = \phi \).
   5. Choose a vertex \( v_0 \in V' \) that has the maximum number of neighbours in \( V' \).
If each of the algorithms SACJ/SART, No
the number of time and number of colours used to colour a number of random graphs. The results are as follows:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Colors used.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEQ</td>
<td>14.4</td>
</tr>
<tr>
<td>SEQ1</td>
<td>13.4</td>
</tr>
<tr>
<td>SEQ12</td>
<td>12.5</td>
</tr>
<tr>
<td>LF</td>
<td>13.4</td>
</tr>
<tr>
<td>LFI</td>
<td>12.6</td>
</tr>
<tr>
<td>LFI2</td>
<td>11.9</td>
</tr>
<tr>
<td>DLF</td>
<td>12.6</td>
</tr>
<tr>
<td>DLF1</td>
<td>12.1</td>
</tr>
<tr>
<td>DLF2</td>
<td>12.0</td>
</tr>
<tr>
<td>LFTB</td>
<td>13.7</td>
</tr>
<tr>
<td>LFTB1</td>
<td>12.2</td>
</tr>
<tr>
<td>LFTB2</td>
<td>11.8</td>
</tr>
<tr>
<td>DUN</td>
<td>12.4</td>
</tr>
<tr>
<td>SL</td>
<td>13.8</td>
</tr>
<tr>
<td>SL1</td>
<td>12.5</td>
</tr>
<tr>
<td>SL12</td>
<td>11.8</td>
</tr>
<tr>
<td>DS</td>
<td>12.1</td>
</tr>
<tr>
<td>DSI</td>
<td>11.8</td>
</tr>
<tr>
<td>DSI2</td>
<td>11.5</td>
</tr>
<tr>
<td>COS</td>
<td>11.5</td>
</tr>
<tr>
<td>RLF</td>
<td>11.2</td>
</tr>
<tr>
<td>BEST</td>
<td>11.1</td>
</tr>
</tbody>
</table>

6 Move \( v_0 \) from \( V' \) to \( C \).
7 Move all neighbours of \( v_0 \) in \( V' \) to \( U \).
8 While \( V'' \neq \phi \) do:
9 Choose a vertex \( v \in V' \) that has a maximum number of neighbours in \( U \). Ties are broken, if possible, by selecting a \( v \) with the minimum number of neighbours in \( V' \).
10 Move \( v \) from \( V'' \) to \( C \).
11 Move all neighbours of \( v \) in \( V'' \) to \( U \).
12 Colour all vertices in \( C \) with colour \( k \) and set \( k = k + 1 \).

Experimental results
The algorithms described above were compared in terms of time and number of colours used to colour a number of random graphs. Graphs were generated with densities, 0.25, 0.5 and 0.75 and orders, 125, 250 and 500. For each order-density pair 10 graphs were generated and the average number of colours and time used by each of the algorithms tested to colour these graphs were recorded. In addition 2 graphs of order 1000 and density 0.5 were also used. The results are indicated in Tables 1–6. We have used the common method of generating a random test graph with density around the desired density \( d (8, 10, 15) \): For each possible edge in the graph a pseudo-random number \( r \) is selected from the interval \( (0, 1) \) with uniform distribution. If \( r < d \) then that edge is included in the random graph.

The algorithms appearing in Tables 1–6 are abbreviated as follows:
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Table 4. Average time used (in seconds) by each algorithm on graphs with density .25

<table>
<thead>
<tr>
<th>Order</th>
<th>125</th>
<th>250</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>Time used.</td>
<td>Algorithm</td>
<td>Time used.</td>
</tr>
<tr>
<td>SEQ</td>
<td>0.11</td>
<td>0.26</td>
<td>1.12</td>
</tr>
<tr>
<td>SEQI</td>
<td>0.43</td>
<td>2.31</td>
<td>14.03</td>
</tr>
<tr>
<td>SEQI2</td>
<td>1.64</td>
<td>13.55</td>
<td>117.13</td>
</tr>
<tr>
<td>LF</td>
<td>0.09</td>
<td>0.32</td>
<td>1.24</td>
</tr>
<tr>
<td>LFI</td>
<td>0.48</td>
<td>2.49</td>
<td>14.65</td>
</tr>
<tr>
<td>LFI2</td>
<td>2.01</td>
<td>16.97</td>
<td>144.42</td>
</tr>
<tr>
<td>DLF</td>
<td>0.21</td>
<td>0.80</td>
<td>3.33</td>
</tr>
<tr>
<td>DLFI</td>
<td>0.46</td>
<td>2.38</td>
<td>11.23</td>
</tr>
<tr>
<td>DLFI2</td>
<td>1.76</td>
<td>13.33</td>
<td>106.40</td>
</tr>
<tr>
<td>LFTB</td>
<td>0.15</td>
<td>0.58</td>
<td>2.26</td>
</tr>
<tr>
<td>LFTBI</td>
<td>0.58</td>
<td>2.76</td>
<td>13.83</td>
</tr>
<tr>
<td>LFTB2</td>
<td>2.47</td>
<td>17.92</td>
<td>145.36</td>
</tr>
<tr>
<td>DUN</td>
<td>0.40</td>
<td>2.07</td>
<td>12.45</td>
</tr>
<tr>
<td>SL</td>
<td>0.20</td>
<td>0.80</td>
<td>3.31</td>
</tr>
<tr>
<td>SLI</td>
<td>0.70</td>
<td>3.90</td>
<td>20.24</td>
</tr>
<tr>
<td>SLI2</td>
<td>2.66</td>
<td>21.30</td>
<td>175.21</td>
</tr>
<tr>
<td>DS</td>
<td>1.47</td>
<td>8.02</td>
<td>51.41</td>
</tr>
<tr>
<td>DS1</td>
<td>3.23</td>
<td>27.85</td>
<td>271.79</td>
</tr>
<tr>
<td>DS2</td>
<td>6.07</td>
<td>63.42</td>
<td>648.64</td>
</tr>
<tr>
<td>COS</td>
<td>6.51</td>
<td>34.94</td>
<td>220.69</td>
</tr>
<tr>
<td>RLF</td>
<td>6.45</td>
<td>34.68</td>
<td>209.47</td>
</tr>
</tbody>
</table>

Table 5. Average time used (in seconds) by each algorithm on graphs with density .5

<table>
<thead>
<tr>
<th>Order</th>
<th>125</th>
<th>250</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>Time used.</td>
<td>Algorithm</td>
<td>Time used.</td>
<td></td>
</tr>
<tr>
<td>SEQ</td>
<td>0.12</td>
<td>0.53</td>
<td>2.22</td>
<td>9.10</td>
</tr>
<tr>
<td>SEQI</td>
<td>1.12</td>
<td>6.83</td>
<td>39.22</td>
<td>239.46</td>
</tr>
<tr>
<td>SEQI2</td>
<td>6.46</td>
<td>54.57</td>
<td>442.19</td>
<td>4144.65</td>
</tr>
<tr>
<td>LF</td>
<td>0.17</td>
<td>0.58</td>
<td>2.38</td>
<td>9.42</td>
</tr>
<tr>
<td>LFI</td>
<td>1.44</td>
<td>7.35</td>
<td>39.90</td>
<td>265.27</td>
</tr>
<tr>
<td>LFI2</td>
<td>8.55</td>
<td>68.63</td>
<td>563.57</td>
<td>4541.41</td>
</tr>
<tr>
<td>DLF</td>
<td>0.33</td>
<td>1.30</td>
<td>5.59</td>
<td>23.23</td>
</tr>
<tr>
<td>DLFI</td>
<td>1.22</td>
<td>6.43</td>
<td>35.88</td>
<td>200.01</td>
</tr>
<tr>
<td>DLFI2</td>
<td>6.08</td>
<td>53.93</td>
<td>456.25</td>
<td>3845.99</td>
</tr>
<tr>
<td>LFTB</td>
<td>0.27</td>
<td>1.04</td>
<td>4.43</td>
<td>17.88</td>
</tr>
<tr>
<td>LFTBI</td>
<td>1.63</td>
<td>7.75</td>
<td>43.71</td>
<td>266.00</td>
</tr>
<tr>
<td>LFTB2</td>
<td>8.34</td>
<td>69.27</td>
<td>594.02</td>
<td>4997.40</td>
</tr>
<tr>
<td>DUN</td>
<td>0.92</td>
<td>5.32</td>
<td>33.45</td>
<td>230.36</td>
</tr>
<tr>
<td>SL</td>
<td>0.33</td>
<td>1.30</td>
<td>5.54</td>
<td>22.99</td>
</tr>
<tr>
<td>SLI</td>
<td>1.99</td>
<td>10.05</td>
<td>53.18</td>
<td>305.06</td>
</tr>
<tr>
<td>SLI2</td>
<td>10.51</td>
<td>77.15</td>
<td>626.12</td>
<td>5191.48</td>
</tr>
<tr>
<td>DS</td>
<td>3.66</td>
<td>23.97</td>
<td>176.66</td>
<td>1313.54</td>
</tr>
<tr>
<td>DSI</td>
<td>11.53</td>
<td>109.76</td>
<td>1042.34</td>
<td>10679.52</td>
</tr>
<tr>
<td>DS2</td>
<td>24.89</td>
<td>221.61</td>
<td>2105.17</td>
<td>19339.29</td>
</tr>
<tr>
<td>COS</td>
<td>8.57</td>
<td>50.38</td>
<td>337.35</td>
<td>2364.18</td>
</tr>
<tr>
<td>RLF</td>
<td>8.01</td>
<td>46.38</td>
<td>328.88</td>
<td>2237.11</td>
</tr>
</tbody>
</table>

Table 6. Average time used (in seconds) by each algorithm on graphs with density .75

<table>
<thead>
<tr>
<th>Order</th>
<th>125</th>
<th>250</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>Time used.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEQ</td>
<td>0.20</td>
<td>0.79</td>
<td>3.36</td>
</tr>
<tr>
<td>SEQI</td>
<td>3.06</td>
<td>16.24</td>
<td>98.17</td>
</tr>
<tr>
<td>SEQI2</td>
<td>18.77</td>
<td>157.14</td>
<td>1274.72</td>
</tr>
<tr>
<td>LF</td>
<td>0.23</td>
<td>0.85</td>
<td>3.51</td>
</tr>
<tr>
<td>LFI</td>
<td>3.75</td>
<td>18.63</td>
<td>106.99</td>
</tr>
<tr>
<td>LFI2</td>
<td>24.65</td>
<td>196.45</td>
<td>1619.22</td>
</tr>
<tr>
<td>DLF</td>
<td>0.46</td>
<td>1.84</td>
<td>7.83</td>
</tr>
<tr>
<td>DLFI</td>
<td>2.73</td>
<td>14.44</td>
<td>79.79</td>
</tr>
<tr>
<td>DLFI2</td>
<td>19.57</td>
<td>148.70</td>
<td>1332.99</td>
</tr>
<tr>
<td>LFTB</td>
<td>0.40</td>
<td>1.58</td>
<td>6.61</td>
</tr>
<tr>
<td>LFTBI</td>
<td>3.99</td>
<td>20.37</td>
<td>107.22</td>
</tr>
<tr>
<td>LFTB2</td>
<td>25.36</td>
<td>189.58</td>
<td>1072.73</td>
</tr>
<tr>
<td>DUN</td>
<td>1.87</td>
<td>11.38</td>
<td>74.91</td>
</tr>
<tr>
<td>SL</td>
<td>0.47</td>
<td>1.82</td>
<td>7.76</td>
</tr>
<tr>
<td>SLI</td>
<td>5.75</td>
<td>27.42</td>
<td>142.68</td>
</tr>
<tr>
<td>SL2</td>
<td>32.38</td>
<td>222.48</td>
<td>1274.72</td>
</tr>
<tr>
<td>DS</td>
<td>7.56</td>
<td>53.74</td>
<td>411.86</td>
</tr>
<tr>
<td>DS1</td>
<td>26.85</td>
<td>244.50</td>
<td>2194.09</td>
</tr>
<tr>
<td>DS2</td>
<td>62.98</td>
<td>564.91</td>
<td>5283.24</td>
</tr>
<tr>
<td>COS</td>
<td>9.16</td>
<td>58.75</td>
<td>390.72</td>
</tr>
<tr>
<td>RLF</td>
<td>8.52</td>
<td>52.34</td>
<td>364.73</td>
</tr>
</tbody>
</table>

SEQ – sequential colour,
LF – largest first,
DLF – dynamic largest first,
LFTB – largest first with tiebreaking,
SL – smallest last,
DS – Dsatur,
DUN – Dunstan’s algorithm,
COS – COSINE and
RLF – recursive largest first.

Appending an I or 2 to some of the above abbreviations indicates that the interchange or interchange2 technique was used with the algorithm. BEST shows the average number of colours used in the best colouring found for each graph by any of the algorithms tested.

From these tables we can see that RLF produces the best colourings with COS producing only slightly worse colourings, even though it is slower. RLF, in addition to producing the best colourings on average, almost always produced the best colouring for each graph. This is illustrated by the small differences between the average colours used by RLF and BEST, especially for the larger graphs. The sequential colouring algorithms use the most colours on average, but these algorithms are very fast compared to the others. The benefits of ordering the vertices according to some heuristic before applying SEQ can also be seen clearly; all these algorithms produced better colourings than SEQ, on average. The interchange algorithms produce colourings better than the corresponding sequential algorithms. The exception to this is the DS algorithm that often outperforms DSI and DS2 on the larger graphs. The interchange2 algorithms are computationally very ex-
pensive with running times larger than that of the RLF and COS algorithms while producing inferior colourings. This shows that there are more efficient ways to find improved colourings than to resort to extensive, uncontrolled, interchanging of colours. DUN also produces fairly good colourings quickly - much faster than the I2 algorithms and RLF, but uses slightly more colours.

Conclusions

Selecting a best algorithm depends on the specific application it is to be used for. Usually we want the best colourings possible, provided that we can find it in a reasonable time. RLF produces the best colourings, but for very large graphs it might be too slow and a faster algorithm might be needed. If speed is an issue than LF is a good algorithm to use. On average it uses only slightly more time than the fast SEQ but uses fewer colours. The two algorithms RLF and LF would appear to be the best 2 from those tested. LF would be preferable for for large graphs and in cases where timing is critical while RLF would be better for application where good colourings are of more importance than fast running times.

Recently it has been shown that general search heuristics like simulated annealing[10] and tabu search[9] perform very well when applied to the graph colouring problem. Both these techniques start with some initial colouring and then proceed to modify that colouring in an attempt to reduce the number of colours used. Hertz[8], for example shows that applying tabu search to an initial colouring generated by the COSINE algorithm usually results in a significant decrease in colours used to colour large graphs. Even though both these techniques can be started from an arbitrary initial colouring, they produce much better colourings when started from a good initial colouring. These general search heuristics are very time consuming compared to the heuristic algorithms described here. Simulated annealing is in the order of 100 times slower than the algorithms described here on graphs of order 1000 and density 0.5 [10]. They are useful when trying to improve on colourings found by other, faster, algorithms given sufficient time. Even though tabu search and simulated annealing is not discussed in any detail in this paper, the results given here are also useful for deciding on an algorithm with a suitable trade off between time used and quality of colourings produced to be used to create an initial colouring for one of these general search heuristics. For such algorithms, according to the results in this paper, the best algorithms to consider for generating an initial colouring would be LF or RLF.
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