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Abstract

Existing persistent languages cannot express the structure and semantics of the data they work on precisely and simply. As a result programs are more difficult to write and the integrity of the data is compromised. This paper presents a persistent programming language which includes a constraint definition and checking system. The constraint definition aspects of the language PERCI are explained and the implementation of the constraint handling system is outlined. PERCI is compared with existing languages and the advantages of the new language are described.
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1 Introduction

Until recently, research into programming languages and databases has been pursued independently. The interaction between programming languages and database systems has been mainly restricted to the calling of database packages from within programs. Persistent programming languages aim to integrate these two areas to facilitate the creation of programs which can manipulate transient and persistent data in a uniform way.

There are, however, some areas where the existing persistent languages need to be extended. In particular they lack adequate features for the accurate modeling of real life. The structure and semantics of the data cannot be expressed precisely and simply. This makes programs more difficult to write and understand, as well as compromising the integrity of the data.

When a program operates on data which is not accurately described, the data may take on an invalid state or undergo an invalid transition. Traditional type systems cannot adequately express these invalid states. When the type system cannot cope, the programmer is forced to make up for this deficiency by including checks for correctness in the program. This is undesirable because:

- The programmer has to remember to include these checks at all the appropriate points in the program, making the coding process more complicated and less natural.
- Programs become more difficult to comprehend because of the integrity checks inserted into the code.
- The procedure is prone to error. The programmer may forget to include some checks, especially in large programs or when modifying programs written by someone else.
- It is inefficient. The integrity checks can only be executed at run time since they are part of the program. There is no way to statically check any of the constraints.

PERCI was developed by the authors at the University of Cape Town. It is a persistent programming language which includes a constraint definition and checking system. The objective of PERCI is to provide a mechanism for describing the constraints on data, and a subsystem to monitor these constraints and ensure that they are not violated. The data definition language of PERCI is based on a semantic data model similar to SDM [6]. Existing persistent languages such as PS-Algol [12], Napier [8] and DBPL [13] do not provide semantic modeling features and constraint enforcement. Taxis [9] and Galileo [1] do provide semantic constructs, but Taxis does not have any means of enforcing constraints. Galileo provides only static integrity constraints which are checked when objects are created, but not on updates.

The major contribution of PERCI is the provision of a simple and consistent constraint handling system in a persistent language which allows the programmer to specify the stage at which constraints are to be checked. This paper focuses on the constraint specification parts of the language and their implementation.

Section 2 introduces the basic concepts of persistence, semantic data modeling and integrity constraints. Section 3 briefly describes PERCI's syntax and how the constraints on data are specified. Section 4 explains how the constraint handling system is implemented. In conclusion, PERCI is compared with the existing persistent languages, and the benefits of the new language are indicated. A small example program is outlined in Appendix A.
2 Background

Persistent languages [2] process database information using the same data types and operations as for transient data; there is no need for a mapping from one representation to another.

A data model consists of rules for defining the logical structure of data and the operations available. A data model should be simple, provide expressive power, and not be dependent on implementation details. A major weakness of the relational model is a lack of semantic expressive power. Concepts must be fragmented and distorted to fit the model, thus losing their simplicity and naturality [7].

The semantic data model is based on abstract entities (or objects) rather than tuples. There is also the provision for structural constraints and relationships between objects.

Semantic Data Models

In a semantic data model a database is viewed as a collection of entities which correspond to the actual objects in the application environment [6]. These entities are arranged into classes, which are meaningful collections of entities. Classes are in general not independent, but are logically related by means of interclass connections. Entities and classes have attributes which describe their characteristics and relate them to other entities. The value of an attribute may be derived from other values in the database. Attributes may be single-valued or multi-valued.

SDM [11] is a high-level semantics-based database model based on classification, aggregation and generalization. Classification refers to the member-class relationship. It is a form of abstraction in which a collection of objects is considered a higher level object class. This is essentially an instance-of relationship. Aggregation allows the relationship between entities to be treated as an entity itself at a higher level [14]. Generalization allows the differences between similar objects to be ignored to form a higher level type in which the similarities are emphasised. This results in a type hierarchy, with the more generalized types at the top and more specialized ones at the bottom.

Data types and attribute options are used to specify constraints in SDM. Attribute options such as maximum and minimum cardinality, unique and distinct, specify the structural constraints of the data.

Persistence

The persistence of an object is the length of time for which it is accessible to the program. This time span can vary from variables which exist only in the block in which they are defined, to data which outlasts the run of the program, or even the existence of the program. In most languages the only long-term persistent structure available is the file.

A persistent programming language can be defined as [2]: a language which provides for the longevity of values of all types and does not require explicit movement of data to and from disk. Persistence is orthogonal to type: the code used to manipulate a value is not dependent on the value's persistence.

There are a number of advantages to using orthogonal persistence. Firstly there is a conceptual simplification. Instead of three mappings: between the program and the real world, the program and the database, and the database and the real world, there is only one mapping (between program and real world). Procedures and program modules can be regarded as first class values and may be stored in the persistent store. The persistence mechanism allows for incremental loading and type checking, as well as providing a mechanism for program and library management.

3 The PERCI Language

PERCI is a persistent language which provides features for defining classes, class hierarchies, associations between classes and permissible operations on class members. This section contains a brief description of the data modeling and constraint handling features of the language. A more detailed description of PERCI may be found in [16].

Example database

An example data structure for a parts database is shown in Appendix A. This example will be used to illustrate the descriptions which follow.

Types

The type system serves to give the data a structure and to enforce constraints on the way the data is used. The type system supports structural equivalence between types. Functions are first class objects: they can be used in any context where a type is permitted i.e. they can be bound to identifiers, stored in memory locations, and passed as function parameters.

The basic data types consist of: integers, reals, char, boolean, subranges and enumerations.

Structures

Structures are constructed from base types and other structured types. Structures are generally the type over which classes are defined. A structure has a name and one or more attributes. Attributes consist of name-type pairs and may be constrained by attribute modifiers such as unique or const.

```c
struct PartStructure with
  keys
    P#: Pnum, const;
  attributes
    Type: PartType;
    Name: String[25];
  end;

Part: class of PartStructure;
```

Figure 1 contains a structure definition for the data type PartStructure. P# is defined as a key attribute, which means that it will serve as the key for any class defined over PartStructure.
Subtypes
A type $T_1$ is a subtype of a type $T_2$ when all the values of type $T_1$ are also values of $T_2$. Subtypes are explicitly declared using the isa construct. $T_1$ isa $T_2$ implies that $T_1$ is a subtype of $T_2$, its supertype. Subtypes can only be defined from a single supertype (simple inheritance).

Subtypes inherit the features of their supertypes which are added to their own. A subtype thus has at least the same properties as its supertype, and may have additional properties. A value of type $T_1$ can be used wherever a value of type $T_2$ could be used when $T_1$ is a subtype of $T_2$.

struct BasePartStructure isa PartStructure with
attributes
  Cost: Rands;
  Mass: Grams;
end;
BasePart: class of BasePartStructure
  subclass of Part
  where Type == BASE;

Figure 2. A subtype and subclass definition

Figure 2 shows the definition of a subtype and a subclass. BasePartStructure is defined to be a subtype of PartStructure, inheriting all its supertype's attributes and adding two new attributes to the subtype.

Classes and Subclasses
The main abstract data type is the class, which represents some meaningful collection of entities. A class can be either a base class or a subclass. A base class is defined independently of all other classes in the database. A subclass does not exist independently; it is defined in terms of other classes. A subclass is a class which contains some, but not necessarily all, the members of its parent class. A subclass inherits all the attributes of its ancestor classes in the generalization hierarchy.

A class is a variable which denotes a particular set of objects, all of the type over which the class is defined. It is possible to define multiple classes over the same type.

Figure 1 defines a class called Part over the type PartStructure. This class has the member attributes: P#, Type, and Name. The attribute P# is a key attribute, which means that it must be unique for each member of a particular class over the type PartStructure. A class can be defined over any type, but usually structured types are used. When a class is defined over a simple data type, it is effectively defining a set over the type.

Figure 2 defines a class called BasePart which is a class over the type BasePartStructure, and a subclass of Part. The where clause specifies that the Type attribute of an object must be BASE for it to qualify as a BasePart. If the clause where specified is used instead, it indicates that an object has to be explicitly placed in the subclass. An object placed in a subclass automatically becomes a member of the parent class. The type of a subclass must be a subtype of the type of its parent class.

Figure 3 shows the relationship between types, subtypes, classes and subclasses. An instance of the class BasePart is also an instance of the class Part, since the class BasePart is a subset of the class Part. We could define another class over the type BasePartStructure, call it SomePart. These two classes, BasePart and SomePart, have the same type, but contain different objects i.e. they provide different sets of BasePartStructure.

Attributes of a class may be either data-valued (DVA) or entity-valued (EVA) [6]. A DVA attribute describes some property of each element in a class by associating the entity with a value or set of values from some domain. An EVA describes a property of each entity by relating it to an entity or entities of another or the same class. EVA's serve to relate classes to each other.

The modifiers req (required), uniq (unique), inv (inverse) and const (unchangeable) may be applied to any attribute. Multi-valued relationship are indicated by defining an attribute as a class variable over some type. For example: the attribute Uses of structure CompositePartStructure defines a multi-valued relationship with UsesStructure.

A pair of attributes can be related by means of inversion. Attribute $A_1$ of class $C_1$ can be specified as the inverse of attribute $A_2$ of class $C_2$. This means that the value of
An attribute may be derived from other data, either in the same structure or in some related entities (EVA's).

Constraints

Integrity constraints are rules which limit the allowed values of a data type and the transitions which may take place between different values [10], [5], [3]. Constraints can be grouped into a number of classes:

- Attribute constraints
- Entity constraints
- Constraints on collections of entities
- Types
- Dependencies
- Preconditions and postconditions

The first four can be found in PERCI [15]. Constraints can be either implicit or explicit. Implicit constraints arise out of the constructs of the data model itself. An example of this type of constraint is that of type hierarchies. Explicit constraints are defined using constructors e.g. single-valued or multi-valued attributes.

Explicit constraints consist of static and dynamic constraints. Static integrity constraints serve to restrict the possible values of a class. Dynamic integrity constraints place restrictions on the way data values may be changed.

In PERCI a structure's allowed values can be specified by means of a constraint expression. This expression may be a simple expression involving only constants, or it may refer to other values in the database. Constraints are classified as initial, final or always, depending on when they are to be checked. Initial constraints are checked when an object is added to the class. Final constraints must be true when an object is removed from the class. Always constraints must be true at all times for any object in the class.

A set of constraints is contradictory if they cannot be simultaneously satisfied. It is, in general, not possible to statically detect contradictory constraints, since they can be arbitrarily complex and may depend on data values which cannot be statically determined. There are two types of contradictory constraints: always contradictory (which are always contradictory for any data values), and intermittently contradictory (only contradictory for some sets of data values).

Problems are introduced when there is more than one way of accessing a particular data object. Aliasing makes programs less clear and makes constraint checking more complex.

The constraint verification system should ensure that the data are never allowed to achieve a state which violates any declared constraint. The system must verify all constraints and must do so at the earliest possible time. If constraint checks are not factored out as soon as possible, the overhead of making all the checks may cause great inefficiency. Run-time checks must only be produced for those checks which could not be performed at compile-time.
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Constraint verification may be necessary in the following cases:

• After a constraint is declared, to ensure that there is no violation of the constraint at the point of its creation.
• After an assignment the new value must be checked.
• When a new instance of a class is created.
• When returning from a function call. A function may temporarily suspend a constraint until after the function has executed.

4 Implementation of Constraints

In order to implement constraint checking a method is needed to produce and store a function which will check that the data obeys the constraint definitions. The ideal solution is to store such the constraint function in executable form. The PERCI compiler [15] makes use of a (dynamically) callable compiler to construct the constraint checking functions. (See figure 6.) It is written in Napier and produces code which runs on the Napier Persistent Abstract Machine (PAM).

The advantage of using Napier to implement the PERCI compiler is that we can use its callable compiler to create an executable function which is then placed on the persistent store. It is for this reason that Napier was chosen as the implementation language.

When the compiler encounters a constraint declaration it parses the declaration and checks its validity. The compiler then constructs a function which will be used to verify the constraint. This function is compiled by the Napier callable compiler and stored on the persistent store.

The compiler constructs a dependency graph (Figure 7) of the type hierarchies so that dependencies between types can be checked and inherited constraints enforced. This dependency graph is also placed on the persistent store so that it is available while compiling and when running the compiled program.

Each class object has a pointer to its type object. The type object is part of the dependency graph and also contains references to any constraint functions acting on variables of that type. When a variable is assigned a value, the constraint management system checks whether the variable is constrained by consulting its type object in the dependency graph. The appropriate constraint functions are retrieved from the persistent store and called to check whether the requested changes to the variables will violate any of the declared constraints. If a violation is detected, the update is abandoned and an error condition is generated. Figure 8 contains an example of the creation and execution of a simple constraint on the values of Quantity in the class Uses. Figure 9 shows the life-cycle of a typical constraint.
5 Comparison with existing persistent languages

Galileo
Galileo is based on Semantic Data Modeling concepts and provides subtypes and subclasses. The type system is partially derived from an early version of ML [2].

The language is strongly typed, statically type-checked and has constructs for persistence, modularisation, higher-order functions and data modeling. It is an expression-based, interactive database query language.

User-defined abstract data types are allowed. These data types have the same status as primitive data types. Abstract data types are used to provide unique operations for each type. These operations are only defined on the abstract type to which they belong. This allows a program to be independent of changes in the representation of the data.

Galileo supports subtypes. They are automatically inferred for concrete types, but have to be specified for abstract types.

Galileo provides mechanisms for transaction handling. Environments are used to model a database schema. Such a unit encapsulates the data and the operations available on it. Environments allow for persistence, views, and logical data independence. To provide persistence, a global environment is assumed in which all values are maintained by the system. The environment can be expanded by adding new bindings to it. A new environment can be generated by extending the current environment with new definitions.

The static type checking can be a problem when the database has to be extended or modified [4]. It would be difficult to transfer data between different databases or use
the same program on a different database.

Persistence is an orthogonal property of data and is implemented with the help of environments. The only way data can be made to persist is by saving the entire workspace.

The language provides for type hierarchies and classes with inheritance. The naming of types and their extent is separated, but multiple extents over the same type are not allowed.

**TAXIS**

TAXIS [9] was designed for the creation of interactive database systems, with large volumes of short, update intensive transactions. Classes are used to model passive and active objects, such as transactions, expressions, constraints and exceptions. It makes extensive use of inheritance over classes. Programming is done by defining classes.

There are three types of objects in TAXIS: tokens (representing constants), classes (describing collections of tokens), and metaclasses (describing collections of classes). Classes and tokens have properties through which they can be related to other classes and tokens. Properties of classes give information about the structure of instances of the class, while properties of tokens specify the structure of the token itself.

By using metaclasses with inheritance, new classes can be created with different features. All programming in TAXIS is done by defining classes. Procedures are represented by instances of a Transaction Class. A Variable Class is similar to a type with an associated extent. The Exception Class is used to raise an exception when a result or expression has a specified value. The IS-A relationship is defined over classes and metaclasses and is used to create a hierarchy of classes.

TAXIS tries to use inheritance to support all aspects of database programming. There is some doubt [2] as to whether this can be done without requiring a large number of special classes and a resulting increase in complexity.

All database programming in TAXIS is performed by defining classes. Classes are objects themselves and are instances of the metaclass ANY. This is useful for attaching properties to classes themselves instead of instances. TAXIS allows multiple inheritance (a class may be a subclass of more than one class).

There is very little non-persistent data in TAXIS. All types which have an associated extent persist, and there is no mechanism to create subsets of those extents (useful for storing transient data).

**PS-algol**

PS-algol [12] is a block structured language derived from the language S-algol, which was in turn based on the language Algol-s. The emphasis of the language is on simplicity. There are few constructs available, but the power of the language has been increased by extending the scope of the features. The language is strongly typed and, as far as possible, statically type checked.

Structures are complex objects similar to Pascal records. The fields of the structure may be of any type. A class constructor may be defined. It consists of a name for the class and a set of names and types for the fields of the class. The constructor is used to generate an instance of a class, the type of which is pnt. The individual fields of the object can be dereferenced and assigned to. The copy operation of objects is pointer based, therefore a copy of an object creates another reference to the same object and not a new object.

A pnt object may reference an object of any class. It can be used to refer to objects without knowing their class. The pnt object allows for delayed binding and the modeling of complex data. Because the language is strictly type-checked, each object has to be specified before it is used. It is possible, however, to write a procedure which handles a number of different types by putting these objects in structures and passing pointers to the structures.

Procedures are first-class and thus may be manipulated in the same way as any other data objects. In particular, they may be placed in structures and thus allow the use of abstract data types where the access to data is restricted to a set of operations defined on that type.

A callable compiler is available which takes a string representing a procedure and returns the compiled procedure which may then be used in the same way as any other procedure.

Exceptions are provided to allow events which cannot be handled by the current procedure to be passed to successive outer blocks until they can be handled.

Persistence is provided through the use of tables. A table is a set of one-to-one mappings between strings or integers (the keys) and pnt objects. They are used to build keyed sets of objects. The operations available on tables are: create an empty table, insert a key-value pair into a table, retrieve an object using a key, and apply a procedure to all the objects in a table.

To allow data to persist, it must be entered into a structure which is reachable via pnt chains from a persistent root of type pnt. Any data can persist since any data can be placed in a structure. The persistent root is called a database.

PS-algol provides uniform persistence. Since it is data type complete, data of any type is allowed to persist. Many databases may be accessed at the same time and data can be transferred between them or cross-references between databases set up.

Because there are no higher-level data types (bulk data types) such as those provided in Pascal/R and DBPL, programs may require too much detail.

The pnt data type provides for polymorphism, but this use of untyped pointers is inelegant and a potential source of errors.

**Napier**

Napier was developed from PS-algol. The Napier system consists of the language and its persistent store. The system is built on a layered architecture containing the Persistent Abstract Machine Layer and the Stable Persistent Storage Layer [8].

The Persistent Abstract Machine (PAM) provides the
ability to execute Napier programs, handle error conditions, and monitor interactions with the file system. The persistent store must be stabilised (transformed from one consistent state to the next), in order to preserve the persistent data.

The type system allows for flexible and eager incremental binding. Types are sets of values from the name space. These sets may be predefined, like integer, or built using one of the predefined type constructors, like structure. These constructors obey the principle of data type completeness, which allows a rich type system to be described with a small number of rules. Type checking is mostly static, except where required to support orthogonal persistence. The type system is polymorphic and uses existentially qualified types to provide for abstract data types.

The structures env and any, the infinite union of all types, are used to support persistence. The Napier type system allows the user to indicate whether static or dynamic binding should be used, by choosing the appropriate constructor. Eager type-checking is used so that types are checked as early as possible. The type constructors env and any are dynamically checked; all other type checking is static.

All data objects in Napier may persist. There is a root of persistence called 'PS'. Objects which are to persist beyond the life of their creator must be reachable from the persistent root. This persistent root is of type environment. Objects of this type consist of name-value pairs. They differ from structures in that bindings can be dynamically added to objects.

PERCI

PERCI provides semantic data modeling features similar to Galileo and TAXIS. However, PERCI obeys the principles established for persistent programming languages in [2], which the other two do not. It is also a true programming language: TAXIS and Galileo were intended to be database design languages.

Persistence in PERCI is provided by classes. Since any type may be placed in a class, any type may persist. Since functions are first-class, they may placed in classes and made to persist as well. This allows data and the operations allowed on the data to be stored together. Types and extents are separate, as in Galileo, but PERCI also allows multiple extents over the same type.

PERCI provides a more generalised constraint handling system than Galileo. Galileo provides for only static constraint checks which are made when data is created. PERCI can enforce constraints at any stage: at initialisation, deletion, or throughout the life of the data.

PERCI provides the bulk data modeling features which PS-Algol and Napier lack. This means that less detail is required when modeling complex data, and the representation of the data is closer to the real system.

PERCI does not provide for concurrency, exceptions or environments.

6 Conclusion

The PERCI system provides a persistent programming language with a semantic integrity constraint handling system. It allows programmers to concentrate on the program without being concerned about the translation and storage of data. The constraint system allows the semantic information to be placed where the data is defined, making for a safer, more secure system.

The use of Napier to implement the PERCI system has a number of advantages, the most important being the availability of the callable compiler. This allows the compiler to automatically generate the constraint checking functions.

PERCI provides for the semantic content and constraint handling which languages like PS-Algol and Napier lack. While both Galileo and PERCI provide for semantic modeling and constraint checking, the system provided by PERCI is less restrictive. Galileo does not allow types and extents; it also provides only static constraint checking. Furthermore, Galileo is not a true persistent programming language; it is a conceptual modeling language and as such does not obey all the principles established for persistent programming languages.
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### Appendix A Example Database

```plaintext
struct PartStructure with
  keys
    P#: Pnum, const;
  attributes
    Type: PartType;
    Name: String[25];
end;

struct BasePartStructure isa PartStructure with
  attributes
    Cost: Rands;
    Mass: Grams;
end;

struct CompositePartStructure isa Part with
  attributes
    AssemblyCost: Rands;
    MassIncrement: Grams;
    Uses: class of UsesStructure;
    TotalCost: CalcTotalCost(this);
end;

struct UsesStructure with
  attributes
    WhereUsed: CompositePartStructure inv of Uses;
    SubPart: Part;
    Quantity: integer;
  constraint
    PosQuantity: (Quantity > 0);
end;

struct CostAndMassStructure with
  attributes
    Cost: Rands;
    Mass: Grams;
end;

struct Customer with
  attributes
    name: string[25];
    address: Address;
    amountDue: Rands;
    creditLimit: Rands;
    creditRating: Rands;
  initially
    startClean: (amountDue == 0);
  finally
    noDebt: (amountDue == 0);
  always
    underLimit: (amountDue <= creditLimit);
end;

struct AccountStruct with
  attributes
    credit: Rands;
    debit: Rands;
    balance: Rands;
  always
    inBalance: (balance == credit - debit);
end;

Account: class of AccountStruct;

function DebitAccount (acc, amount ) with
  var
    acc: AccountStruct;
    amount: Rands;
  suspend
    acc.inBalance
  actions
    acc.debit := acc.debit + amount;
    acc.balance := acc.balance - amount;
end;

Pnum = integer[0..100000];
PartType = (BASE, COMPOSITE);
Rands = integer[0..10000];
Grams = integer[0..1000000];
TempParts: PartStructure;
TempBaseParts: BasePartStructure;
```
Part: class of PartStructure;

BasePart: class of BasePartStructure
    subclass of Part
    where Type == BASE;

CompositePart: class of CompositePartStructure
    subclass of Part
    where (Type == COMPOSITE);

Uses: class of UsesStructure;

CostAndMass: class of CostAndMassStructure;

function CalcTotalCost(thisPart) with
    var
        thisPart: Part;
        usedPart: Part;
        cost: Rands;
    actions
        if thisPart.Type == BASE then
            cost := thisPart.Cost;
        else
            begin
                cost := 0;
                foreach usedPart in thisPart.Uses do
                    cost := cost + CalcTotalCost(usedPart);
                    cost := cost + thisPart.AssemblyCost;
            end
        return
            cost;
    end;
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