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SPECIAL ISSUE - 7th SA COMPUTER SYMPOSIUM 

PREFACE 

When the first SA Computer Symposium was held at the 
CSIR in the early eighties, it was unique. There was no 
other forum at the time for the presentation of research in 
computer science. In the intervening decade, 
conferences, symposia and workshops have sprung up in 
response to demand, and now there are several successful 
ventures, some into their third or fourth iteration. Each 
of ~ these addresses a specific topic - for example, 
hypermedia, expert systems, parallel processing or formal 
aspects of computing - and attracts a specialised audience, 
well versed in the subject and eager to learn more. For 
the main part, the proceedings are informal, and certainly 
not archival. 

SACRS, though, is still unique, in that it deliberately 
covers a broad spectrum of research in computing, and in 
addition, seeks to provide a lasting record of the 
proceedings. To achieve the second aim, we negotiated 
with the SA Institute of Computer Scientists for the 
proceedings to form a special issue of the SA Computer 
Journal, and the copy you have in front of you is the 
result. The collaboration between the symposium 
committee and the journal's editorial board placed high 
standards on the refereeing and final presentation of the 
papers, to the symposium's benefit, while we were still 
able to maintain a fresh, audience-oriented approach to 
the selection of papers. 

This is SACJ's· first such special issue, and the 
largest issue (at 145 pages) to date. We hope that it is 
only the beginning of future such collaborations. 

In all 29 papers were received, all were refereed 
twice, and 19 were chosen for presentation by the 
programme committee. All the papers were thoroughly 
revised by the authors on the basis of the referee's 
comments, and the committee's suggestions aimed at 
making the material more accessible to a broadly-based 
audience. Papers had to be new, and not to have been 
presented elsewhere, a requirement that is still unusual 
within the SA conference round. 

A third goal of SACRS has been to invite keynote 
speakers, usually from overseas. This year, we are 
fortunate to present Dr Vinton Cerf, the father of the 
Internet and a world-renown expert on computer 
networks. Although his paper is not available for this 
special issue, it will appear later in SACJ. Through the 

good offices of Professor Chris Brink of UCT, we also 
have three other speakers from Germany, Canada and the 
US adding interest to the event, and two of their papers 
appear in this issue. 

The programme committee originally devised a theme 
for the symposium - "Computing in the New South 
Africa". We received several queries as to the meaning 
of this theme, but unfortunately few papers that addressed 
it directly. One prospective author went as far as to 
enquire whether computer research would survive in the 
new South Africa. Another felt that his work was 
definitely not in the theme, as it was genuine, old world, 
basic, theoretical science! Neverthless, there are two 
papers that consider one of South Africa's key issues, that 
of language. Others look at the success we have achieved 
in applying technology to mining, and the future of 
low-cost operating systems. In all, the mix of papers 
represents a balance between the theoretical and the 
practical, the past and the future, all firmly based in the 
computing of the present. 

Organising the symposium has involved the hard 
work of several people, and I would like to thank in 
particular 
• Derrick Kourie, my co-organiser, and the editor of 
SACJ for his invaluable advice and hard work throughout 
the planning and implementation stages; 
• Riel Smit, the production editor, for attaining such a 
high standard in such a short time for so many papers; 
• Gerrit Prinsloo and the staff at the CSSA for their 
efficeint and quite delightfully unfussy organisation; 
• Persetel for their very generous sponsorship of 
R25000, and Tim Schumann for taking a genuine interest 
in our events; 
• the Foundation for Research Development for 
sponsoring Vint Cerf's visit; 
• and finally the Department of Computer Science of 
the University of Pretoria for providing the ideal working 
conditions for undertaking ventures of this kind, and. 
especially Roelf van den Reever for his unfailing 
encouragement and support. 

Judy M Bishop 
Organising Chairman, SACRS 1992 
Guest Editor, SACJ Special Issue 
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Using Information Systems Methodology to Design an Instructional System 

BC O'Donovan 
Department of Accounting, University of the Witwatersrand, P O Wits, 2050 

Abstract 

Designers of both computerized information systems and instructional systems are faced with a need to find more effective 
methods of identifying and supplying the information that the users of these systems require. Both systems are comparable 
in their processes and development cycles. The level of structure and acceptance of information systems methodologies 
suggest that a transfer of selected information systems methodologies to instructional design would be of benefit. 

A simplified form of entity relationship diagram is found to be particularly appropriate to the logical design of an 
instructional system. For illustration, an entity relationship diagram is drawn up for a simple course and once decomposed 
and set up in canonical form is shown to be a useful tool for setting objectives, establishing modules and the learning 
sequence and listing topics. These modules are sufficiently defined and their objectives sufficiently clarified to be developed 
independently. 

The successful use of entity relationship diagrams in education emphasises the importance of using conceptual modelling 
techniques in l.S. 
Keywords: Modelling, entity-relationship, education 
Computing Review Categories: H.2.1, K.3.2 
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1 Introduction 

When computer systems began to proliferate, Drucker [7, 
. p. 12] referred to the problem of converting the cornucopia 

of data caused by advancing technology to information. 
Anyone responsible for the design of instructional and in
formation systems will recognize that this problem still 
prevails. . _ 

Despite a growing stockpile of educational material, 
the education system is accused of producing an increas
ingly inferior product [11, p. 32]. In the information sys
tems (I.S.) field, Shemer [18] comments that much of the 
maintenance cost of computer systems can be attributed to 
the failure to identify the real needs at the design stage. In 
the design of both these systems, the fundamental problem 
is the clear identification of information needs. 

Both systems have been described as combinations of 
human and machine components designed to produce infor
mation/knowledge [19, p. 38] [17, p. 12]. In the computer 
field, the cycle of collecting, storing and processing data 
into information is well recognized [19]. An educational 
course has a cycle of inputs (course content), processes 
(instructional methods) and outputs (leaming as measured 
by course objectives) [15, pp. 37-41]. 

I.S. developers have defined a systems development 
life cycle (SDLC) which proceeds from the general level 
of defining the problem to the detailed level of systems de
sign [20]. Several cycles of course development have been 
described e.g. [15, 17]. These cycles, allowing for seman
tic differences, are comparable in sequence and nature of 
the steps to that of the SDLC. 

Due to the similarity of information and instructional 
systems and their development cycles, there should be 
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much to be gained from a transfer between the design 
methodologies of these two systems 'particularly as there are 
similar problems in identifying information requirements. 

It is contended that the intensive effort expended over 
the years to develop I.S. design methodologies has pro
duced some which can be usefully applied to instructional 
course development. This paper proposes to identify some 
of those methodologies and to show the benefits of their 
application to the design of instructional systems. 

2 Why Use I.S. Methodology? 

The structured approach to computer systems analysis and 
design has been advocated and promoted since the late sev
enties and is used by the majority of companies with a high 
level of satisfaction [ 12]. Properly implemented, structured 
SDLC methodologies improve the efficiency, communica
tion, control, role definition, documentation and consis
tency within systems [20]. 

The use of structured methodologies in the SDLC can 
be contrasted with the many models (set of methods) of 
instructional design. Andrews and Goodson [l] not only 
mention a "bewildering array" of models but also com
ment on the inadequacy of the description of some models 
which precludes their use. Despite this, they point out the 
importance of models of instructional design and the need 
for a systematic approach in education. 

The successful transfer of I.S. design methodologies to 
instructional design should assist educationists in defining 
and achieving teaching objectives. 

SACJ/SART, No 7, 1992 



3 Modelling the System 

The concept of logical design is considered by some to 
be the most significant contribution of the structured ap
proach [ 19, p. 201]. There is little emphasis on the separa
tion of logical and physical design of instructional systems 
with the result that many courses are poorly structured. 

Logical design uses sophisticated modelling tech
niques to define the requirements of the system before 
addressing how these will be met. The technique of mod
elling has been used since the seventies to enable analysts 
to clearly present their ideas and understanding of the sit
uation [9]. A model is a graphic analog of the physical 
properties of the actual or potential system being analysed 
and serves as a starting point for identifying possible so
lutions. There are two widely used information system 
analysis modelling techniques, the process oriented per
spective (e.g. data flow diagrams) and the data oriented 
perspective (e.g. entity relationship diagrams) [13]. 

Process models show the flow of data into, within and 
out of systems. These are best used when there is a regular 
and predictable pattern of data flows which can be repre
sented in such a way that duplications are minimized. A 
data model identifies the things of importance in the sys
tem (known as entities or objects), the properties of these 
entities (attributes) and how they are related to one another. 

The choice of use in instructional design is clarified 
by two aspects of education. These are the nature of data 
flows and the importance of relationships. In education 

. the flows of data (i.e. the student-teacher interaction) are 
not regular repetitive flows as in information systems but 
differ according to the subject under discussion. Any at
tempt to model these flows is likely to result in excessive 
complication, absence of essential aspects or relationships 
insufficiently dealt with [15, pp. 134-135]. Thus process 
type modelling such as data flow diagrams is not suitable 
for modelling instructional design. 

The establishment of relationships between concepts 
and their use in teaching is important to course design 
and student understanding [10]. The required model is one 
which looks at the concepts of a course, their attributes 
and the inter concept relationships. This is referred to by 
Donald [6] as the knowledge structure or core content of 
a course. Data modelling techniques in the form of entity 
relationship diagrams (ERD's) satisfy this requirement. 

There are several widely used methods of producing 
ERD's. This study uses a simplified version of Barker's [3] 
system as it emphasises the defining of relationships and has 
rigorous rules designed to avoid redundancy and omissions. 

The first step in producing an ERD is to define the 
entities, which are the significant 'things' about which in
formation needs to be known or held. In an educational 
ERD, entities will be concepts, referred to by Duchastel 
and Steve [8] as specific chunks of knowledge or by Don
ald [ 6] as discrete entities or cluste(S of information. These 
are drawn as rectangles with rounded corners. 

The second step is tp identify attributes. Barker [3] 
defines attributes as "any detail that serves to qualify, iden
tify, classify, quantify or express the state of an entity" (pp. 
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5-6). These are listed in each rectangle. 
The final step is establishing the nature of the relation

ships and naming them. This follows the suggestion of 
Lawless [10] that instructional models, which set up a net
work of concepts, lack a further analysis of the relationships 
between the concepts. 

An ERD can be illustrated (figure 1) by using the ex
ample of diet and nutrition course given by Rowntree[l7, 
pp. 129-131]. 

There are often many concepts in a course, for ex
ample, Donald [6] identified between 33 to 170 concepts 
in the sixteen courses she examined. A complete ERD 
for a course may thus be complex. To assist in this, an 
overview diagram is drawn. This overview diagram is a 
simplified ERD derived by identifying and mapping only 
the significant entities, attributes and relationships which 
express the essence of the course. This is achieved by us
ing summary entities (super-types) which contain further 
entities (sub-types). Most sub-types are not shown at the 
overview level [3, p. 11-3]. This overview diagram is then 
decomposed into sub-diagrams which reintroduce the sub
types, entities, attributes and relationships omitted at the 
overview level. Decomposition is a major tool of analysis 
and important to the understanding of the complexity of a 
system [5, p. 14). 

4 Hierarchical Structures 

Most of the hierarchical structures used in the design of 
systems are tree-like structures which do not sufficiently 
model the complexity of systems [5]. 

Reti [ 14] refers to the prerequisite relationships in the 
learning hierarchies of Gagnf as being concerned pre
eminently with subordinate and superordinate relationships 
and not with relationships between coordinate elements. 
He suggests that learning should not be based on a purely 
hierarchical pattern as there are relationships within as \Veil 
as between modules. 

The solution to this requirement is to draw a set of ERD 
decomposition diagrams in canonical fonn. A canonical 
form of hierarchy is a combination of class structure, which 
focuses on intracomponent relationships, and object struc
ture which focuses on the intercomponent relationships at 
each level [5, pp. 12-13). 

Figure 2 has been drawn to illustrate the set of decom
posed ERD's which would be drawn for the example diet 
and nutrition course. 

The class hierarchy (shown on the left) is based on 
Gagnf's three learning levels of defined concept, rule and 
higher order rule [2, p. 84], and the interrelationships are 
shown by the respective concepts at each level as defined by 
their attributes and the relationships between the concepts. 

At the 'defined concept' intellectual skill level, the con
cepts of 'nutrient', 'effect of nutrients' and 'food group' are 
dealt with as entities with their sub entities and attributes; 

At the level of 'rule', the entity of 'nutrient' is inte
grated with those of 'effects of nutrient' and 'food group' 
taking into account their respective relationships. After 

127 



r " r 
""" 

, ., r ~ 

NUTRIENT EFFECTS OF NUTRIENTS HUMAN NEED DIET 

Vitamin Cost 
Mineral r """ 

r -., Balance 
Protlen LACK GENERAL FACTOR Variety 
Fat 
Carbohydrate Malnutrltlon Age 
Fibre 11 lness Sex 
Water \....__ Def I cl ency ~Activity ,,. ~ 

r -., 
EXCESS r " results ievaluated SPECIAL FACTOR 

Obesity 
In 11 lness iagalnst Psychological 

\.. ~ 
Poverty 
Bel lef 

Vegetarian planned 
r 

""" 
Superstition 

BALANCE Tradition Into 
Pregnancy 

Health Allergy 
Growth Intolerance 

"-. Energy ~ ~ 

~ 

\.. ~ r -., 
GENERAL NEED 

r 
""" 

Rec011111ended dally 
FOOD GROUP allowance 

Food composition 
contained Fruit & vegetable evaluated table 

Grain/cereal/bread Smnple diet 
In Milk product against 

"'-Poultry/flsh/111eat/egg/ ~ 

leg1B8/nut/seed 
Fat 

\.. ~ "-- ~ '-. ~ -... ~ 

Figure 1. An entity relationship diagram/or a diet and nutrition course 

dealing with the entity of 'human need' and its sub entities 
· of 'general factor', 'special factor' and 'general need' at 

the 'rule' level, integration talces place at the higher order 
rule level talcing into account all the entities, attributes and 
relationships. 

This method caters for relationships within as well as 
between levels and is of benefit to the overall structuring of 
the course particularly with the identification of modules. 
Benefits could also be gained by conveying the structure to 
both students and teachers [10, 14]. 

5 Developing Objectives, Modules, Course 
Sequence And Topics 

The computer system designer's concern is the specifi
cations given to the programmer for implementation [19]. 
These have two major elements: modules and the program
ming for each module. The more thorough and complete 
these are, the less clarification the programmer needs and 
the smaller the likelihood of problems [19, p. 653]. In in
structional design, detailed specification of each module 
helps to avoid later problems. This applies particularly 
where implementation is left to less experienced teach
ers [16]. 

While IS design methodology does not assist directly 
in setting objectives, there is an indirect method from the 
ERO models. Working from the bottom of the hierarchical 
structure, the learning at each successive level would be: 
discriminating between the attributes of each entity, com
bining these attributes into entities as concepts and identi-
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fying and applying the relationships between the concepts, 
talcing into account the class levels. The use of a taxonomy 
such as those of Gagn~ [2] or Bloom [4] tends to produce 
objectives which are more cognitive as one proceeds up the 
hierarchy [8]. At the same time, the nature of the relation
ships between entities will move from concept formation 
or knowledge towards the formation of higher order rules 
or evaluation. For example, in the diet and nutrition course 
the objective at the lowest level will be· to describe the 
nutrients found in food while at the highest level it would 
be to discuss the formulation of diets taking into account 
human needs and cost, balance and variety. 

A distinction is made between the process of spec
ifying objectives for procedural knowledge and for rep
resentational knowledge [8]. If the knowledge is mainly 
procedural, the entities will be derived from the student's 
roles and the knowledge, skills and attitudes needed to ful
fil those roles. If the knowledge is representational~ the 
entities will be clusters of information identified as having 
a relationship with other clusters in the body of knowledge 
to be imparted. 

The decomposed ERO's lend themselves to modular
ii.ation as each super type tends to form a module. The 
learning sequence can also be set up using the ERO. The 
lower the item on the hierarchical diagram, the earlier it 
should be dealt with. Further, the direction of the relation
ship indicates which entity at the same level should be dealt 
with first. If there is more than one entity at each level, the 
set of entities has an internal relationship and must be dealt 
with before moving to a higher level. 

For each entity, the attributes will identify the main 
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topics to be covered. It will usually be necessary to break 
down the attributes into sub headings and even to draw fur
ther ERD's for modules. This facilitates the physical design 
and implementation of conventional or computer based ed
ucation courses by providing a clear and understandable 
model of the structure and sequence. 

6 Conclusion 

Designers of both information and instructional systems 
are faced with the problem of finding more effective meth
ods for identifying information needs. As both systems 
are comparable in process and development, it was con
tended that transfer between the respective development 
methodologies is possible. 

The use of logical design to break away from existing 
systems requires a modelling technique and a simplified 
form of the ERO was found to be appropriate to the de
sign of instructional systems. The problem of hierarchical 
patterns not taldng account of inter and intra module rela
tionships was solved by setting up decomposition diagrams 
in canonical form. 

The well accepted method of ERO modelling in infor
mation systems design caters effectively for many elements 
of instructional design. Reti [14] sought a paradigm for 
stating objectives "that provides for a progressive overview 
of the interrelationships between coordinate elements as 
they develop" [p. 33]. The decomposition of an ERO solves 
this by deriving objectives, learning sequence and topics at 
each learning level and identifying modules which can be 
developed independently. 

The successful use of ERDs in ¢ucation highlights 
the value of this methodology in the I.S. field. This eas
ily learnt methodology is valuable for modelling concepts 
and organizing knowledge. This is particularly relevant to 
modelling database systems and to representing knowledge 
in artificial intelligence. 
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Notes for Contributors 

The prime purpose of the journal is to publish original 
research papers in the fields of Computer Scien~e and In
formation Systems, as well as shorter technical research 
papers. However, non-refereed review and exploratory ar
ticles of interest to the journal's readers will be considered 
for publication under sections marked as Communications 
or Viewpoints. While English is the preferred language 
of the journal, papers in Afrikaans will also be accepted. 
Typed manuscripts for review should be submitted in trip
licate to the editor. 

form of Manuscript 
. Manuscripts for review should be prepared according to the 
following guidelines. 

• Use wide margins and 1 ! or double spacing. 
• The first page should include: 

- title (as brief as possible); 

- author's initials and surname; 
- author's affiliation and address; 

- an abstract of less than 200 words; 

- an appropriate keyword list; 

- a list of relevant Computing Review Categories. 

• Tables and figures should be numbered and titled. 
Figures should be submitted as original line draw
ings/printouts, and not photocopies. 

• References should be listed at the end of the text in 
alphabetic order of the (first) author's surname, and 
should be cited in the text in square brackets (1, 2, 3]. 
References should take the form shown at. the end of 
these notes. 

Manuscripts accepted for publication should comply with 
the above guidelines (except for the spacing requirements), 
and may be provided in one of the following formats (listed 
in order of preference): 

1. As (a) ~TE'{ file(s), either on a diskette, or via e
maiVftp - a It.TEX style file is available from the pro
duction editor; 

2. In camera-ready format - a detailed page specification 
is available from the production editor; 

3. As an ASCII file accompanied by a hard-copy showing 
formatting intentions: 

• Tables and figures should be on separate sheets of 
paper, clearly numbered on the back and ready for 
cutting and pasting. Figure titles should appear 
in the text where the figures are to be placed. 

• Mathematical and other symbols may be either 
handwritten or typed. Greek letters and unusual 
symbols should be identified in the margin, if 
they are not clear in the text. 

Further instructions on how to reduce page charges can 
be obtained from the production editor. 

4. In a typed form, suitable for scanning. 

Charges 
Charges per final page will be levied on papers accepted 
for publication. They will be scaled to reflect scanning, 
typesetting, reproduction and other costs. Currently, the 
minimum rate is R20-00 per final page for It.TEX or camera
ready contributions and the maximum is Rl00-00 per page 
for contributions in typed format. 

These charges may be waived upon request of the au
thor and at the discretion of the editor. 

Proofs 
Proofs of accepted papers in categories 3 and 4 above will 
be sent to the a .. ,.thor to ensure that typesetting is correct, 
and not for addition of new material or major amendments 
to the text. Corrected proofs should be returned to the 
production editor within three days. 

Note that, in the case of camera-ready submissions, it 
is the author's responsibility to ensure that such submis
sions are error-free. However, the editor may recommend 
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