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Guest Editor: Judy M Bishop

Organised by the SA Institute of Computer Scientists in association with the Computer Society of SA

Sponsored by Persetel and the FRD
When the first SA Computer Symposium was held at the CSIR in the early eighties, it was unique. There was no other forum at the time for the presentation of research in computer science. In the intervening decade, conferences, symposia and workshops have sprung up in response to demand, and now there are several successful ventures, some into their third or fourth iteration. Each of these addresses a specific topic - for example, hypermedia, expert systems, parallel processing or formal aspects of computing - and attracts a specialised audience, well versed in the subject and eager to learn more. For the main part, the proceedings are informal, and certainly not archival.

SACRS, though, is still unique, in that it deliberately covers a broad spectrum of research in computing, and in addition, seeks to provide a lasting record of the proceedings. To achieve the second aim, we negotiated with the SA Institute of Computer Scientists for the proceedings to form a special issue of the SA Computer Journal, and the copy you have in front of you is the result. The collaboration between the symposium committee and the journal's editorial board placed high standards on the refereeing and final presentation of the papers, to the symposium's benefit, while we were still able to maintain a fresh, audience-oriented approach to the selection of papers.

This is SACJ's first such special issue, and the largest issue (at 145 pages) to date. We hope that it is only the beginning of future such collaborations.

In all 29 papers were received, all were refereed twice, and 19 were chosen for presentation by the programme committee. All the papers were thoroughly revised by the authors on the basis of the referee's comments, and the committee's suggestions aimed at making the material more accessible to a broadly-based audience. Papers had to be new, and not to have been presented elsewhere, a requirement that is still unusual within the SA conference round.

A third goal of SACRS has been to invite keynote speakers, usually from overseas. This year, we are fortunate to present Dr Vinton Cerf, the father of the Internet and a world-renown expert on computer networks. Although his paper is not available for this special issue, it will appear later in SACJ. Through the good offices of Professor Chris Brink of UCT, we also have three other speakers from Germany, Canada and the US adding interest to the event, and two of their papers appear in this issue.

The programme committee originally devised a theme for the symposium - "Computing in the New South Africa". We received several queries as to the meaning of this theme, but unfortunately few papers that addressed it directly. One prospective author went as far as to enquire whether computer research would survive in the new South Africa. Another felt that his work was definitely not in the theme, as it was genuine, old world, basic, theoretical science! Nevertheless, there are two papers that consider one of South Africa's key issues, that of language. Others look at the success we have achieved in applying technology to mining, and the future of low-cost operating systems. In all, the mix of papers represents a balance between the theoretical and the practical, the past and the future, all firmly based in the computing of the present.

Organising the symposium has involved the hard work of several people, and I would like to thank in particular

- Derrick Kourie, my co-organiser, and the editor of SACJ for his invaluable advice and hard work throughout the planning and implementation stages;
- Riel Smit, the production editor, for attaining such a high standard in such a short time for so many papers;
- Gerrit Prinsloo and the staff at the CSSA for their efficient and quite delightfully unfussy organisation;
- Persetel for their very generous sponsorship of R25000, and Tim Schumann for taking a genuine interest in our events;
- the Foundation for Research Development for sponsoring Vint Cerf's visit;
- and finally the Department of Computer Science of the University of Pretoria for providing the ideal working conditions for undertaking ventures of this kind, and especially Roelf van den Heever for his unfailing encouragement and support.

Judy M Bishop
Organising Chairman, SACRS 1992
Guest Editor, SACJ Special Issue
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Abstract

The purchase cost of specialized subroutine libraries can be high, especially if they need to be duplicated on several hosts on a local area network. A remote library access system has been designed, and a prototype built, which allows almost transparent access by a client program to any library residing on any remote host on the network.
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1 Introduction

A key incentive for networking computers together is to enable the sharing of scarce resources, such as a fast computer-server, an expensive software package, or a corporate database. In a typical scientific computing environment, consisting of Unix compute-servers and workstations, PCs, and TCP/IP-based networking services, many facilities are available which promote access to and sharing of resources: rlogin; rsh; Network File System; the X window system. A recent trend is for third-party application software to be licensed on the basis of "floating seats". A single licence manager server on the network allocates licence tokens to users of the software, who may then run the application on any host of their choice on the network.

However, the use of specialized subroutine libraries on a computer network is far more restricted. Usually, a program which makes use of a library will have to run on the host where the library is loaded. Alternatively, several copies of the library must be purchased and placed on all hosts with programs needing access. The latter course is the only one available when a single program needs to call routines in several libraries: all the libraries must reside on a single host.

The apparent necessity of purchasing duplicate copies of subroutine libraries provided the incentive for us to attempt to find a better alternative. The most simplistic approach, namely splitting up a program into several parts, each requiring access to a single library, is usually not an attractive option to the application programmer. We sought a mechanism whereby a programmer could access a subroutine library on a remote host as simply as it would be accessed locally, namely by specifying a library at link time. If possible, no changes to the source code should be needed.

We envisaged developing a Remote Library System (RLS) by which a program on one host could call library routines on a second host. The availability of a high-speed local area network (10 Mbit/s) and robust networking protocols made such a system seem practicable. We had a graphics and a maths subroutine library which we wished, as a start, to access in this manner. However, it was immediately obvious that a general solution, not bound by the idiosyncrasies of any one library, was worth pursuing.

The remainder of this paper is structured as follows. In section 2 we review briefly some prior work. In section 3 we describe the environment in which RLS has to operate and we formulate our design goals. In section 4 we discuss the Sun Remote Procedure Call mechanism and the reasons that it does not meet our requirements. A summary of our experience in designing and implementing a prototype of RLS is given in section 5. In section 6 we summarize our experience of using RLS, including an initial indication of the performance costs.

2 Prior Work

Several working systems have been built which offer some sort of remote execution facilities. The motivation for such work is often provided by the higher performance and greater fault tolerance which distributed computing offers. For example, Stamos et al. [3] describe a remote evaluation construct that involves sending code (source or compiled) to the remote server for execution. This mechanism requires support at compile time. Black et al [1] present a mechanism that allows invocation of operations on application-level objects, where the objects may change their location on the network. No support is needed by the operating system or the programming language. DAWGS [2] is designed to exploit the unused CPU cycles of idle workstations on a network. It provides an interface between the programmer and the kernel that allows interactive and batch-type processes to be executed on remote hosts.

In our case the goal was not to distribute an application over a network for the sake of performance, rather to access a unique resource, namely a subroutine library, from anywhere on the network.
3 Assumptions and Design Goals

There were a number of factors in our computing environment which RLS had to accommodate:

- A heterogeneous computing environment, consisting of computers using different processors and running different versions of Unix;
- An Ethernet network running TCP/IP;
- Scientists who write their own programs, and who are reluctant to accept a computing environment which requires additional effort to use;
- An increasing concern for computer security.

Our design goals followed from the requirement to provide remote library access, and from the above constraints. They were:

- Fully-functional access to remote library routines. There should be no restriction on the type of routines which may be accessed. In particular, subroutines that perform I/O or that have procedures as arguments should be catered for.
- Ease of porting to different flavours of Unix, and to MSDOS. (MSDOS was included to accommodate the possibility of client programs running on PCs.)
- Transparent access by the client program (so as not to burden the application programmer) and to the library (a necessity, as source code for the libraries is usually unavailable to us).
- No reliance on support from compilers or the kernel. We did not have source code for the compilers and operating systems used.
- No additional compromise to the security of the participating hosts.
- Ease of use. For example, it was regarded important that assistance by the system administrator be unnecessary during the development of software making use of RLS.

4 RLS versus Sun RPC

Initially, some thought was given to using the Sun Microsystems Remote Procedure Call (Sun RPC) facility to implement this access. However, the Sun RPC has a few restrictions which make it unsuitable for this application. The major restriction is that function calls may pass a maximum of 4096 bytes of parameters, and that remote procedures may return a maximum of 4096 bytes. Initially, RLS was designed to allow remote access to the DISSPLA and IMSL libraries. Both have routines which often take large arrays of data as input.

A further problem is that Sun RPC calls are stateless. A single server can process calls from a number of clients. However, many of the DISSPLA and IMSL routines set internal variables that affect subsequent behaviour (such as setting the output device for DISSPLA). This is clearly incompatible with Sun RPC. In RLS, each client has its own server process, which serves that client and that client alone. This allows the server state to be maintained between procedure calls in a single session. At the send of a session, the server process is killed.

The Sun XDR (eXternal Data Representation) feature is used by RLS. This provides a network representation of all common data types, and translation routines between the network format and host format, allowing data to be swapped between hosts with different word lengths, byte ordering or floating point formats.

5 Design and Implementation

Overview

A prototype of the system has been built, based on the client-server model. It consists of:

- a general-purpose listener;
- general purpose client and server communication modules; and
- client and server glue modules specific to selected sets of subroutines calls in the DISSPLA and IMSL libraries.

A client program consists of client application code joined by the appropriate client glue module to the client communication module, while a library server consists of the server communication module joined by the appropriate server glue module to the relevant subroutines in the library.

The listener establishes the connection between a client program and the library server. The glue modules provide the interfaces between the client program and the client communications module on the client side, and between the server communications module and the library code on the server side.

The communications modules use a fairly simple protocol layered on top of the error-free data stream provided by the Berkeley sockets transport. This protocol has two components, a simple start-up sequence to sign on a client, and validate the client’s access rights; and a marginally more complex function call-and-return protocol to pass function names, arguments and results.

Initially, a listener waits on the server machine, accepting connections on a socket. The client connects to the socket, and sends a null-terminated request string, giving user name, host computer, library required, password and connection options. The listener validates the user-host-password-library combination, and sends either an accept or a reject message, which is also a null-terminated string. The listener then forks, the parent closes the active socket and goes back to listening. Each client therefore, has a unique copy of the server running.

The child process now does all the work, creating a suitable environment and then executing the relevant library code. Each library has a stub main procedure, linked to the actual function library by suitable glue code. The only routines that may be called by the client are those that are specified by the server glue code and therefore have been statically linked into the server executable. To cope with numeric arguments (different byte orderings, floating point forms, etc), the message format now changes from
The library now loops through a function call and return sequence. The client sends the function name, followed by a list of arguments. The server calls the relevant routine, and returns the return-code followed by the results. To allow values to be returned, all calls into the RLS client code are made by reference. These pointers are dereferenced, and the resulting values are passed to the server. The same happens at the server, which returns the values of the variables, to be placed back into the original client’s memory.

Each argument (either a single value or an array) is preceded by a description string, so that the library routines can invoke the relevant XDR translation procedures, and allocate sufficient storage for processing. These descriptions specify both the type of the argument (byte, int, float, etc) and the size of the array (one for a scalar value). As many numerical routines manipulate large arrays of data, and pass results back in other large arrays, we decided not to pass all arguments back and forth all the time. Instead, each description string specifies whether that particular argument is required by the routine being accessed as an input, output, or input-and-output parameter. This potentially halves network traffic.

Finally, well-behaved client routines will send a shutdown message to the server, so that it can make an orderly shutdown. Few do this, however, so the server has to be able to recognise a dead (or aborted) client, and kill itself gracefully.

Stdin, Stdout and Stderr

Many of the pre-compiled libraries write error and information messages to the stdout and stderr data stream. These need to be merged into the stdout and stderr streams of the calling (client) program, rather than being discarded.

Fortunately, opened Berkeley sockets appear as any other file, which makes redirection easy. As part of the environment creation at start-up, the server opens two connections back to the client. These appear to the server code as ordinary files, so the dup2 Unix system call can connect the function library’s stdout and stderr streams to these sockets.

As sockets are bi-directional, the server’s stdin can be redirected to the same socket as stdout, and any reads of stdin by the library code are reflected back to the client, where they can be serviced either by the client’s program or by the client’s console.

At the client, the output of these sockets can be routed to the client program’s stdout and stderr streams in one of two ways. On multi-tasking operating systems, the client can fork a task which watches these sockets, reading whenever there is data present and writing this data to stdout or stderr. Single-tasking operating systems cannot do this, and on these machines all calls to RLS code will check for data on these sockets, and flush any data to stdout and stderr. Client code can also call the flush function asynchronously.

Other data files

Occasionally, library functions need access to data files on the client computer. These may hold input data or be used to accept results. There are at least three ways in which this can be achieved.

The first, comparatively simple, technique is to copy the file to the server machine using FTP, run the application and then retrieve the file. This is not always feasible, as the file may contain data written by part of the application, and also places a large burden on the user. This would be difficult to automate, as the file is known to RLS only by its Fortran unit number, or Unix file descriptor.

Next, the file could exist on a file-server, and be mounted by both machines. Apart from adding complexity, this reduces the amount of memory available to the client program on DOS-based machines, and runs into problems with buffer flushing if both client and server code access the same file. File naming is also a problem, as described above.

The solution finally chosen was more complex to develop, but is totally transparent to the client and server code. An additional socket connection is created whenever file access is required, and server read and write requests are transmitted down the connection. The client acts as a simple dedicated file-server for this connection, until the remote library function returns, at which point it changes back to normal client-mode operation. For want of a better name, we have called such ancillary channels “tunnels”.

The tunnelling feature was probably the most difficult part of implementation. The end result is not elegant, but it works effectively. The mechanics of synchronising, creating the connection, and keeping data flowing through it were complicated by not having easy access to Fortran internals. Mapping Fortran unit numbers to Unix file descriptors is implementation-dependent, and not always possible. Even were we able to do this, we would still have had to make sure that the Fortran file buffers were flushed, so we opted to have the flushing routine call user-supplied routines to read and write the relevant files. These routines are hidden in the glue code.

Opening a connection

Before a client program can call functions on a remote machine, it must establish the session, as described above. To do this, it must call an open routine. This is usually buried in the stub library on the client machine, so that the client code is unaware of this requirement. The open function must be passed the remote machine’s address (either FQDN or TCP/IP address) and library name.

To allow a single client program to call functions in more than one library, the open call returns a pointer to a data structure (similar to the standard C FILE*), which contains connection information. This pointer is passed to all functions pertaining to that library, such as the call, flush and close functions.

The open function allows for a number of options to be set. At present, we have implemented two. One allows the background flushing of stdout and stderr to be turned on or off (default is off), and the other forces the client to
sleep for 10 seconds when closing a connection, to enable stdout and stderr to flush correctly.

Glue modules
The client glue module provides entry points for all the remote routines required by the client program. These are translated into appropriate calls to the client communications module.

On the server side, the glue module consists of a function dispatcher which is called by the server communications module. The dispatcher determines from its first argument which library routine is being called, and then makes the call with the necessary arguments.

Practical experience
Using Berkeley sockets and Sun XDR made the implementation comparatively painless. It took approximately ten days for one person to implement the communications system, verify that data were moved back and forward correctly, add the tunnel facility and debug the general concept. The glue modules took a further eight days to implement.

It was interesting to see how portable code could be across various hardware and software combinations. The initial code was developed on a 386, running Unix V3.2. This was ported to a R3000-based CDC machine, running a version of EPX without much difficulty. This became the development environment, and the resulting code was finally ported to an IBM RS6000 running AIX 3.1. This final port required a single *ife*de*fe in each of the source files for conditional compilation.

The system has been tested with both CDC and IBM machines as both clients and servers.

6 RLS in Use

RLS has been used by programs requiring mathematical routines (IMSL) and graphics routines (DISPLA). The DISPLA routines are used in both interactive and non-interactive modes. RLS adds an execution time overhead which in a few cases is quite unacceptable, but in many cases is barely perceptible. For example, we tested RLS with a compute-intensive application in which large arrays are passed as parameters by many calls to the remote library. The existing execution time of about an hour was doubled. On the other hand, for applications which made use of simple interactive graphics, the overhead due to RLS was a small fraction of a second for each plot. For programs for which RLS imposes an unacceptably high overhead, there is the option of reducing the amount of RLS network traffic by moving part of the code from the client side to the library server.

It was found to be impractical to build a server for a whole library. Some libraries have several hundred entry points, while a typical program may need access to ten or less. Instead, a library server was built for each client program, or sometimes for a family of related programs.

On the whole, we met the design goal of providing to an application programmer transparent access to a remote library. All that is required of the programmer is to specify a suitable library at link time. This does, however, depend on the necessary glue modules (client and server) having been created, but this need be done only once for any desired set of subroutines. Our goal of transparent access was not met (from the point of view of the application programmer) in the case of routines which have functions as arguments. In this case, it is required of the programmer to implement the function within the library server code, and on the client side, to pass the name of the function as a character string rather than passing its address.

It is relatively straightforward to use RLS. Most of the glue code is generic and easily, if tediously, adapted to a specific set of library routines. The most difficult part is calculating the storage requirements of arguments whose sizes depend on the values of other arguments in the function call.

Several extensions to RLS are being contemplated:
- PC access: in principle, a program running on an MS-DOS PC can access an RLS library by means of a suitable TCP/IP-based interface. Many commercial implementations of TCP/IP for the PC provide a socket interface.
- Glue library specification language and code generator: the glue code for both client and server is eminently suited to being generated by machine. Such a code generator would reduce much of the tedium of building glue modules.
- Distributed processing: RLS provides the building blocks for a poor man's form of distributed processing. A single client could open up connections to many RLS servers, all operating asynchronously with respect to each other. The remote library code executed would be written by the user, so in effect, his application could execute on several processors simultaneously.

7 Conclusions

RLS is a useful tool which, in many cases, provides the application programmer with almost transparent access to libraries on remote hosts on a local area network. No restrictions were found necessary on the type of routines accessed in this way. In many cases the performance overhead is unnoticed, although for programs which make many calls to library routines passing large arguments, the overhead imposed by RLS can dominate execution time. This can be ameliorated by restructuring the client program.

RLS is not a distributed operating system, but it does provide a useful facility for distributing programs across a network of conventional computers. Although all the machines in this implementation of RLS use Unix, there is no reason why any other operating system that has TCP/IP available could not co-operate in this network. This makes RLS a useful vehicle for networks of computers with differing architectures, or for applications where specific hardware and software architectures are required.
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