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Abstract

This paper presents a process placement algorithm, designed for use in a transputer-based implementation of the Linda programming environment. A static, heuristic approach is adopted, which takes cognisance of the special characteristics of Linda programs, in particular those of the master-worker class. The algorithm has been used in conjunction with a distributed transport layer. Initial results have been promising.
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1 Introduction

The Linda programming paradigm is a simple and elegant approach to parallel processing, adopted by programmers primarily for its ease of use [1]. A Linda programming environment is characterised by a shared, associative memory, called tuple space (TS) [3], which is visible simultaneously to all components of the application program, even though they might reside on separate physical processors. Parallel components of a program deposit, withdraw, and copy items of data and code, known as tuples, from the shared TS. The simplicity of the Linda approach to developing parallel programs hinges on components of an application program communicating only via TS, thereby being decoupled in time and in space from each other.

A second desirable feature of the Linda approach is its ability to dynamically balance the processing loads of parallel processors, as long as the program is set up to exploit this property. This effect is particularly apparent in parallel programs which fall in the master-worker model. This model is the most flexible embodiment of the style of Linda programming known as Agenda Parallelism [2]. Here, a master process throws work into TS for several worker processes to do. As long as there are work requests in TS for workers to fulfil, they are able to work in their own time and keep themselves busy, which achieves a good overall load balance. As long as TS is prepared to communicate, and since workers never communicate directly with each other, worker cycles are not wasted waiting for synchronization points to be reached. This pleasing effect for programmers of parallel systems assumes that all component processes of an application have easy access to TS. In distributed, parallel processing environments (i.e. multicomputers, such as transputer arrays), this assumption is often difficult to realize. Processors have no physical memory in common and they communicate using message passing. Although the replicated worker processes of a master-worker model dynamically balance the workload amongst themselves, network traffic and processor overloading due to tuple group servers are potential bottlenecks. Along with the transport layer, required to communicate TS information between components of the application program, a process placement strategy is required which will place components of the application process onto the processor network in such a way as to provide efficient access to TS, and which will place components of TS where they can most efficiently serve the components of the application program.

A side effect of the high level of decoupling between parallel components of a Linda program is that efficiency becomes more of a concern of the implementation and less of a concern of the application programmer. This places pressure on the developers of a Linda implementation to provide an efficient implementation of TS, which should include an efficient process placement strategy. This paper describes a fast (< 1% of the total program compilation time), heuristic algorithm for static process placement, developed specifically for a Linda implementation on transputers. As such, the work forms part of an implementation effort under way at Rhodes University to build an efficient, distributed TS-manager for transputer-based parallel processing systems in the Helios [17] operating environment. To distinguish the experimental effort at Rhodes University from existing commercially available implementations of Linda, our system is known as Rhoda. For the purpose of this paper, the terms Linda and Rhoda are used interchangeably, although Rhoda is generally used to refer specifically to
the Rhodes implementation. The complete system is described in [6], and the distributed run time transport layer in [7].

This paper concentrates on the process placement algorithm developed for use with the distributed TS transport layer, and assumes a rudimentary knowledge of the abstract programming environment presented by the Linda primitives and a conviction of its value to parallel processing. Many informative articles on the fundamental concepts of the Linda approach to parallel programming have appeared in print, some of which are among this paper’s references [2,3,11].

2 Background and fundamental concepts

Distributing tuple space
The pattern matching that is necessary to locate and withdraw tuples (TS is an associative space), and the locking that is required for exclusive access for the purpose of deleting tuples, are usually expensive operations in Linda. A pre-processor in the Rhoda implementation examines the type signatures of tuples at compile time, and groups tuples based on field structure (type, order, and number of fields) and on field content (constant values). Information about tuple group/client interaction is also collected at compile time. The grouping of tuples dramatically reduces run time search times. More importantly, there is no possibility of interference between processes which are searching different tuple groups, so locking requirements can be refined. The compile time analysis performed by the pre-processor is described in more detail in [8].

Compile time partitioning is essential to the efficient and correct functioning of the distributed TS at run time. Components of the application program and tuple groups form an interacting task force of processes in the Helios environment, all of which need to be placed sensibly upon an arbitrary transputer topology. The heuristic algorithm of this paper groups components of both the application program and components of the TS transport layer into logical clusters at compile time, for mapping onto physical processors at run time. The algorithm minimises inter-processor communication (IPC) costs, while guarding against the violation of processor constraints and while attempting to balance relative processor loads. The term cluster is used to refer to a group of components which will be loaded onto the same physical processor.

Process placement
In distributed memory systems, process placement (allocation) is an important design criterion which influences the system’s response time and throughput [4,9,13]. It might be reasonable to expect the speed of a distributed memory system with \( n \) processors, each having a processor speed of \( k \), to be \( n^*k \). Unfortunately this is not the case; the speed attained is almost certainly less. The difference is due to factors such as control overheads, inter-processor communication, unbalanced processor loading, queuing delays, and precedence relationships. The goal of a placement algorithm is to minimise one or more of these factors so as to improve the performance of the system.

Process placement can be either dynamic or static. In dynamic allocation, components are allocated to processors at run time, so the approach has the advantage of being responsive to the run time state of the processors. Disadvantages include increased run time complexity and increased execution time to decide on and implement the altered allocation. A survey of a number of dynamic allocation algorithms are given in [10], [14] and [20].

Static allocation maps components onto processors before the execution of a program. This approach has the advantage of paying allocation costs only once for a program’s execution, but this requires compile time predictions of how the program will behave at run time. Hence the allocation is based on less reliable cost functions than dynamic allocation methods.

The algorithm of this paper falls into the static camp, and follows a heuristic model which is well suited to the logical clustering nature of the Rhoda allocation problem. Heuristic models have been shown [9,13] to be faster, more extensible, and simpler than integer programming and graph theory methods, and in some cases the only technique that can be used to solve difficult placement problems.

By drawing a process graph of a Linda program (as has been done for the figures in this paper), one can expose two important characteristics. Firstly, it reveals that processes communicate only with tuple groups, but not with one another. This decoupling must be considered in a clustering algorithm. Tuple groups may be treated just like other processes, which simplifies the placement problem to one in which there are no first class processes. Secondly, adding additional worker processes to the graph (i.e. replicating existing worker processes) can be achieved without altering the meaning of the program. This is an attribute which this paper endeavours to exploit, by replicating workers in an arbitrary processor topology as much as can be cost effectively accomplished. This takes the responsibility for topology specifications away from the programmer, and gives it to a process placement algorithm. Apart from the obvious advantages to the time and the level of expertise needed to develop a parallel programming solution, this approach aids program portability across (currently only homogeneous) multiprocessor architectures with differing processor topologies and sizes.

It was considered reasonable in the design of a placement algorithm for Rhoda to make the assumption that the number of unique processing components in the application program would not exceed the number of physical processors available.
3 Selecting a process placement algorithm

Before a new algorithm was developed, a number of existing heuristic placement algorithms were considered for the Rhoda placement problem. Here are listed some that were found to fulfill partially the requirements, limitations, and special circumstances of Rhoda.

The simple classification algorithm by Gylys and Edwards [12] searches for pairs of modules such that, when these are assigned to the same processor (fused), the greatest inter-process communication cost is eliminated. This algorithm is simple but does not provide a mechanism to guarantee that the number of clusters found will not be more than the number of available processors. This algorithm does not cater for module replication.

A second algorithm by the same authors [12] defines initial centroids (a mean communication volume) for each candidate cluster. Using these centroids, the algorithm forms a fixed number of clusters to ensure that the number of clusters is not greater than the number of processors. However, finding eligible pairs of processes and/or clusters is very expensive [4]. This algorithm is unable to cater for Rhoda’s module replication, and, in the worse case, it may not converge.

A Module Clustering Algorithm described in [9] forms clusters to obtain the minimum inter-processor cost without considering any constraints. If the clusters meet the load balancing constraints, the algorithm terminates, otherwise a Module Reassignment Algorithm shifts modules from the overloaded processors to under-loaded processors. In the worst case, this algorithm does not converge [4], neither does it cater for module replication.

The Task Response Time Model and the Module Assignment Algorithm with Module Replications [4], were designed primarily to cater for programs with strong precedence dependencies between their modules. Although the algorithm pair caters for module replication, it was designed for a real time system and is heavily oriented towards satisfying minimal time constraints. This makes it very complex, and not well suited for general IPC cost optimization.

These algorithms and others in the literature [15,16,18,19,21,22,23, and 25], all assume that there are more components to be placed than processors. This is not typically the case for the class of Linda programs (master-worker) at which the algorithm of this paper is aimed. There are characteristically more processors than processes. It is an important aspect of the algorithm of this paper that worker processes are replicated in order to maximize processor utilization.

4 The allocation environment

Two sets of parameters are used to describe the allocation environment for the placement algorithm. The first set describes the hardware configuration to be used. In the Rhoda environment, these parameters are obtained from the Helios Resource Map.

\[ n \] the number of transputers in the network.
\[ Td(n,n) \] the connectivity matrix of the transputers in the network. The matrix element \( Td[i][j] \) has a value of 1 if the nodes \( i \) and \( j \) are connected directly. The other element values denote the shortest distance between nodes with no direct links. This distance is calculated in terms of the number of intermediary hardware links.
\[ N(n,p) \] peripheral connectivity matrix for the transputer nodes \( (p = \text{number of peripheral controllers in the network}) \). This matrix describes the nodes in the network that control peripheral devices.

The second set of parameters used to describe the allocation environment characterizes the application program. In the Rhoda environment, these parameters are obtained from a TS analysis module and a cost pre-processor (both part of the compilation pre-processor stage [6]). The following information is gathered in this way:

Physical parameters:
\[ M(n) \] maximum load vector for the transputers in the network.
\[ I(n) \] Initial load vector for the transputers in the network.

Module information:
\[ m \] the number of unique components of which the application program is comprised.
\[ C(m,n) \] a matrix of data transmission costs between the components to be placed. Each cell \( C[i][j] \) denotes the communication cost between components \( i \) and \( j \).
\[ E(m) \] the component load vector. This vector gives the processing cost of each process of the application program and each tuple group.
\[ R(m) \] the component replication vector. A vector element \( R[i] \) denotes the number of instances of component \( i \).
\[ H(m) \] components peripheral hardware requirements vector. This vector specifies the particular hardware requirements (if any) of each component.

5 The allocation problem

The Rhoda allocation problem has been formulated as an optimization problem over the space defined by the transputer network and the components to be placed.

Let \( v \) be number of clusters formed, where \( v \leq n \), \( x_{ij} \) denote inter-cluster communication between \( i^{th} \) and \( j^{th} \) cluster, \( t_i \) denote the possible maximum load permitted
for each cluster, and
\[ O_i \] denote the load of cluster \( i \).
The total inter-cluster communication cost, \( Q \), will be represented by
\[
Q = \sum_{i=1}^{v} \sum_{j=i+1}^{v} x_{ij}
\]
An ideal solution to the placement problem requires that conflicting requirements be satisfied. On the one hand we would like to have an optimally balanced processor load, but this might be achievable only if we are prepared to move large traffic volumes in the network. On the other hand, clustering components to reduce the traffic volumes might produce unbalanced processor loads. Some compromise is necessary, and this is achieved by allowing approximate rather than demanding exactly balanced processor loads.

Let \( \alpha \) be the tolerance accepted for a balanced cluster load. Typical values for the algorithm of this paper will be between 10% and 20%.

The objective of the algorithm is to find the allocation vector \( P(v) \) such that \( Q \) is minimised subject to the following constraints:
\[
\forall i : \alpha_i \leq O_i \leq \alpha_i + \alpha_i
\]
and
- no component is replicated within the same cluster (which would result in pointless context switching),
and
- no tuple group is replicated within the system (which would produce an obvious inconsistency error).

6 Broad outline of the allocation algorithm

The steps involved in the heuristic placement algorithm are as follows:
1. Acquire the relevant application description parameters.
2. Extract the hardware description parameters from the resource map.
3. Verify that any replications required by the vector \( R \) can be accommodated in the physical network while satisfying the replication constraints (i.e. no two identical components may be assigned to the same cluster and no tuple group may be replicated). If the required replication cannot be accommodated by the network, report an error and stop.
4. Modify the communication cost matrix \( C \), component load vector \( E \), and the peripheral hardware requirements vector \( H \) to contain entries for each replicated instance of a program component.
5. Group the components into clusters.
6. Balance the cluster loads to satisfy the tolerance criteria.
7. Calculate the inter-cluster communication costs for the clusters.
8. Allocate clusters that need certain fixed processors using the peripheral connectivity matrix \( N(n,p) \), and the components peripheral requirements vector \( H \).
9. Assign the remaining clusters using the transputer connectivity matrix \( Td \) such that the total IPC cost is minimised.

It is necessary for the algorithm to test whether the network can accommodate the required replications, since the vector \( R \) is supplied to the algorithm. To do this the algorithm first forms clusters without replications in step 3. An examination of the placement components in each cluster, their processing costs, the cluster loads, and the processor loads, makes it possible to decide whether or not the required replication is feasible.

7 An example of process replication

Figure 1 illustrates the process graph of a simple Linda matrix multiplication program. \( M \) denotes the master process, \( W \) denotes the worker process, and \( g0,...,g4 \) denote five unique tuple partitions. For illustration purposes, the exact contents of each tuple group is unimportant. In a real matrix multiplication implementation, \( g0 \) and \( g1 \) might be used to distribute row and column information, \( g2 \) to distribute matrix size information, \( g3 \) to distribute requests for work to be done (eval tuples), and \( g4 \) to return results. The arcs denote information flow and coupling between the components.

![Figure 1 - A process graph of a Linda program for matrix multiplication.](image)

Figure 2 depicts the process graph after replication of the single worker shown in figure 1. Traffic loads have been re-distributed. The processing costs of the master process and tuple groups remain the same as they are not replicated. Similarly, the communication costs of process \( M \) with the tuple groups remain the same. Because the replicated worker processes continuously look for tasks at run time, just like the single worker process, each worker process is assigned the processing cost of the single worker.

Re-distributing the traffic between tuple groups and
the replicated processes entails determining whether a
tuple group will share its traffic between the replicated
workers or will increase the network traffic as the number
of workers increases. The latter occurs when each
replicated process needs its own copy of global data.
Under such circumstances, even if the network has a high
degree of connectivity and many processors, this increased
traffic cost may outweigh the advantages of further
replication. Determining such circumstances falls outside
the scope of this work and is therefore not considered. In
figure 2, \( g_0, g_1, \) and \( g_4 \) share their traffic from figure 1,
while the global traffic from \( g_2 \) and \( g_3 \) must be
transmitted to each new worker.

![Figure 2 - The matrix multiplication process graph
after replication](image)

Inspection of the process graph reveals that a tuple
group communicates with every process. This suggests
that a tuple group should be clustered with the process
having the heaviest communication.

8 Cluster allocation in more detail

Typically, the processing costs of Rhoda application
processes are heavy in relation to those of tuple groups.
A process can therefore be clustered with a number of
tuple groups. Communication costs are expected to be
reasonably small in relation to processing costs (the
approach of this paper is aimed at coarse grained
applications), but are the dominant costs that must be
minimised for an efficient Linda transport layer. The
clustering algorithm therefore aims to minimise the inter­
cluster communication costs. The algorithm starts with a
cluster and assigns components until the cluster is full or
no suitable component can be found. The algorithm then
proceeds to create new clusters until no more clusters can
be created. The main steps in the algorithm are as
follows.

1. Initialise the cluster loads.
2. Select an attached component (a component that
   requires a specific processor) using vector \( H \) as a
centroid (component to be used to select tuple groups
   for this cluster). If there is no attached component,
   then select a component.
3. Update the current cluster load.
4. Select the unassigned tuple group with the highest
   communicating cost that has not already been
   considered for this centroid. The communicating cost
   becomes a candidate inter-module communicating
   (IMC) cost (the communication cost between modules
   resident on the same processor). If all tuple groups
   have already been considered, start a new cluster by
   repeating step 2.
5. Check if the combined load of the selected tuple
   group and the current cluster satisfy the tolerance
   constraint. If not, select the next tuple group by
   repeating step 4.
6. Obtain the highest communicating cost (cut-cost) of
   this tuple group with the other components which are
   not part of this cluster. Compare the cut-cost with the
   IMC. If the IMC is less than the cut-cost, discard this
   candidate and select the next tuple group by repeating
   step 4.
7. Cluster the tuple group and update the current cluster
   load. Repeat from step 4 until no more tuple groups
   can be located for the current cluster.
8. Repeat steps 2 through 7 until all the components
   have been clustered.

The process graph and table in figure 3 illustrate how
the components in figure 2 would be clustered by this
algorithm. In this example, process \( M \) needs an I/O
device. The node controlling the I/O device has an initial
processing load of 20 and a maximum load of 110. The
other nodes in the network all have an initial load 0, and
a maximum load of 100. A minimum inter-cluster
communication cost and a reasonable processor load
balance is achieved when all tuple groups are grouped
with process \( M \).

Tuple groups which are not clustered constitute
clusters on their own. These tuple groups are assigned to
the main clusters when cluster loads are balanced. The
algorithm is therefore guaranteed to converge.

9 Cost functions required

The success of the Rhoda process placement algorithm
relies on the quality of the initial cost functions. Some of
the costs which have to be estimated at compile time are:
- the communication costs between the components to
  be placed,
- the processing costs for the application processes and
  the tuple groups, and
- the initial and maximum loads for the transputer
  nodes in the network.
These estimates are currently supplied by the programmer in the working Rhoda system. The literature does not give much guidance on estimating processing costs and communication costs at compile time. Vranes [24] suggests lines of machine language instructions as an estimate of processing cost, and Chu et al. [5] suggest using branching probability and loop frequencies. Sarkar [20] suggests a more sophisticated execution profile system for SISAL based on frequency and size counts for functions. An investigation into the behaviour of Rhoda programs is currently under way at Rhodes University with the aim of automating this aspect of the preprocessor stage as well.

10 Observations and conclusions

We have presented a new placement algorithm for the Rhoda system. This heuristic algorithm allocates components to nodes in a transputer network with an arbitrary topology. The allocation is carried out in two phases: first logically clustering the components, and then placing the clusters on the transputer nodes. The algorithm operates under the following constraints:

- it is aimed at programs which solve coarse grained problems,
- it does not suggest a topology (Connections between processors are fixed beforehand and all have identical capacities. The algorithm works for arbitrary topologies, but does not suggest an ideal topology.).
- it assumes each node in the network is capable of running a TS server, and
- it assumes all cost functions are supplied beforehand.

Linda has no direct support for precedence relationships. Consequently, the algorithm of this paper does not cater for precedence relationships. Explicit code in the application program is needed to cater for precedence relationships or to implement the scheduling of such processes at run time.

This work has been tailored to the specific characteristics of parallel Linda programs, but remains language independent (Linda is not a language but a language add-on). The algorithm can be included in future language pre-processors for the Rhoda system.

Empirical evaluation of the algorithm has been limited since the distributed TS-managers which support the run-time process distribution of the placement algorithm are still under development, and do not yet support the full functionality of the placement output. In addition, the system has only been tested with relatively small numbers of processing nodes (up to 16), and its performance in massively parallel environments is not guaranteed to be as good. However, since the goal of the placement algorithm is to replace the existing manual approach with an automatic technique at compile time, the new algorithm was evaluated by comparing its efforts with the manual placements of Linda programs selected from the three classes of Linda programs which have been identified [2]. In all tests [8] the placements achieved were found to be as good as the best hand tailored placements known (the measured speedup was at least as good). Figure 4 shows the speedup attained as the number of worker processes is increased for two benchmark applications.
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