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PROCEEDINGS

Guest Editor: Judy M Bishop

Persetel

Organised by the SA Institute of Computer Scientists
in association with the Computer Society of SA

Sponsored by Persetel and the FRD
When the first SA Computer Symposium was held at the CSIR in the early eighties, it was unique. There was no other forum at the time for the presentation of research in computer science. In the intervening decade, conferences, symposia and workshops have sprung up in response to demand, and now there are several successful ventures, some into their third or fourth iteration. Each of these addresses a specific topic - for example, hypermedia, expert systems, parallel processing or formal aspects of computing - and attracts a specialised audience, well versed in the subject and eager to learn more. For the main part, the proceedings are informal, and certainly not archival.

SACRS, though, is still unique, in that it deliberately covers a broad spectrum of research in computing, and in addition, seeks to provide a lasting record of the proceedings. To achieve the second aim, we negotiated with the SA Institute of Computer Scientists for the proceedings to form a special issue of the SA Computer Journal, and the copy you have in front of you is the result. The collaboration between the symposium committee and the journal’s editorial board placed high standards on the refereeing and final presentation of the papers, to the symposium’s benefit, while we were still able to maintain a fresh, audience-oriented approach to the selection of papers.

This is SACJ’s first such special issue, and the largest issue (at 145 pages) to date. We hope that it is only the beginning of future such collaborations.

In all 29 papers were received, all were refereed twice, and 19 were chosen for presentation by the programme committee. All the papers were thoroughly revised by the authors on the basis of the referee’s comments, and the committee’s suggestions aimed at making the material more accessible to a broadly-based audience. Papers had to be new, and not to have been presented elsewhere, a requirement that is still unusual within the SA conference round.

A third goal of SACRS has been to invite keynote speakers, usually from overseas. This year, we are fortunate to present Dr Vinton Cerf, the father of the Internet and a world-renown expert on computer networks. Although his paper is not available for this special issue, it will appear later in SACJ. Through the good offices of Professor Chris Brink of UCT, we also have three other speakers from Germany, Canada and the US adding interest to the event, and two of their papers appear in this issue.

The programme committee originally devised a theme for the symposium - "Computing in the New South Africa". We received several queries as to the meaning of this theme, but unfortunately few papers that addressed it directly. One prospective author went as far as to enquire whether computer research would survive in the new South Africa. Another felt that his work was definitely not in the theme, as it was genuine, old world, basic, theoretical science! Nevertheless, there are two papers that consider one of South Africa’s key issues, that of language. Others look at the success we have achieved in applying technology to mining, and the future of low-cost operating systems. In all, the mix of papers represents a balance between the theoretical and the practical, the past and the future, all firmly based in the computing of the present.

Organising the symposium has involved the hard work of several people, and I would like to thank in particular

• Derrick Kourie, my co-organiser, and the editor of SACJ for his invaluable advice and hard work throughout the planning and implementation stages;
• Riel Smit, the production editor, for attaining such a high standard in such a short time for so many papers;
• Gerrit Prinsloo and the staff at the CSSA for their efficient and quite delightfully unfussy organisation;
• Persetel for their very generous sponsorship of R25000, and Tim Schumann for taking a genuine interest in our events;
• the Foundation for Research Development for sponsoring Vint Cerf’s visit;
• and finally the Department of Computer Science of the University of Pretoria for providing the ideal working conditions for undertaking ventures of this kind, and especially Roelf van den Heever for his unfailing encouragement and support.

Judy M Bishop
Organising Chairman, SACRS 1992
Guest Editor, SACJ Special Issue
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Abstract

Unlike the relational model, there is no universally accepted object-oriented data model. This has led to systems being defined in an ad-hoc manner, with the resultant difficulty of determining exactly what features are provided in any particular system as well as how these features are interpreted. We define an implementation-level data model which supports all the essential features required of any object-oriented database in a uniform, consistent and extensible way. User-level data models can be implemented on top of such a system, or can be compared in terms of it.
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1 Introduction

While relational database systems have proved to be successful in modelling traditional business applications, they have been found to be inadequate for modelling emerging applications such as CAD/CAM, office automation, scientific databases, and hypertext, for example. Object-oriented database systems are claimed to provide the necessary modelling power for such applications, while also offering superior performance to relational systems [4].

One advantage of relational systems, however, is their dependence on a single, simple, formal data model, which means that specific implementations of relational database systems can be relatively easily compared against this model as well as another. No such model exists for object-oriented databases; indeed, authors such as Maier have argued that there cannot be such a model [7].

Nevertheless, a number of researchers and developers have attempted to define the major features which any object-oriented database system must possess [1]. We have incorporated most of these features in an implementation-level data model in a uniform and consistent way, allowing extensibility for other features which may be considered important for particular application domains. The intention is that such a system can be used both to implement specific user-level data models, and to compare existing data models in terms of their translation to our model.

In the Object-Oriented Database System Manifesto [1], the mandatory features for an object-oriented database system are listed as: complex objects, object identity, encapsulation, types or classes, type or class hierarchies, overriding, overloading and late binding, computational completeness, extensibility, persistence, secondary storage management, concurrency, recovery and reliability, and an ad-hoc query facility. At the present stage of our system, the last four features have not yet been included. Optional features in the manifesto are given as: multiple inheritance, type checking and type inferencing, distribution, design transactions, and versions. We provide the first two of these, while the last three may only be required in specific application domains, in which case they can be added to the system.

By defining everything as an instance through the use of complex data structures and metatypes, the model is uniform and allows for dynamic extensibility. The latter is also provided for by the creation of new types, generic types, and extensible base types. The correctness of the system is achieved by typing all instances and type checking all operations.

The rest of the paper is organised as follows. In the next section, we describe the principal features of our model. This is done by means of a number of examples modelling a publication database. The fundamental features of the model include types and subtypes, instances, methods, metatypes, and generic types. These are then used to define a particular implementation model, a so-called exemplar. In Section 3, we briefly describe the implementation of the model. Our conclusions are presented in Section 4.

2 The Data Model

The model is based on three components: a structure system, an object system, and a type system. The structure system defines the various forms of values which may occur in the database. The object system provides the mechanism for modelling entities in the real world by allowing the persistence of objects as well as a means of uniquely referencing and manipulating them. A type models a concept in the real world. Each type has a set of entities associated with it, whose structure and behaviour are defined by the type. These three systems form the foundations for defining the data model. They are used in an exemplar to define a realization of the concepts specified in the type system.

Figure 1 illustrates the structure of the model. At the bottom level are the foundations which specify the general requirements and constraints of an object-oriented system. The exemplar is defined by making use of the constructs and
The concept of a conference proceedings is modelled in the system by a type. A type defines the structure for its instances and the operations which may be performed on them. For example, type Proceedings is defined as follows:

```
(Type,
 (name:='Proceedings',
  state:={Proc1, ...},
  objects:={Proc1, ...},
  contents:List((work:=>Paper,
                pages:Product(Int, Int)),
               issn:String,
               conf-add: String, conf-date: Date))
```

The type has a name, 'Proceedings', which is used to identify it symbolically. The state of the type is used to define the structure of its instances. The state makes use of a structure which is defined in the structure system. These structures are similar to data types found in programming languages, with '\>' denoting an object reference. The data structures have been based on those of Schmidt [8], who defines record, product, disjoint union, and function constructors, along with assembly and disassembly operations. Some of these constructors have also been defined by Cardelli and Wegner [3], with the addition of subtyping rules. These rules form the basis for the subtyping rules used in the structure system. Ordinal types, ranges and enumerations are based on Ada, Pascal and [3]. The array and method constructors have been adapted from record and function constructors respectively.

The Proceedings type has a set of methods defined for it, which can be used to perform operations on its instances. The methods are stored in the behaviour attribute of the type. The objects attribute stores references to objects which are instances of a conference proceedings, as described in the next section.

The concept of a type captures the properties of an abstract data type: it is an intentional specification of its instances through the use of a data structure and is used in the type checking process. Classes are not defined in the system, but the extensional specification of a class is found in the type, in that each type stores a reference to each of its objects. The system provides extensibility by allowing the user to define new types at will, which have the same status as the system-defined types. The system also allows new
base types to be added which also share the same status as other types.

As can be seen in the previous example, a type also stores references to its subtypes and supertypes. Subtyping is a mechanism provided by the system that allows us to model specialization of concepts. For example, the general concept of an edited publication is some form of printed matter which has a title, a date when it was published, an organization that published it, an editor and a list of articles which appear in it. The concept of a conference proceedings is a specialization of this concept, since it has all of the properties of an edited publication, as well as additional properties such as the conference address and date. The Edited Publication type is defined below.

\[
\text{(Type,}
\begin{array}{l}
\text{name:- 'Edited Publication',} \\
\text{state:- Product(\{Type,} \\
\text{\textbf{title:- String,}} \\
\text{\textbf{date:- Date,}} \\
\text{\textbf{publisher:- \Rightarrow Organization,}} \\
\text{\textbf{editor:- \Rightarrow Person,}} \\
\text{\textbf{contents:- List((work:- \Rightarrow Paper,}} \\
\text{\textbf{\textit{pages:- Product(Int, Int))}}}) \\
\text{\textbf{behaviour:- \{\ldots,}} \\
\text{\textbf{objects:- \{\ldots,}} \\
\text{\textbf{subtypes:- \{Edited Book, Proceedings,}} \\
\text{\textbf{Journal, Magazine},}} \\
\text{\textbf{supertypes:- \{Publication\}\\})}
\end{array}
\]

The Edited Publication type stores a reference to each of its subtypes in the 'subtypes' attribute. Likewise, the Proceedings type stores a reference to each of its supertypes. As can be seen, Proceedings is a subtype of both Edited Publication and Periodical. The subtyping relationship between types gives rise to the subtyping hierarchy, which depicts the inheritance that occurs between types. In Figure 3, we illustrate subtyping between the various types which are used to model the concepts of publications, reference lists and articles.

The term subtyping is in keeping with the use of types and type checking by the system. The various forms of inheritance identified by [1] are all supported by the subtyping mechanism. The data structure used in a subtype must be a subtype of the data structure used in the type. This allows the methods defined in the types and supertypes to be inclusion polymorphisms as defined by [3]. The uniformity of the system is also evident in subtyping, since all types, including base types and generic types, may have subtypes defined for them.

**Instances**

While a type models a real world concept in the system, instances are used to model specific cases of those concepts. The following SIGMOD proceedings is an instance of the conference proceedings concept.

\[
\text{(Proceedings,}
\begin{array}{l}
\text{\textbf{title:- 'Proc. 1990 ACM SIGMOD Int. Conf.}} \\
\text{\textbf{on Management of Data',}} \\
\text{\textbf{date:- 1/6/90,}} \\
\text{\textbf{publisher:- Pub1,}} \\
\text{\textbf{editor:- Person2,}} \\
\text{\textbf{contents:- \{\textbf{work:- Paper1,}} \\
\text{\textbf{\textit{pages:- (1, 35)), \ldots,}} \\
\text{\textbf{issn:- '2367-34578', \ldots \}}}
\end{array}
\]

The instance stores all of the information relating to the publication in the real world which it is modelling. This information is stored in a value which is defined by the structure in the type's state. For example, the title of the proceedings is stored in the attribute 'title' and has the string value 'Proc. 1990 ACM SIGMOD Int. Conf. on Management of Data'.

In accordance with the terminology for types, we have termed the concept of an object which is found in the literature, an instance in our model. Instances are split into two disjoint groups: objects and values. An object is an instance of a type's data structure, may exist as an independent entity, and contains information regarding its type.

The object system is used to capture the basic properties of an object and its operations. The concept of object identity and the object operations which are used in the model are based on those defined by Khoshafian and Copeland [6]. An object in the system corresponds directly to the entity it is modelling in the real world. The object reference structure is used to reference objects, to create relationships (weak references) between objects, and to
share components among objects as discussed by Zdonick and Maier [9]. An object's identity is used as a means of referencing it. The Proceedings type stores the identities of all of its objects, in the 'objects' attribute. The 'publisher' and 'editor' attributes also contain object references, to 'Organization' and 'Person', respectively. The references must be consistent and the concept of Nil is defined to avoid dangling references.

Objects are the only persistent structures: if something is to persist, it must be defined as an object. There are also temporary objects which enjoy the property of identity but do not persist. Once an object has been declared as persistent, the system ensures that the object is loaded from and saved back to disk.

A value, on the other hand, is dependent on the context in which it is used, such as a variable or as a component in a larger structure. Since the information regarding a value's type can always be obtained from its context, this information need not be stored in the value. A value is also defined by the data structure in its type, but omits the portion of information regarding its type.

Not all instances used in the system require the modelling capabilities of an object. The distinction between objects and values is made to allow for values which do not require persistence or an identity, and hence the additional overhead.

In the publication example, the entities in Figure 2 are modelled in the system by the objects depicted in Figure 4. Each object stores the information regarding the entity in the real world which it is modelling and also stores the identities of other objects to which it is related. The Paper1 object stores the identity of ACM proceedings Procl in its 'appearsIn' attribute. This models the relationship which exists between these two objects.

Methods

The operations defined for an instance are specified in its type as methods. To use a method, we pass a message to the object specifying that it must perform the operations defined in a specific method. For example, a Print method is defined for type Proceedings in our method language as follows. It makes use of the conditional if statement and also relies on Print methods which have been defined in other types, viz., String, Date, Person, Organization, etc.

(Method[Owner:- Proceedings, Param:- Boolean, Result:- Nil],
   (name:- 'Print',
    source:- ' 
    /* 
    \nProceedings: '.Print;
    this.title.Print;
    \nDate of Publication: '.Print;
    this.date.Print;
    \nPublished by: '.Print;
    this.publisher.Print;
    \nConference Address: '.Print;
    this.conf-add.Print;
    \nConference Date: '.Print;
    this.conf-date.Print;
    if (param) |
    | \nEditor: '.Print;
    this.editor.Print;
    \n: ISSN: '.Print;
    this.issn.Print;
    \n: Papers: '.Print;
    /|
    | \n'.Print;
    /|
    code:- ...));

The Print method is defined for instances of type Proceedings and requires a boolean parameter. The parameter is used to specify either a full printout or a brief printout. This method is used by passing the Print message to an object, say Procl, which performs the operations specified in the method. The following message pass requests the Procl object to perform a full printout according to the actions of the Print method which is defined in its type.

Procl.Print(true)

A method is defined by a method structure which forms part of the structure system. Since a method is defined by a structure, it is a value and may be treated like all other values. The methods in the system are defined as objects of a special type called Method. The reason for
doing this is to make use of the same constructs which are defined for instances, thereby providing a uniform means of dealing with both methods and instances. An object is the only persistent construct in the system and by making the methods objects, we can store them in the system. By using the identity provided by objects, methods can be referenced from the types in which they are defined and do not need to be stored as part of the type structure. Identity also allows us to reference specific methods, even if there are other methods with the same name (overloading). Since methods are first-class values, there are also operations, such as compile or edit, which can be performed on them.

The operations of the method language are specified either by an operator symbol or by the name of an operation. All named operations which are defined for structure values as well as messages defined for instances make use of the message passing syntax, i.e. the instance or value, a dot, the name of the operation or method and an optional parenthesized parameter. The dot operator is also used for every value in a set or list, yielding a set or list containing the result is a hierarchy of types and instances. An object is the only persistent construct in the system and only one form of instantiation, such as, between type and instance, metatype and type, meta-metatype and metatype, and so on. The metatype concept allows us to have various levels of identity and associated referencing mechanism. An object stores its typing information by storing the identity of its type. The subtyping relationship between types is specified by each type storing the identity of other types in either its 'subtypes' or 'supertypes' attribute. The name of a type is used as a symbolic reference to a type and forms part of a database with object identity. The metatype concept provides the system with a reflective means of definition, giving it the power and flexibility to adapt to changes and new requirements as they arise. The metatype concept also allows the system to treat types as objects.

Metatypes allow us to achieve uniformity in another respect. All types in the system are defined as objects. Like methods, they are also stored as objects and may be referenced by an identity. Thus, there is only one persistent construct in the form of an object and only one form of identity and associated referencing mechanism. An object stores its typing information by storing the identity of its type. The subtyping relationship between types is specified by each type storing the identity of other types in either its 'subtypes' or 'supertypes' attribute. The name of a type is used as a symbolic reference to a type and forms part of the name space. But essentially all types are referenced by their identities.

The type concept gives rise to the instantiation mechanism, whereby an instance is instantiated from its type. The metatype concept allows us to have various levels of instantiation, such as, between type and instance, metatype and type, meta-metatype and metatype, and so on. The result is a hierarchy of types and instances.
Generic Types

The idea of a generic type originated from the generic template defined by Ada, while some of the typing structures are based on the parametric polymorphism structures defined in [3]. The model provides structures for defining generic parameter lists and hence generic types.

The generic types can be viewed as a means to extend the set of constructors provided by the system. A constructor may be applied to any set of types and yields a structure with certain basic properties that are independent of the component structures. A constructor also has a set of operations to manipulate its values, once again independently of the component structures.

A stack can be defined as a generic type by internally using a list. The values stored in the stack (the list) are defined in terms of a generic parameter called Data. The generic type Stack is defined as follows:

```
(TypeGen,
 (name: 'Stack',
 state:- Product(=>TypeGen,
 (value: List(Data))),
 behaviour:- {Pop, Push, Empty, ...},
 objects:- (Stack1, Stack2, Stack3),
 subtypes:- {},
 supertypes:- {InstGen},
 generic:- [Data: Struct]))
```

The structure of an instance is defined by a list of values which have the Data parameter. The operations such as Pop and Push which are used to manipulate a stack are also defined using the generic parameter. The resulting generic type can be conceptualized in the same manner as the list constructor, and may be used in the same way. For example, a list of people and a stack of people are denoted as follows:

```
List(=>People)
Stack(Data: =>People)
```

The generic parameter Data is replaced by the object reference to people throughout the type. With the use of subtyping and since the generic types are treated basically like any other type, it is possible to define a subtype of a generic type. If we view generic types as defining constructors, then it is possible for us to specialize constructors in this way.

Exemplar

The structure and object systems provide the constructs for defining an object-oriented database model. The type system specifies the constraints which must be satisfied in order for the model to be object-oriented. We have defined such a data model which we term an exemplar, since it is not unique (there are many other models which can be defined that satisfy the constraints).

The concept of a type is defined in the system by the metatype Type, which defines the structure of types and the messages which may be passed to them. Since Type is a metatype and since we treat all types as instances, there must exist some other type of which Type is an instance. Since Type defines all types, we have defined it as its own instance. Thus, Type forms the root of the instantiation hierarchy. The model also requires that everything be an instance, to which end we have defined a type Instance. This defines the general structure of an instance and forms the root of the subtyping hierarchy, since every type is required to produce instances. Because Instance is a type, it is an instance of the type Type. Type is also required to produce instances, therefore it is also a subtype of Instance.

From these principal two types, the other types used in the model are defined. These include generic types, method types, base types and the types used specifically for the application, such as type Proceedings. The instantiation and subtyping hierarchies are depicted in Figure 5. The nodes in the graph are objects, while each plane contains different classes of objects. The Metatype plane contains only metatypes. The Types plane contains ordinary types, which excludes metatypes. The Instances plane contains all ordinary instances and thus excludes all types. A dotted arrow denotes instantiation and is read “X is an instance of Y,” while a solid arrow denotes subtyping and is read “X is a subtype of Y.”

In summary, the system provides uniformity because types and methods are treated as objects. Thus there is only one form of identity and one mechanism for persistence. Everything is referenced and stored in the same way, which makes the system simple in this respect. Through the use of metatypes, the system is flexible and may be extended by defining new base types and ordinary types. The set of constructors for the system can also be extended by defining new generic types.

3 Implementation

We have implemented the following data structures and their corresponding values: base, record, product, set, list, method, reference structure, and higher-order structures. Enumerations, ordinals, sums and arrays have not been implemented. There are also operations for comparing values for equality as well as structures for equivalence.
and subtyping. The operations defined in the model for each structure have been implemented. These structures and values, together with their operations, form the kernel of the system.

For each constructor in the structure system, we define a memory and a disk representation for its structures and corresponding instances. The structure system is data type complete, which means that any structure can be used as a component in any other structure. Thus the memory representation of a structure is usually in the form of a tree. Unlike the memory representation, the disk representation of a structure is stored in a sequential format, which corresponds to a depth-first traversal of the memory representation.

The object system implements the identity and persistence of objects. It consists of an object table structure for storing the objects and an interface for manipulating them. The object table consists of a hash table onto which balanced binary trees are chained. The hash function is used to split the identities into disjoint sets. Each set of identities is represented by a balanced binary tree and is accessed from the hash table. Each node in the tree contains the identity of an object and a pointer to the value for the object. Thus, an object in the model is implemented by this identity and the value to which it is pointed.

There is also a name table and manager which together implement the name space associated with the database. The name table stores unique identifiers and corresponding object identities. These names may then be used in methods to access the objects. In the present implementation, the name space has been limited to the names which are used for types.

When a session begins, a particular database is selected and loaded into memory. This process involves reading the identities of the objects and their values, and generating the memory representations of object values. As each object is generated, so the associated node in the binary tree is also generated. At the end of the session all objects are transferred back to disk with their identities. Obviously, a more sophisticated mechanism would be required in a production database system.

The method language allows all of the operations defined in the model as well as the formulation of complex data values and simple control statements. A compiler type checks the method language and then generates code for an abstract machine. Compilation occurs in the context of a method structure and the database. The method structure is used to type check the recipient of the message, the parameter value, and the result of the method. The database is used to check the types used in the method and messages which are passed. Type checking ensures that the operations are correct; when static type checking cannot be performed, dynamic type checks are generated. Also included is a type resolution process which is used to infer the typing of untyped values.

The purpose of type resolution is twofold: first is the inference of typing structures, and the second is the checking of expressions for type correctness. Due to the relative simplicity of the method language syntax, the resolution of typing is far more complex. The typing process makes use of typing structures to store the typing information generated by the expressions as they are parsed. These structures are then used by the type checking and resolution processes to determine the correct typing of values. For example the following operation must be resolved to determine the structure of the components in the list.

\[ J_1, J_2, J_3, J_4, \ldots \] <= .Date

Once this structure has been determined, the appropriate Date message can be located if it exists. From this, the structure of the resulting list can be determined.

The compiler has been written with the aid of Lex and Yacc and comprises approximately 12 000 lines of C code. The compiler produces code which is the value associated with a method structure. This code is defined for an abstract machine which operates on the database. The abstract machine defines the primitive operations for data structures, control structures, message passing and special operations which may be linked to the system. The abstract machine is a stack machine with six-address code that is an extended form of three-address code. The primitive operations which are defined in the model are implemented generally by instructions or templates of instructions in the machine code. The complete abstract machine is defined in [2].

The implementation of our model shows that it is possible to provide all the data model features of an object-oriented database system in a uniform manner, while allowing for extensibility. The system has been developed on a 386 machine and presently comprises approximately 40 000 lines of C code.

4 Conclusion

In this paper we have presented a model for an object-oriented database and its associated implementation. The model provides a powerful set of structures and extensible types which can be used to store data in a manner which corresponds naturally with the entities being modelled. The system is easier for the user to conceptualize because of this direct correspondence between objects in the system and entities in the real world. Through its extensibility, it can adapt to keep pace with changes as they occur. By making use of higher-order and meta constructs, such as higher-order structures in the structure system, metatypes and generic types, we have specified a data model that is reflective and uniform. The model is totally extensible, since new types may be defined at will, base types may be implemented outside the system and then linked into the system, metatypes may be used to extend the types in the model, and generic types can be used to extend the constructors which the model provides.

The model supports modularity and encapsulation which make the maintenance of an application simpler. A type contains the implementation of its instances. All operations are performed by methods defined in the type's behaviour; thus all access to the internal structure of an instance is localized to its type.

SACJ/SART, No 7, 1992
The implementation has demonstrated the suitability of the constructs in the model. It has provided a means of representing the values defined in the structure system, both in memory and on disk. A simple language has been defined to express the operations of the model. The constraints of the type system and the validity of operations are checked by type checking and type resolution processes. The compiler performs these operations and produces code for an abstract machine, which has been defined with operations to manipulate the database and to perform dynamic type checks.

Clearly there are a number of features omitted from the system which form natural extensions to it. The database features of reliability, concurrency and recovery are missing and are essential for turning this system into a full database management system. The model can also be extended with a number of the features found in other systems, such as versions, composite objects and histories.

As far as the implementation is concerned, future work first involves the implementation of all the abstract machine instructions. The next step is to implement all of the structures which are defined in the model. A user-friendly interface is also required on top of the system to access databases and to perform operations such as queries. The system also lends itself to a graphical browser which can be used to navigate from one object to another while inspecting its contents. Finally, a debugger for the abstract machine will be essential once more complicated code is written.
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