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NOTE FROM THE EDITOR

After an absence of two years we are happy to announce that we are now in a position to continue the publication of Quaestiones Informaticae. The first Volume of QI consists of three numbers, and appeared during the period June 1979 till March 1980 under the editorship of Prof Howard Williams. Because Prof Williams took up a post at the Herriot-Watt University in Edinburgh, he had to relinquish his position as editor. The Computer Society of South Africa, which sponsors the publication of QI, appointed me as editor, whereas Mr Peter Pirow took over the administration of the Journal. The editorial board functions under the auspices of the Publications Committee of the CSSA.

The current issue is Number 1 of Volume 2. It is planned to publish altogether three issues in the Volume, with most of the papers coming from the Second South African Computer Symposium on Research in Theory, Software and Hardware. This Symposium was held on 28th and 29th October, 1981. At present it appears that most of the material published in this Journal comes from papers read at conferences. We invite possible contributors to submit their work to QI, since only the vigorous support of researchers in the field of Computer Science and Information Systems will keep this publication alive.

G WIECHERS

November, 1983
The Design and Microprogrammed Implementation of a Structured Language Machine

G. R. Finnie
Computer Science Department, University of Cape Town

Abstract
A computer architecture is described which is suitable for the execution of structured languages (such as Pascal or Algol) at the intermediate language level. The design is heavily stack oriented and consists basically of a dual processor with one processor dedicated largely to address mapping and stack maintenance. The structure has been implemented using microprogrammable bit-slice processors.

Software development for the system includes a flexible micro-assembler and a program for the placement of micro-instructions in the two-dimensional address space of micromemory, both of which are briefly described.

1. Introduction
The increasing popularity of the structured programming languages coupled with the rise of structured programming as a useful concept for efficient program development has to some extent highlighted the disparity between the high-level concepts and the hardware constructs on which a process must be executed. In particular the Von Neumann architecture has few hardware facilities for the efficient handling of block structured languages such as Pascal, Algol or Coral 66.

This disparity has stimulated the design and development of machines suitable for the execution of such languages e.g. the Burroughs B5700/B6700 [12]. Wortman [18] has stated that the distinguishing characteristic of language directed computer design is a conscious effort to match the structure of a computer to the syntax and semantics of one or more programming languages in several ways:

(i) data structures used by programmers map easily onto data structures in the machine
(ii) control constructs in the language match control constructs in the machine
(iii) semantic errors in using the language are detected by the hardware.

High-level language computer architectures fall essentially into two classes: Direct execution architectures in which the source languages are executed relatively directly in source program form and intermediate language machines (syntax-oriented) which execute programs translated to some internal form for more efficiency of execution. The intermediate language is often some form of Polish code [5]. The Structured Language Machine (SLM) considered in this paper is designed for use at an intermediate language level.

2. Basic Architecture
The architecture of the SLM (Figure 1) is briefly described in this section. A more detailed discussion is available in [10].

The system has been built from microprogrammable two-bit slice processors (Intel 3000 series). It consists essentially of a 32-bit main processor for arithmetic/logical manipulation of data and an 18-bit slave processor for stack handling and addressing functions. Their operation is defined by a sequence of instructions from micromemory, the sequence being determined by the operation of a Microprogram Control Unit (MCU).

Both processors are under control of a single micromemory word. This dual processor organisation thus allows tightly coupled parallel operation of each processing unit with a corresponding increase in the macro-operation execution speed e.g. auto-incrementing of a stack pointer may proceed in parallel with the main processor operation. The processors are linked via their address, data and input buses and the transfer of information between them is under control of a micro-instruction field which organises the multiplexing operations.

The SLM uses a 45 bit microword which comprises 13 fields and controls all microfunctions and the I/O structure. The fields include the next micro-instruction address, function control for both processors, flag control, carry bit control and conditional clocking of the processors. The use of a masking bus (K) permits bit, byte, halfword or word addressing in the master processor.

The main memory is organised into 32 bit words with the probable addition of tag bits. The SLM is basically a one-address machine (with an 18-bit address field) with a number of zero-address operations which may be packed to one word.

The master processor and slave processor each contain twelve working registers of width 32-bits and 18-bits respectively. A number of these are used as scratchpad registers by the microroutines and the rest are used by the target machine for such functions as index registers, accumulators, loop control registers, stack pointers, etc. The latter functions are detailed in section 3.1.

3. Some High-Level Language Facilities
3.1 Stack Organisation
The SLM is intended for use with block-structured languages allowing recursion to any (practical) depth so that the natural construct which reflects the high-level structure is that of a stack. The system is based on five stacks manipulated by the microroutines.

These are: 1) Accumulator Stack
2) Index Register Stack
3) Loop Control Stack
4) Return Address Stack
5) Activation Record Stack

The concept of an activation record stack to define the current state of execution of a block structured process is well known [12]. This stack is used to link the static nesting of block or procedure activations. To some extent the components of an activation record stack may be considered as being separately
stack organised although their overall operation is defined by the movement of the activation stack i.e. all stacks involved most push or pop as the activation record stack. The first four of the above stacks may be considered as components of the activation record stack for any process in the system. The current top element of the activation record stack defines the initial point of the currently active blocks activation record. The second element of the return address stack contains the return of execution point in the enclosing process.

Most operations involving elements at the top of the stack include a default pop or push operation on the stack. Operations modifying the activation record stack involve resetting all other stack pointers to reflect the new status of the process. All stack pointers reside in the slave processor registers.

In a block structured programming language one may distinguish between the code portion and the value portion of a block which represent the program and the dynamic data storage respectively. A desirable feature of an architecture for such languages is one which facilitates the separation of the code and the data areas to allow pure procedures for re-entrant programs i.e. individual jobs must have different records of execution (execution stacks) while sharing the identical code segments. In addition the design should enable the efficient access of data elements defined within blocks containing the current block.

Block structured processes have the distinction that a value declared in any block enclosing the definition of the current block will have the value within the current block unless redeclared within this block. However, data defined within another block at the same or a lower level has no value within the current block. It is thus necessary not only to retain a stack of activation records defining the static nesting of block activations but it is also necessary to maintain a record of the accessing environment of the current block i.e. an indication of which values may be treated as defined for this block.

An example of this is illustrated in Figures 2-5.

The skeleton Pascal program in Figure 2 is used to show the sequence of procedure definitions. Figure 3 shows the logical state of the activation record stack immediately prior to calling procedure A at line 11. The dashed line indicates the access environment i.e. blocks whose data values will be defined within the current procedure and the solid lines indicate the nesting of procedure activations. Figure 4 indicates the logical state of the stack during execution of A. In this case the access environment pointer references only the EXAMPLE record since A is defined within this block.

In the SLM the nesting of process activations is controlled by the activation record pointer stack. Each element of this stack is a pointer to the base of an activation record. When a new procedure or block is entered a new activation record pointer is pushed onto the stack. The access environment control is handled by a field in the activation record defining the link to the base of the enclosing block. Addressing of data elements within a block may be defined relative to the start of the activation record. Figure 5 illustrates the detailed activation record structuring during execution of A. To facilitate fast access to most data structures a copy of the current environment base is held in a fast 18-bit register as is a copy of the global (outer-
The accumulator stack serves as a set of scratchpad registers for intermediate results during expression evaluation. The two accumulators at the top of the stack are both registers in the main processor with the accumulator stack pointer being held in the slave processor. The arithmetic and logical operations are both one and zero-address applied to the top of stack elements. They include a reverse option for the efficient implementation of non-commutative operations.

The index registers consist of an increment portion and a modifier portion with the head of the stack being the Index Register in the main processor.

The use of the stack of index registers may simplify the task of the compiler writer in accessing from multi-level structures and arrays, although such simplification may not provide the most machine efficient form of access.

Similarly, the loop control stack is intended to simplify the handling of nested loops with the top stack element being the Loop Count Register in the main processor. Depending on the features of the language being catered for its form may be relatively simple or some form of structured record may be required. For languages such as Pascal the register may be a simple counter manipulated by instructions of the 'Jump and Decrement' type. However, for languages such as Coral 66 a more sophisticated structure may be required containing information such as step size, loop termination value, etc.

### 3.2 Tagged Data

Although not currently built into the hardware the provision of tag bits appears a useful feature for the effective implementation of a number of HLL constructs. The concept of tagged architecture has appeared fairly extensively in the literature [3,4,6,7,11], particularly as an aid to HLL architectures. It essentially involves the addition of a number of bits to each memory location to provide self-identifying data i.e. any locations can be identified by class at run-time. Interpretation of instructions can thus to some extent be made data-dependent.

Modification of the existing system would not be extensive. In particular the identification of data types is relatively simple given the flexibility of the Intel 3000. The tag bits feed directly into the Microprogram Control Unit which has the facility to use these for the direct control of conditional microprogram jumps.

Currently four classes of tag are envisaged which would require an additional two bits per memory location. The classes used are similar to those suggested by Iliffe [7] and by McMahan and Feustal [11]. The data value class contains the primitive data elements used by the language e.g. integer, boolean, real, character, etc. If a type field is included for each word the individual data types could be dynamically recognised simplifying both the format and interpretation of instructions e.g. automatic type conversion, unified arithmetic instructions for reals or integers, etc.

Reference elements provide address pointers which are in fact segment descriptors of a structure of values. Again a type field may be used to indicate the data type of the referenced segment.
Basically these elements would provide links to data structures. The class of control elements are used to provide references to the code segments of a process. These may be used to extend the concept of segmentation to that of Iliffe's tree-structured address space which simplifies sharing of code, protection of code segments and the separation of parallel processes.

Instruction elements correspond to the individual process instructions. Any attempt to locate an instruction via an address reference element would lead to an addressing exception (essentially a 'data-driven interrupt').

The above four classes of tags considerably extend the power and flexibility of the system.

4. Software

A flexible micro-assembler (VAMP IRE) has been developed for use with the Intel 3000 series [15]. The assembler operates in two modes. For portability and generality an initialising phase allows the user to define a particular configuration i.e. the format of the micro-instructions as well as specifying a set of mnemonics for use with each field of the micro-instruction. This flexibility is essential for the development of systems under research conditions with the probability of design modifications. Once initialised the routine may be used to assemble mnemonic microroutines.

A routine is currently under development to control the automatic placement of micro-instructions in micromemory. This problem is non-trivial due to the two-dimensional nature of Intel control store. The address space is organised as a two-dimensional array of 32 rows and 16 columns with any location being accessed by a 9-bit address (512 locations). Each micro-instruction contains a seven-bit field specifying a conditional or unconditional jump as well as some bits for use with the address register. The address register in the Microprogram Control Unit (MCU) is modified to a combination of these jump code bits, the current register contents and certain condition bits. The location of any instruction is thus constrained by the address of its predecessor(s). This restricted form of addressing enables a reduction in the length of the micro-instruction word and a reduction in the pin count of the MCU chip.

Instructions referenced by an unconditional jump are constrained to the same row or column as their predecessor. Those referenced by conditional jumps are restricted to a fixed group of rows containing the predecessor. Depending on jump type this row group may consist of four, eight or sixteen adjacent rows. In addition the referenced instructions may be constrained to certain column groups within a row group.

Microroutines written at the assembler level are in symbolic form without regard to the final location of instructions in
memory. The placement routine then has the responsibility for allocation of memory to individual instructions. Essentially the process works with a graphical structure defining the flow of control within the microroutines. From this is extracted a set of constraints for each instruction in terms of its predecessor(s), successor(s) and siblings (for conditional jump targets). In addition an ordering and grouping of instructions into classes is obtained (in terms of probable difficulty of placement). This heuristic information is then used to map the instructions to the memory in terms of the ordering. As an instruction is placed the constraints on any related instructions are tightened (as the number of possible locations for these are reduced). The placing of sequences of unconditional jumps is of low priority as these are relatively unrestricted.

During placement a weighting is calculated for divisions of control memory in terms of the instruction load in any division and an attempt is made to place new groups into lightly loaded zones. If an instruction cannot be placed backtracking is initiated and the constraints are reconstituted for another attempt. An initial hand placement of selected micro-instructions may be used to simplify the task of the process.

5. Conclusion
The cost of hardware forms a small proportion of the total cost of a computer system with the bulk of the cost being in software development and maintenance. Most large software systems are currently written in high-level languages, often whose support concept of structured programming. Thus any advances in hardware design should enhance the use of such languages.

The Structured Language Machine is an attempt to mirror high-level features at the machine architecture level and thus facilitate the compilation and execution of block structured languages. The design should result in the production of shorter, more compact code sequences as compiler output, simpler sharing and protection of code and data segments and faster access and manipulation of sophisticated data structures than that obtained using a conventional Von Neumann design.
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