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It is with sincere gratitude that SACJ takes leave of Dr Peter Lay who, until recently, was the assistant editor dealing with Information Systems. He has left academia for what sounds like a more gentle lifestyle. (He has gone farming!) Under Peter’s stewardship the number of high-quality IS papers in SACJ grew steadily. In general, IS papers tend to be accessible and relevant to a wide spectrum of computer professionals, and the quality of IS papers that have been appearing in SACJ has significantly contributed to the increased interest being shown in the journal by the local computer industry.
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The next issue of SACJ will consist largely of a selection of papers that were presented at the 6th South African Computer symposium. The selection will be based on comments from the referees who, at the time, were asked to adjudicate the papers in terms of their appropriateness for both the conference as well as for SACJ publication. Papers which, in the opinion of one or more referees, required major revision will have to be resubmitted to SACJ for refereeing purposes. Authors will soon be contact in this regard.

At the time of writing, the updated list of "approved" publications for the first half of 1991 had not yet been released by the relevant authorities. For the sake of past, present and future contributors I sincerely hope that SACJ will be on the list when it eventually comes out. However, I have become increasingly aware that there is a real danger of laying too much store on papers published in so-called approved journals as a basis for evaluating and rewarding research. I hope to expand more fully on this theme in a future edition of SACJ. Keep watching this space!

Derrick Kourie
Editor
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Abstract

In this paper, formal grammars, specifically random context grammars, are used as a vehicle for knowledge representation in expert systems. Random context grammars and the manner in which they are used to represent knowledge are discussed. An example of a knowledge base is given.
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1. Introduction

It is generally accepted that effective representation of domain knowledge is a key to the success of expert systems [1,2]. Well known ways presently used for knowledge representation are semantic networks, production rules, frames and logic [3].

In this paper we describe a new way of presenting knowledge, based on the theory of formal grammars, specifically random context grammars [4]. In this approach, a knowledge base consists of a set of production rules, with each rule having a permitting and forbidding context, controlling the situation in which the specific rule may be used ("fired").

2. Random Context Grammars

A random context grammar (RCG) is a 4-tuple:
\[ G = (V_N, V_T, P, S) \]
where \( V_N, V_T \) and \( S \) have the usual formal language meaning. \( P \) is a finite set of rules of the form:
\[ A \rightarrow \alpha (U; T) \]
where \( A \in V_N, \alpha \in (V_N \cup V_T)^*, U \subseteq V_N, T \subseteq V_N \) and \( U \cap T = \emptyset \). \( U \) is called the permitting context, and \( T \) the forbidding context.

A production like the one above can be applied to the sentential string: \( B \ A \gamma \), resulting in \( B \alpha \gamma \) if:
- all elements of \( U \) appear in \( B \gamma \), and
- no element of \( T \) appears in \( B \gamma \).

3. Permitting and forbidding context conditions in knowledge representation rules

In our representation, we use the idea of a permitting and forbidding context in a rule to control the application of a rule to a specific word (situation). Permitting conditions will demand that certain aspects be true (present), while forbidding conditions demand that certain other aspects be untrue (not present) for any rule to be applicable.

Consider the following rules from our knowledge base presented in the next paragraph. (This knowledge base defines an animal classification system.)

1. ANIMAL \( \rightarrow \) REPTILE (EGGS; FISH, BIRD, MAMMAL).
2. ANIMAL \( \rightarrow \) BIRD (LUNGS; MAMMAL, REPTILE).

Rule 1 is interpreted as follows:

An ANIMAL (the starting symbol of the derivation), is (can be) a REPTILE if it lays EGGS (permitting context), unless it is a FISH, or a MAMMAL or a BIRD (forbidding context).

Rule 2 is interpreted as follows:

An ANIMAL is a BIRD if it has LUNGS, unless it is a MAMMAL or a REPTILE.

The motivation for this approach is that it conforms more naturally to the way a human thinks and reasons when confronted with a problem.

To prove a premise, certain aspects known to support the premise are looked for (permitting contexts), and certain aspects known to disprove the premise (forbidding context), are eliminated. If the context conditions are satisfied, the premise holds.

It is also conjectured that this approach will simplify
the process of acquiring knowledge from an expert by prompting the expert for permitting and forbidding context conditions during the process of creating the knowledge base.

4. An example knowledge base

In this section we provide an example (only partial) for an animal classification system. The example will be used in the following sections, and is presented in table 1 below.

5. Non-determinism in reasoning

In many (complex) cases, a derivation can lead to different answers, depending on the available knowledge. In an animal classification situation, an expert may deduce that a specific animal may be a leopard or a cheetah, because no more information to make the final decision is available. With even less information he may only be able to deduce that the animal is a mammal. The knowledge representation and deduction formalism presented, follows this way of reasoning because it is precisely the characteristic of a non deterministic random context grammar to end a derivation in more than one terminal symbol, depending on the derivation path and the available (or unavailable) context conditions. We therefore also feel that the derivation mechanism used by the proposed formalism agrees very naturally with that of the human way of reasoning.

6. The derivation process

In a derivation process, we start with the start symbol, say ANIMAL, together with a set of context conditions, permitting and forbidding, supplied by the user, say
- VERY-SHARP-SENSES
- TEETH-ARE-FANGS
- HAIR
as permitting conditions.

The start symbol ANIMAL, is placed on the start list. Every rule with ANIMAL as the left hand side is investigated to see if the context conditions are satisfied. If so, the rule is applied (fired).

Consider rule 1.1 in table 1. This rule's permitting context (SUCKLES) does not appear in the list above, so the rule cannot be used. The next rule considered is 1.2. Because the context conditions of this rule is satisfied by the list above (HAIR does appear in the permitting context of rule 1.2), the rule is applied, and ANIMAL is replaced by MAMMAL.

All other rules with ANIMAL on the left are also considered, to see if any other application would be possible. In this case, it would not be.

All rules with MAMMAL on the left is now investigated. In this case rule 7.1 is applicable, and after that rule 8.1. The derivation therefore looks as follows:

ANIMAL => MAMMAL => CARNIVORE => CAT.

CAT is a terminal symbol because it does not appear on the left of any rule. The derivation stops successfully.

7. Inheritance

Consider the derivation in 6. CAT was derived from CARNIVORE, therefore CAT inherits all the permitting context conditions from rules 7.2 to 7.4.

8. Implementation

A tool for knowledge representation using the formalism described above, was developed.

This tool allows the creation of a knowledge base using context conditions, and reasons according to the method described in 6.

This is a full MS-DOS-based system, providing facilities to create a knowledge base of the type described above, to make derivations, to edit the knowledge base and to explain the derivation path used.

For more information on the system, the authors can be contacted.

9. Summary

A new formalism for presenting knowledge in a knowledge base was presented. This formalism is based on random context grammars, and uses permitting and forbidding context conditions.

A full implementation of the formalism on a personal computer exists.
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### Table 1: An Example Knowledge Base

<table>
<thead>
<tr>
<th>Rule No.</th>
<th>Source</th>
<th>Permitting Context</th>
<th>Forbidding Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>ANIMAL → MAMMAL</td>
<td>(SUCKLES)</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>ANIMAL → MAMMAL</td>
<td>(HAIR)</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>ANIMAL → MAMMAL</td>
<td>(WARM-BLOODED)</td>
<td>BIRD</td>
</tr>
<tr>
<td>1.4</td>
<td>ANIMAL → MAMMAL</td>
<td>(LUNGS)</td>
<td>BIRD, REPTILE</td>
</tr>
<tr>
<td>2.1</td>
<td>ANIMAL → BIRD</td>
<td>(WINGS)</td>
<td>MAMMAL (BAT)</td>
</tr>
<tr>
<td>2.2</td>
<td>ANIMAL → BIRD</td>
<td>(BEAK)</td>
<td>MAMMAL (PLATYPUS)</td>
</tr>
<tr>
<td>2.3</td>
<td>ANIMAL → BIRD</td>
<td>(FEATHERS)</td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>ANIMAL → BIRD</td>
<td>(EGGS)</td>
<td>MAMMAL (PLATYPUS)</td>
</tr>
<tr>
<td>2.5</td>
<td>ANIMAL → BIRD</td>
<td>(LUNGS)</td>
<td>REPTILE, FISH</td>
</tr>
<tr>
<td>2.6</td>
<td>ANIMAL → BIRD</td>
<td>(FLY)</td>
<td>MAMMAL (BAT)</td>
</tr>
<tr>
<td>2.7</td>
<td>ANIMAL → BIRD</td>
<td>(WARM-BLOODED)</td>
<td>MAMMAL</td>
</tr>
<tr>
<td>3.1</td>
<td>ANIMAL → FISH</td>
<td>(AQUATIC)</td>
<td>MAMMAL (WHALE), ) ( REPTILE, BIRD</td>
</tr>
<tr>
<td>3.2</td>
<td>ANIMAL → FISH</td>
<td>(EGGS)</td>
<td>MAMMAL, BIRD,</td>
</tr>
<tr>
<td>3.3</td>
<td>ANIMAL → FISH</td>
<td>(STICKY-SCALES)</td>
<td></td>
</tr>
<tr>
<td>3.4</td>
<td>ANIMAL → FISH</td>
<td>(GILLS)</td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td>REPTILE</td>
</tr>
<tr>
<td>3.6</td>
<td>ANIMAL → FISH</td>
<td>(FINNS)</td>
<td></td>
</tr>
<tr>
<td>3.7</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td>FISH</td>
</tr>
<tr>
<td>3.8</td>
<td>ANIMAL → FISH</td>
<td>(EGGS)</td>
<td>FISH, BIRD,</td>
</tr>
<tr>
<td>3.9</td>
<td>ANIMAL → FISH</td>
<td>(TOES-ARE-CLAWS)</td>
<td></td>
</tr>
<tr>
<td>3.10</td>
<td>ANIMAL → FISH</td>
<td>(LUNGS)</td>
<td>MAMMAL, BIRD</td>
</tr>
<tr>
<td>3.11</td>
<td>ANIMAL → FISH</td>
<td>(GILLS)</td>
<td></td>
</tr>
<tr>
<td>3.12</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.13</td>
<td>ANIMAL → FISH</td>
<td>(FINNS)</td>
<td></td>
</tr>
<tr>
<td>3.14</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.15</td>
<td>ANIMAL → FISH</td>
<td>(EGGS)</td>
<td></td>
</tr>
<tr>
<td>3.16</td>
<td>ANIMAL → FISH</td>
<td>(TOES-ARE-CLAWS)</td>
<td></td>
</tr>
<tr>
<td>3.17</td>
<td>ANIMAL → FISH</td>
<td>(LUNGS)</td>
<td></td>
</tr>
<tr>
<td>3.18</td>
<td>ANIMAL → FISH</td>
<td>(GILLS)</td>
<td></td>
</tr>
<tr>
<td>3.19</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.20</td>
<td>ANIMAL → FISH</td>
<td>(FINNS)</td>
<td></td>
</tr>
<tr>
<td>3.21</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.22</td>
<td>ANIMAL → FISH</td>
<td>(EGGS)</td>
<td></td>
</tr>
<tr>
<td>3.23</td>
<td>ANIMAL → FISH</td>
<td>(TOES-ARE-CLAWS)</td>
<td></td>
</tr>
<tr>
<td>3.24</td>
<td>ANIMAL → FISH</td>
<td>(LUNGS)</td>
<td></td>
</tr>
<tr>
<td>3.25</td>
<td>ANIMAL → FISH</td>
<td>(GILLS)</td>
<td></td>
</tr>
<tr>
<td>3.26</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.27</td>
<td>ANIMAL → FISH</td>
<td>(FINNS)</td>
<td></td>
</tr>
<tr>
<td>3.28</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.29</td>
<td>ANIMAL → FISH</td>
<td>(EGGS)</td>
<td></td>
</tr>
<tr>
<td>3.30</td>
<td>ANIMAL → FISH</td>
<td>(TOES-ARE-CLAWS)</td>
<td></td>
</tr>
<tr>
<td>3.31</td>
<td>ANIMAL → FISH</td>
<td>(LUNGS)</td>
<td></td>
</tr>
<tr>
<td>3.32</td>
<td>ANIMAL → FISH</td>
<td>(GILLS)</td>
<td></td>
</tr>
<tr>
<td>3.33</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.34</td>
<td>ANIMAL → FISH</td>
<td>(FINNS)</td>
<td></td>
</tr>
<tr>
<td>3.35</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.36</td>
<td>ANIMAL → FISH</td>
<td>(EGGS)</td>
<td></td>
</tr>
<tr>
<td>3.37</td>
<td>ANIMAL → FISH</td>
<td>(TOES-ARE-CLAWS)</td>
<td></td>
</tr>
<tr>
<td>3.38</td>
<td>ANIMAL → FISH</td>
<td>(LUNGS)</td>
<td></td>
</tr>
<tr>
<td>3.39</td>
<td>ANIMAL → FISH</td>
<td>(GILLS)</td>
<td></td>
</tr>
<tr>
<td>3.40</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.41</td>
<td>ANIMAL → FISH</td>
<td>(FINNS)</td>
<td></td>
</tr>
<tr>
<td>3.42</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.43</td>
<td>ANIMAL → FISH</td>
<td>(EGGS)</td>
<td></td>
</tr>
<tr>
<td>3.44</td>
<td>ANIMAL → FISH</td>
<td>(TOES-ARE-CLAWS)</td>
<td></td>
</tr>
<tr>
<td>3.45</td>
<td>ANIMAL → FISH</td>
<td>(LUNGS)</td>
<td></td>
</tr>
<tr>
<td>3.46</td>
<td>ANIMAL → FISH</td>
<td>(GILLS)</td>
<td></td>
</tr>
<tr>
<td>3.47</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.48</td>
<td>ANIMAL → FISH</td>
<td>(FINNS)</td>
<td></td>
</tr>
<tr>
<td>3.49</td>
<td>ANIMAL → FISH</td>
<td>(COLD-BLOODED)</td>
<td></td>
</tr>
<tr>
<td>3.50</td>
<td>ANIMAL → FISH</td>
<td>(EGGS)</td>
<td></td>
</tr>
</tbody>
</table>

In the knowledge base, the symbol in brackets denotes a typical example.
Book Review


Reviewer: Mr N L O Cowley, University of Port Elizabeth

Andrew Tanenbaum is internationally known as an author of outstanding and popular computer science textbooks. Structured Computer Organisation was first published in 1976. It is a measure of the book's success that it has survived so long in the rapidly changing world of computing education. The third edition of the book has been extensively revised to reflect current directions in computer organisation, without losing the positive characteristics of the previous two editions.

The central principle of the book is that a computer can be viewed as a hierarchy of levels, each of which performs some major function. The bottom level is the physical hardware, and the levels above this are virtual machines, each with its own machine language. In order of increasing abstraction, the virtual machine levels are the microprogramming level, the conventional machine level, the operating system machine level, the assembly language level and the problem-oriented language level. Using these six levels structures the material in the book effectively and simplifies understanding (because Miller's Law is satisfied).

Each of these levels (except the problem oriented language level) is discussed in a separate chapter. Adopters may find it necessary to supplement the chapter on digital logic with extra notes, especially if they follow a more formal and detailed approach. The Intel and Motorola families of processors are used as illustrative examples throughout. Only two example operating systems are considered (UNIX and OS/2), but one must remember that the text is not an operating system text.

Although most of the book is devoted to a study of the conventional von Neumann machine, the second last chapter deals with advanced computer architectures (RISC machines and parallel architectures) and was very exciting to read. The last chapter consists of a comprehensive collection of suggested readings and literature citations which lead one on to further studies in the field, although this really applies to senior and graduate students. One appendix deals with finite precision numbers and arithmetic, and another with floating-point (IEEE Standard 754) numbers and arithmetic. The index is adequate, although not outstanding.

This logically structured and comprehensive book focuses on concepts rather than details or complex mathematics. Explanations are clear and complete. All chapters are suffixed by summaries and sets of problems (some very open-ended and challenging - a typical feature of Tanenbaum's books). A problem solutions manual is available, as well as a toolbox to accompany the chapter on microprogramming. The material in the book can be covered in one year.

I recommend this book as a sound and proven text on which to base an undergraduate course in computer organisation.
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