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Abstract

The continuous 2-matching problem (RMP2) is the relaxation of the symmetric travelling salesman problem (STSP) used by Padberg & Rinaldi to develop a highly successful branch-and-cut algorithm for the STSP. They used a standard linear program solver for solving RMP2. We note that RMP2 is a generalized network problem with additional special structure and exploit this to provide an efficient implementation of the primal simplex algorithm for RMP2. Our computational experience with the implementation demonstrates that it is several orders of magnitude faster than a standard linear program solver, suggesting that it should be worthwhile using this implementation in the Padberg-Rinaldi algorithm.
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1 Introduction

Let $G$ be a complete graph with node set $N = \{1, 2, ..., n\}$ and edge set $E = \{1, 2, ..., m\}$ where $n > 5$ and $m = n(n - 1)/2$. Each edge $e = (i, j)$ connects two distinct nodes $i$ and $j$ and has an associated cost $c_e$. The cost of a subgraph or subset of $E$ is the total cost of all the edges in the subgraph or subset.

A path is a sequence $P$ of distinct edges such that any two adjacent edges in $P$ has a common node. A cycle is a path in which each node is met by exactly two edges. The length of a path is the number of edges in it. A subgraph $G'$ is connected if for any pair of nodes in $G'$ there is a path in $G'$ connecting the two nodes. A 1-tree is a connected subgraph containing exactly one cycle while a 2-matching is a subgraph with exactly two edges meeting each node in $N$.

The symmetric travelling salesman problem (STSP) is the problem of finding a minimum cost tour (a cycle of length $n$). The 2-matching problem (MP2) is the problem of finding a minimum cost 2-matching.

MP2 can be formulated as the following integer linear programming problem:

minimize $cx$
subject to $Ax = 2$
$0 \leq x_e \leq 1$ and $x_e$ integral for all $e$ in $E$,
where $A$ is the $n$ by $m$ incidence matrix of $G$, $2$ is an $n$-vector with all elements equal to 2 and $c$ and $x$ are $m$-vectors which respectively contains the values $c_e$ and $x_e$ for all $e$ in $E$.

The continuous 2-matching problem (RMP2), obtained from MP2 by relaxing the integrality restrictions on the variables, is a relaxation of the STSP. Padberg & Rinaldi [6] use this relaxation with great success to develop a branch-and-cut algorithm for the STSP. Their algorithm first solves RMP2 with a standard linear program solver and then repeatedly identifies and adds violated STSP constraints to RMP2 which is then resolved.

Since $A$ has exactly two non-zero entries (both equal to 1) in each column, RMP2 can be viewed as a generalized network problem (see Chapter 5 in Kennington & Helgason [4]). We discuss below the exploitation of the special structure of RMP2 in an implementation of the primal simplex algorithm for RMP2. Our computational experience with such an implementation is presented, demonstrating that it is several orders of magnitude faster than a standard linear program solver on instances of RMP2.

2 Basic solutions for RMP2

The submatrix of $A$ with rows and columns corresponding to the nodes and edges in a cycle can, after possible row and column permutations, be written as follows:

$$H = \begin{bmatrix}
1 & 0 & 0 & \ldots & 0 & 1 \\
1 & 1 & 0 & \ldots & 0 & 0 \\
0 & 1 & 1 & \ldots & 0 & 0 \\
. & . & . & \ldots & . & . \\
. & . & . & \ldots & . & . \\
0 & 0 & 0 & \ldots & 1 & 0 \\
0 & 0 & 0 & \ldots & 1 & 1
\end{bmatrix}$$

It then follows from Proposition 5.1 in [4] that $\det(H) = 2 / 0$ for a cycle of odd / even length.

The submatrix of $A$ with rows and columns corresponding to the nodes and edges in a 1-tree can, after
possible row and column permutations, be written as follows:

\[ E = \begin{bmatrix} F & 0 \\ G & H \end{bmatrix} \]

where \( F \) is a lower triangular matrix with 1's on the diagonal and \( H \) is the submatrix corresponding to the nodes and edges in the 1-tree's cycle. This can be accomplished using the following algorithm (expressed in a C-like pseudo-language):

\[
i = 1;
while(1\text{-tree contains a node } j \\

teeting only one edge \( e \))
\{
\begin{align*}
&\text{let } i - th \text{ row of } E \text{ correspond to node } j; \\
&\text{let } i - th \text{ column of } E \text{ correspond to edge } e; \\
&\text{remove node } j \text{ and edge } e \text{ from } 1\text{-tree}; \\
&i++;
\end{align*}
\}

It then follows that \( |\text{det}(E)| = |\text{det}(F)|.|\text{det}(H)| = 2 / 0 \) if the 1-tree contains a cycle of odd / even length.

Consider the 1-tree consisting of the cycle with nodes 1, 2, and 3 and the path with edges \((3, 4), (4, 5), ..., (n - 1, n)\). As shown above the submatrix of \( A \) corresponding to the nodes and edges in this 1-tree is nonsingular. Therefore \( A \) contains at least one basis (a nonsingular submatrix consisting of \( n \) columns of \( A \)).

The subgraph with edge set \( E(B) \) corresponding to the columns of a basis \( B \) is called a basis graph. It follows from Proposition 5.9 in [4] that the basis graph consists of one or more 1-trees (and from the above that the cycle in any one of the 1-trees has odd length).

A basis structure \((L, U)\) corresponds to the edge set \( E(B) \) of a basis graph and is formed by partitioning the edges in \( E - E(B) \) into two sets \( L \) and \( U \). The basic solution corresponding to a basis structure \((L, U)\) is obtained by setting \( x_e = 0 \) for all \( e \) in \( L \) and \( x_e = 1 \) for all \( e \) in \( U \) and then solving \( Bx_B = b \) where the components of \( x_B \) and the columns of \( B \) correspond to the same edges and \( b = 2 \cdot \text{sum of columns in } A \text{ corresponding to edges in } U \). The basic solution is primal feasible if \( 0 \leq x_e \leq 1 \) for all \( e \) in \( E(B) \).

If \( p \) is the number of 1-trees in the basis graph then the basis \( B \) can be arranged as a block diagonal matrix with blocks \( B^1, B^2, ..., B^p \) corresponding to the 1-trees (see Proposition 5.9 in [4]). The solution of \( Bx_B = b \) is therefore given by \( x_B = (B^i)^{-1}b^i \), where \( x_B^i \) and \( b^i \) correspond to the columns and rows of \( B^i \), for \( i = 1, ..., p \).

Since \( |\text{det}(B^i)| = 2 \) each element in \( (B^i)^{-1} \) is an integer divided by 2 and it follows that in a primal feasible basic solution \( x_e \) has one of the values \{0, 1/2, 1\} for all \( e \) in \( E \). It follows from the structure of the basis graph that \( x_e = 1/2 \) only if \( e \) is in a cycle of the basis graph and then only if \( x_e = 1/2 \) for all \( e \) in that cycle.

An initial primal feasible basic solution can be found by first constructing a tour (in our implementation we start out with a "cycle" through nodes 1 and 2 and then insert nodes 3, 4, ..., \( n \) sequentially in the cheapest way). If \( n \) is odd then the tour forms an initial basis graph and \( U \) is empty for the initial basis structure. Otherwise, if \( e = (1, i) \) and \( f = (1, j) \) are the two edges in the tour meeting node 1, then the 1-tree consisting of the edge \( e \) and the cycle formed by the edge \( g = (i, j) \) and all edges in the tour except \( e \) and \( f \), forms an initial basis graph and \( U = \{ f \} \) for the initial basis structure.

### 3 Dual values for RMP2

For any basis \( B \) the dual values \( u_i \), for all \( i \) in \( N \), are the unique solution to the following set of dual equations

\[ u_i + u_j = c_e \text{ for all } e = (i, j) \text{ in } E(B). \]

The dual values define the reduced costs

\[ r_e = c_e - u_i - u_j \text{ for all } e = (i, j) \text{ in } E. \]

A basis structure \((L, U)\) is dual feasible if \( r_e \geq 0 \) for all \( e \) in \( L \) and \( r_e \leq 0 \) for all \( e \) in \( U \) and optimal if it is both primal and dual feasible.

The dual value of any node in a cycle of the initial basis graph is easily computed. If \( 1, 2, ..., q \) is the sequence of edges in the cycle and node \( i \) is the common node of edges \( l \) and \( q \), then by traversing the cycle from node \( i \) and alternately adding and subtracting the dual equations for the edges in the cycle one obtains the following equation from which \( u_i \) can be computed:

\[ 2u_i = c_1 - c_2 + ... + c_q \]

It follows that if the edge costs are even integers then all the dual values as well as the reduced costs are integers.

Once \( u_i \) is computed the dual values for all the other nodes in the 1-tree of the initial basis graph can be computed by repeatedly selecting an edge in the 1-tree for which the dual value of only one node has been computed and computing the dual value of the other node using the dual equation for that edge.

For any basis \( B \) and edge \( e \) in \( E(B) \) the subgraph with edge set \( E(B) - \{ e \} \) contains precisely one tree (a connected subgraph without a cycle) This tree contains a node, say \( t \), incident with \( e \) and one can partition its nodes into the following two sets:

\[ P = \{ i : \text{nodes } i \text{ and } t \text{ are connected by a path of even length} \} \]

\[ Q = \{ i : \text{nodes } i \text{ and } t \text{ are connected by a path of odd length} \}. \]

The updating of the dual values after a basis change can be done efficiently using the following theorem which indicates that not all dual values need to be changed:

**Theorem** Suppose the edge \( e \) enters the basis graph and \( E(B) \) is the edge set of the new basis graph. If \( u_i / v_j \) is the dual value of node \( i \) before / after the basis change then...
Proof: For any edge \( f \) in \( E(B) - \{ e \} \) either one node is in \( P \) and the other node in \( Q \) or both nodes are in \( N - P - Q \) and it follows that \( s_f \), the reduced cost of edge \( f \) after the basis change, equals \( r_f (= 0) \). If \( e \) is in a cycle of the basis graph then, since the length of the cycle is odd, both nodes of \( e \) are in \( P \) so that \( s_e = r_e - 2\Delta = 0 \) if \( \Delta = r_e / 2 \). Otherwise one node of \( e \) is in \( P \) and the other node is in \( N - P - Q \) so that \( s_e = r_e - \Delta = 0 \) if \( \Delta = r_e \).

In order to implement the dual value changes described above, it is convenient to be able to visit the nodes in \( P \cup Q \) in increasing order of the length of the path from node \( t \). For that reason we use the augmented predecessor representation of the basis graph described by Glover, Klingman & Stutz [3] rather than the threaded list representation used by Brown & McBride [1].

4 Ratio test for RMP2

Suppose the current primal feasible basic solution is not dual feasible and an entering edge \( g = (i, k) \) has been selected. To perform the ratio test, it is necessary to determine the nonzero components of the \( n \)-vector \( y \) such that \( By = A(g) \) where \( B \) is the current basis and \( A(g) \) is the column of \( A \) corresponding to edge \( g \). \( A(g) = e_i^t + e_k^t \), i.e. the sum of two unit \( n \)-vectors.

If the two vectors \( w \) and \( z \) such that \( Bw = e_i^t \) and \( Bz = e_k^t \) are known, it follows that \( y = w + z \).

It follows from Section 5.4 in [4] that \( w_0 \) alternates between 1 and -1 for \( e \) in the path \( P_i \) from node \( i \) to the cycle \( C_i \) in the 1-tree of the basis graph containing \( i \) and between 1/2 and -1/2 for \( e \) in \( C_i \) (with all other components of \( w \) equal to 0). Similarly \( z_0 \) alternates between 1 and -1 for \( e \) in the path \( P_k \) from node \( k \) to the cycle \( C_k \) in the 1-tree of the basis graph containing \( k \) and between 1/2 and -1/2 for \( e \) in \( C_k \) (with all other components of \( z \) equal to 0).

If nodes \( i \) and \( k \) are in different 1-trees of the basis graph then \( y_e = w_e \) for \( e \) in \( P_i \cup C_i / P_k \cup C_k \). If \( i \) and \( k \) are in the same 1-tree of the basis graph then \( C_i = C_k \) and one of the following two cases occurs:

(a) \( P_i \) and \( P_k \) join at a node \( j \). Then \( y_e = w_e / z_e \) for \( e \) in \( P_i - P_j / P_k - P_j \) (where \( P_j \) is the path from \( j \) to \( C_j \)) and \( y_e = w_e + z_e \) for \( e \) in \( P_j \cup C_j \). If the lengths of the paths \( P_i - P_j \) and \( P_k - P_j \) are both odd or both even, then \( y_e \) alternates between 2 and -2 for \( e \) in \( P_j \) and between 1 and -1 for \( e \) in \( C_j \). Otherwise \( y_e = 0 \) for all \( e \) in \( P_j \cup C_j \).

(b) \( P_i \) and \( P_k \) join \( C_i \) at two different nodes \( j_i \) and \( j_k \). Then \( y_e = w_e / z_e \) for \( e \) in \( P_i / P_k \) and \( y_e = w_e + z_e \) for \( e \) in \( C_i \). Therefore \( y_e = 0 \) for \( e \) in one of the two paths in \( C_i \) between \( j_i \) and \( j_k \) while \( y_e \) alternates between 1 and -1 for \( e \) in the other path.

As in [3] we assume that each cycle in the basis graph is oriented clockwise. If node \( i \) is not in a cycle of the basis graph we let \( d_i \) = length of the path in the basis graph from node \( i \) to a cycle and \( p_i \) = next node in the path from \( i \) to a cycle. If node \( i \) is in a cycle of the basis graph we let \( d_i = 0 \) and \( p_i \) = predecessor in the cycle of node \( i \). Then the following algorithm can be used to compute the nonzero components of the vector \( y \) (the \( y \)-value for the edge \((i,p_i)\) is stored in \( y_i \)):

\[
y_i = 1;
\]
\[
\text{while}(d_i > d_k) \{ y_i = y_i; y_i = -y_i; i = p_i; \}
\]
\[
y_k = 1;
\]
\[
\text{while}(d_i < d_k) \{ y_k = y_k; y_k = -y_k; k = p_k; \}
\]
\[
\text{if}(i == k)
\]
\[
\{ /* two paths intersect */
\]
\[
\text{if}(y_i == y_k) \{ y_i = 2 * y_i; \}
\]
\[
\text{while}(d_i > 0) \{ y_i = y_i; y_i = -y_i; i = p_i; \}
\]
\[
y_i = y_i/2;
\]
\[
k = i;
\]
\[
\{ do \{ y_i = y_i; y_i = -y_i; i = p_i; \} \text{while}(i! = k); \}
\]
\[
\text{else} \{ /* now at cycle on both paths */
\]
\[
\text{if}(y_i == y_k) \{ y_i = 2 * y_i; \}
\]
\[
\text{while}(d_i > 0) \{ y_i = y_i; y_i = -y_i; i = p_i; \}
\]
\[
y_i = y_i/2;
\]
\[
k = i;
\]
\[
\{ do \{ y_i = y_i; y_i = -y_i; i = p_i; \} \text{while}(i! = k); \}
\]
\];
\]
\[
\text{else} \{ /* i and k are in different cycles */
\]
\[
\text{if}(y_i == y_k) \{ y_i = 2 * y_i; \}
\]
\[
\text{while}(d_i > 0) \{ y_i = y_i; y_i = -y_i; i = p_i; \}
\]
\[
y_i = y_i/2;
\]
\[
k = i;
\]
\[
\{ do \{ y_i = y_i; y_i = -y_i; i = p_i; \} \text{while}(i! = k); \}
\]
\];
\]
\];
\]
\];
\]
\];
\]
\];
\]
memory requirements as well as calculation time for reduced costs.

A two-phase approach was used in solving RMP2. In the first phase we consider for each node only the 10% cheapest edges meeting the node, i.e. \( [(n-1)/10] \) edges per node, as candidates to enter the basis graph. The other edges are only considered in the second phase. In all but one test problem we found that the optimal RMP2 solution was found in the first phase, i.e. no pivots were required in the second phase.

In our code we used the "node most dual infeasible edge" rule to select the next entering edge, i.e. whenever a dual infeasible edge meeting a node \( i \) is detected, the most dual infeasible edge meeting node \( i \) is selected as the entering edge. We experimented with the Gibby selection rule [2] but although it reduced the total number of pivots on average by 35 percent, the average computation time was not reduced.

The performance of the RMP2 code was experimentally compared on a 33 Mhz 80386-based PC with a 80387 math co-processor against a standard linear program solver, viz. Version 4.00/387 of the XA system [7]. The problem set used in the comparison consisted of the five 100 node problems, two 150 node problems and two 200 node problems from Krolak, Felts & Marble [5]. Our results are reported in the table below which contains the average solution times (in centiseconds) using the two codes as well as the ratios between the average solution times of the XA code and the RMP2 code.

<table>
<thead>
<tr>
<th>Problem size</th>
<th>Average RMP2-time</th>
<th>Average XA-time</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>22</td>
<td>7900</td>
<td>359</td>
</tr>
<tr>
<td>150</td>
<td>42</td>
<td>27150</td>
<td>646</td>
</tr>
<tr>
<td>200</td>
<td>82</td>
<td>63750</td>
<td>777</td>
</tr>
</tbody>
</table>

Table 1: Comparison of RMP2 and XA

The results show that the RMP2 code is much more efficient than the XA code on instances of the RMP2 problem. It also suggests that the solution time of the RMP2 code grows as \( n^2 \) while the solution time of the XA code on RMP2 problems grows as \( n^3 \), i.e. the relative efficiency of our code increases linearly with the problem size.

6 Conclusion

Our computational experience demonstrates that a special purpose implementation of the primal simplex algorithm for RMP2 is several orders of magnitude faster than a standard linear program solver. Since such a standard linear program solver was used by Padberg & Rinaldi [6] to solve RMP2 in their successful algorithm for the STSP, we are optimistic that our current investigation of the use of our RMP2 code in an algorithm for the STSP will prove beneficial.
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