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Abstract

Programming in a procedural language such as Pascal usually involves the development of subprograms. An automatic programming system needs a systematic method to determine the placement (position) of a subprogram in a program. Such a systematic placement method is described and an example is given how EXPROG, a prototype automatic programming system, uses it.
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1 Introduction

A program specification gives the requirements that a program has to meet. In writing a program, these specifications are analyzed to determine what the program has to do. The results obtained from this analysis are then used to synthesize a program, i.e. to derive the necessary program statements that solve the problem and thereby satisfy the specification [4].

This article is concerned with how to synthesize a program by means of a computer program. A computer program that is used to synthesize another program is called an automatic programming (AP) system [1]. In this article we shall therefore discuss the automatic synthesis of programs by means of an AP system.

The development of a Pascal program usually involves the creation of subprograms. The placement of these subprograms in the source code is important, because a subprogram needs to be defined before it can be referenced (called) [3]. A human programmer uses the scope rules of Pascal to determine the position (placement) of the subprograms in the Pascal program. An AP system therefore needs a systematic way to position the subprograms according these scope rules. While the placement of subprograms is easily solved by a human programmer, this paper will show that it is not trivial for an AP system.

Another strategy, inline code expansion, was not considered for the following reasons:

- It would result in a large, space-inefficient program.
- The principle of modular programming would be violated.
- The overhead costs of generating appropriate variables, etc. for subprogram invocation are not reduced by the use of this strategy.

In this article we shall give a brief description of how EXPROG ([2]), a prototype AP system, works. We shall then describe and illustrate by example how the problem of placement of a subprogram is solved in EXPROG.

2 How EXPROG works

EXPROG ([2]) is a prototype AP system that writes Pascal programs. Its main activity, however, is to develop an algorithm and then convert it into a Pascal program. Such an algorithm consists of a main program together with a number of subprograms (subalgorithms).

EXPROG has access to general programming knowledge, as well as domain knowledge - stored in its knowledge base. EXPROG constructs programs for elementary scientific problems, e.g. computing an average, a standard deviation, implementing scientific formulas, etc. EXPROG's domain knowledge is stored in the form of EXPROG definitions ([2]). This domain knowledge is extracted from the domain expert and then transferred to EXPROG's knowledge base via the knowledge engineer. In these EXPROG definitions, the domain expert describes how a problem can be solved, namely by describing the necessary algorithmic constructs to be used. In these constructs the domain expert may refer to other EXPROG definitions or use predefined generic subprograms (to be discussed in the next section.)

The specification of the Pascal program is given to EXPROG via a user interface. The user interface recognizes only a small subset of English words, and only simple type sentences are allowed. For example, to specify a Pascal program to determine and print the average and sum of a list of N real numbers, the following specification could be given to EXPROG:

Consider a list of N real numbers.
Determine the average.
Print the sum.

Having read and interpreted the program specification, EXPROG starts the analysis phase. During this phase the problem is analysed by using the general programming knowledge and the domain knowledge [2].

The next phase is the synthesis phase. During this phase the target algorithm is formed, representing the main program and the subprograms of the final Pascal program. The order in which the subprograms appear in the algorithm is the same as that in which they should appear in the Pascal program. This is made possible by the construction of a subprogram tree (which will be described later) during the synthesis phase. The last step in the synthesis phase is the conversion of the target algorithm into the final Pascal program.

### 2.1 Subprogram Instances

EXPROG has access to a library of predefined generic subprograms. These subprograms are constructed by the knowledge engineer, assisted by the domain expert.

By allowing generic subprograms, EXPROG is able to refer to subprograms having the same name, but different formal parameter declarations, e.g.

EXPROG may refer to two functions by the name of MAXIMUM - one dealing with integer numbers, the other dealing with real numbers.

The heading of an example generic subprogram, PP1, with formal parameters FP1, FP2 and FP3 is:

```pascal
PROCEDURE PP1 (IN FP1 Real; IN FP2 : Integer; IN-OUT FP3 : AR1);
```

In this heading the subprogram is identified as a procedure subprogram by the word PROCEDURE. The only other alternative is FUNCTION for a function subprogram. Next to the name of the subprogram appears the list of formal parameters, separated by semi-colons. Each formal parameter description consists of three fields:

1. The words IN, IN-OUT or OUT identifying a formal parameter as being called by value (IN) or called by reference (IN-OUT or OUT).
2. The name of the formal parameter, e.g. FP1.
3. The data type and data structure expected of the actual parameter. The word SCALAR means that the actual parameter expected should be a scalar, e.g. a REAL or an INTEGER. If the data type is specified, e.g. INTEGER, an integer value or integer variable is expected as the actual parameter, depending on the words IN, IN-OUT or OUT. If the word ARRAY appears it means that an array of scalar elements is expected.

As an example consider the generic subprogram PP1 as described above. Assume that PP1 is called with actual parameters as follows:

Call PP1 (A,B,C).

If the variables A, B and C are declared as follows:

- A : Real;
- B : Integer;
- C : Array[1..20] of Real

then EXPROG creates a subprogram instance, called PP1, having a heading with formal parameters declared as follows:

```pascal
TYPE AR1 = Array[1..20] of Real;
PROCEDURE PP1 (IN FP1 : Real; IN FP2 : Integer; IN-OUT FP3 : AR1);
```

A generic subprogram consists of the following parts: a name, a formal parameter list, a list of local variables the declarations of which depend on the formal parameters, a list of local variables the declarations of which do not depend on the formal parameters, and a body part that consists of a number of algorithmic statements.

The creation of a subprogram instance from a generic subprogram is formally described as the process of creating a subprogram with the same name as the generic subprogram. It also involves the matching of the actual parameter declarations with the formal parameter descriptions of the generic subprogram to form the formal parameter list of the subprogram instance. In the case of a successful match these formal parameters inherit the declarations of the actual parameters. If the match is unsuccessful an error will occur, e.g. if the call to PP1 in the previous example was made as Call PP1(B,A,C) then an error would occur during the matching of the actual parameter A (a real scalar) and the formal parameter FP2 (expecting an integer scalar). In such a case no subprogram instance is created.

Because the declarations of some of the local variables may depend on the declarations of the formal parameters, these local variables may differ from one instance to another. Apart from these differences, the rest of the subprogram is the same for each instance. Pascal cannot handle more than one subprogram with the same name but different formal parameter declarations.

When EXPROG creates a subprogram instance from a generic subprogram, it also records, in a list, the name of the subprogram instance, the formal parameters and the local variables as declared for the subprogram instance. This list is called the subprogram list. It also records a reference to the subprogram (or main program) from where the call to this subprogram instance originates. This subprogram list is used during the synthesis phase to construct a subprogram tree. EXPROG then scans the body of this subprogram instance for any call it makes to other generic subprograms.

For each of these calls encountered, EXPROG creates a subprogram instance in the same way as described in the previous paragraph. This process is
Figure 1: An example of a subprogram tree.

repeated until all the subprogram instances are created and recorded on the subprogram list. Because of this process, identical subprogram instances, having the same name and identical formal parameter declarations, may occur. Note that these identical subprogram instances may fall within different scopes, i.e., they may be referenced by different subprograms. Eventually, however, EXPROG ensures that the unique subprogram instance of a group is placed in the subprogram tree in such a way that it falls within the scope of each subprogram that calls it.

The eventual position of the unique subprogram instance in a subprogram tree is determined by the theorem presented below. Before it is possible to discuss this theorem, a number of definitions need to be given.

During the development of the algorithm, EXPROG encounters calls made to the generic subprograms in its knowledge base. For each such call EXPROG creates a subprogram instance. As mentioned before, there could be several instances of the same subprogram that are identical, but they may fall within different scopes. EXPROG keeps track of all these instances by means of the subprogram list.

Definition 1: A Subprogram Tree is a tree of which the root (MAIN) represents the main Pascal program in the target algorithm, while its nodes represent the different subprograms of the final Pascal program of the target algorithm. Suppose S and J are nodes in a subprogram tree representing two different subprograms. S is in the scope of J if and only if one of the following holds:
- S is a child of J;
- S is a left brother of J;
- S is a left brother of some ancestor of J.

The scope of subprogram J is the set of subprograms that can be referenced by J.

Definition 2: The Path to a Subprogram describes the path, in the subprogram tree, that must be followed to locate the node that represents the subprogram in the tree, beginning at the root. The path is a list of ancestors in the tree of the subprogram concerned. The oldest ancestor, always the root, appears first in the path. For example, in Figure 1 the path to the subprogram P22 is described as MAIN-P2.

Definition 3: The Level of a Subprogram in the subprogram tree is the depth of the node, representing the subprogram, in the tree. The level of the root is 0. The level of the nodes forming the children of the root is 1.

Definition 4: The Length of a Path is the number of ancestors in that path.

During the development of an algorithm, EXPROG records the detail of every subprogram instance in the subprogram list. By using the information in
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Figure 2: The subprogram tree after the insertion of P222.

the subprogram list, EXPROG is able to construct an initial path for each of the subprogram instances. An initial path consists of a list of ancestor subprograms, the oldest one being MAIN and the youngest one being the subprogram that calls this subprogram for which the initial path is constructed. This list of subprograms may contain identical subprogram instances that may fall within different scopes.

While constructing the subprogram tree, EXPROG performs two types of operations on the tree, viz. an insertion and a deletion operation. To move a subprogram already in the tree from its current position to a new position in the tree involves a deletion of the subprogram at its current position and then an insertion of the subprogram at its new position.

Insertion: Inserting a subprogram in the subprogram tree. When a subprogram S is to be inserted in the subprogram tree, the path of S (specifying also the level of insertion) must be provided. S is inserted, together with its subtree (if any), at that level, to the left of all the other subprograms that have the same parent as S (and are therefore at the same level as S). If the node representing S is the root of a subtree, those subprograms in the subtree will now automatically be in the tree.

To illustrate the insertion operation, refer to Figure 1. Suppose the subprogram P22 calls the subprogram P222 (with its path described as MAIN-P2-P22) and that P222 calls two other subprograms P2X and P2Y. Suppose further that P222 is to be inserted in the subprogram tree. The subprogram tree which results from executing the insertion operation is shown in Figure 2.

Deletion: Deleting a subprogram from the subprogram tree. The node representing S is removed from the tree. At the same time, if S is a root of a subtree, that subtree is removed automatically.

As an example of the delete operation, consider again the subprogram tree as depicted in Figure 1. Suppose that the subprogram P11 (having a path described as MAIN-P1) is to be deleted from the subprogram tree. The subprogram tree which results from executing the deletion operation is shown in Figure 3.

To place the subprograms in the subprogram tree, EXPROG starts with an initial tree of only one node, called MAIN, that represents the main program. The youngest ancestor (PARENT) of a subprogram that is to be placed in the tree, will already be in the tree. By using the information of the initial path, EXPROG is able to ensure that this is the case.

EXPROG executes the following procedure to construct the subprogram tree:

{Note: EXPROG has a list of subprogram instances together with the name of the calling subprogram in the subprogram list.}

REPEAT
1. Let S be the next subprogram instance in the subprogram list.
2. Search the subprogram tree, as constructed up to this point, for a subprogram instance J such that S and J are identical instances of the same generic subprogram. (J and S may fall within different scopes.)
3. IF such a subprogram J was found THEN
   1. Determine the new position of J in the subprogram tree using theorem 1.
   2. Delete J from its current position in the subprogram tree.
   3. Insert J in the subprogram tree at the new position as determined in step 3.1.
ELSE
4. Insert S in the subprogram tree as a descendant of its calling subprogram (PARENT) or as a descendant of the root (MAIN) if no calling subprogram is given.

UNTIL the subprogram list is empty.

Theorem 1: Suppose a subprogram instance S is to be inserted in the subprogram tree. Suppose a subprogram instance, J, already exists in the subprogram tree, such that S and J are identical instances of the same generic subprogram. Suppose also that the sub-
program that calls $S$ (name it PARENT) is already in the tree. Let pathS represent the path to the subprogram $S$, should $S$ be inserted in the tree as a child of PARENT. Let AccS be a set of subprograms such that $S$ would be in the scope of each element of AccS were $S$ to be directly inserted at PathS in the subprogram tree. Let pathJ be the current path to the subprogram $J$ in the subprogram tree. Let AccJ denote the set of all the subprograms in the tree that include $J$ in their scopes, i.e. the set of all the subprograms in the subprogram tree that can reference $J$.

Let \( \text{pathJ} = \text{pathS} \cap \text{pathJ} \).

Suppose that the subprogram tree is reorganised by deleting the subtree rooted in $J$ from its current position, and by re-inserting this subtree into the tree so that the new path of $J$ is \( \text{pathJ}_1 \). Then all the subprograms in AccS and AccJ can reference $J$ at its new position.

**Proof:** PARENT is the subprogram that calls subprogram $S$, and therefore is the subprogram that should have $S$ included in its scope, should $S$ be inserted in the tree. PathS is therefore the path to PARENT concatenated with PARENT. PARENT is therefore an element of AccS.

Consider the two cases where \( \text{pathS} = \text{pathJ} \) and where \( \text{pathS} \neq \text{pathJ} \).

a). The first case is where \( \text{pathS} = \text{pathJ} \). This means that $S$ was to be inserted in the same subtree, and therefore has the same parent, PARENT, as $J$. Now \( \text{pathJ}_1 = \text{pathS} \cap \text{pathJ} = \text{pathJ} \).

Inserting $J$ in its new place means that it will be to the left of all its brothers — the same position where $S$ should have been inserted. PARENT can reference subprogram $J$ at its new position in the tree. Subprogram $J$, in its new position \( \text{pathJ}_1 \), can also be referenced by all the subprograms in AccJ that could reference $J$ before it was moved, according to definition 1. Thus the theorem is valid when \( \text{pathS} = \text{pathJ} \).

b). Consider now the case where \( \text{pathS} \neq \text{pathJ} \). Then \( \text{pathJ}_1 = \text{pathS} \cap \text{pathJ} \).

The subprogram tree will now have to be reorganised to reflect the scopes of the subprograms represented in it. Let Y be the last (youngest) ancestor in \( \text{pathJ}_1 \). Y is then the last ancestor which \( \text{pathS} \) and \( \text{pathJ} \) have in common. There will always be a $Y$, because the oldest ancestor of any subprogram is the root, MAIN. The subtree rooted in $J$ is inserted to the left of all the other nodes that form the children of $Y$. All the subprograms in AccJ will still be able to reference $J$ (have $J$ included in their scopes), according to definition 1. According to definition 1 PARENT will also include $J$ in its scope and can, therefore, reference subprogram $J$ at its new position in the tree. This proves the theorem.

### 4 Examples

To illustrate the use of this theorem, consider the following examples which involve the use of the three generic subprograms, $PP1$, $PP2$ and $FUNC1$, with formal parameters $FP_i$. The headings of these three subprograms are:

- **PROCEDURE $PP1$**
  
  \[
  \begin{align*}
  \text{PROCEDURE } & PP1 \ (\text{IN } FP1 : \text{Scalar;} \\
  & \quad \text{IN } FP2 : \text{Scalar;} \\
  & \quad \text{IN-OUT } FP3 : \text{Array})
  \end{align*}
  \]

- **PROCEDURE $PP2$**
  
  \[
  \begin{align*}
  \text{PROCEDURE } & PP2 \ (\text{IN } FP1 : \text{Scalar;} \\
  & \quad \text{IN } FP2 : \text{Integer;} \\
  & \quad \text{OUT } FP3 : \text{Array})
  \end{align*}
  \]

- **FUNCTION $FUNC1$**
  
  \[
  \begin{align*}
  \text{FUNCTION } & FUNC1 \ (FP1 : \text{Array}) : \text{Integer}
  \end{align*}
  \]

Refer to a section 2.1 for a description of the format of a generic subprogram heading.

Assume the variables $A$, $B$ and $C$ are declared in MAIN as follows:

\[
\begin{align*}
\text{TYPE } \text{AR1} & = \text{Array}[1..20] \text{ of Real;} \\
 & \quad \text{A : Real;} \\
 & \quad \text{B : Integer;} \\
 & \quad \text{C : AR1}
\end{align*}
\]

Now suppose that MAIN calls $PP1$ as follows:

\[
\text{Call } PP1 \ (A, B, C).
\]

An instance of the generic subprogram $PP1$ is created. The heading of the subprogram instance $PP1$ will be as follows:

\[
\begin{align*}
\text{PROCEDURE } & PP1 \ (\text{IN } \quad FP1 : \text{Real;} \\
 & \quad \text{IN } \quad FP2 : \text{Integer;} \\
 & \quad \text{IN-OUT } FP3 : \text{AR1})
\end{align*}
\]

Let us now assume MAIN also makes a call to the subprogram $PP2$ as follows:

\[
\text{Call } PP2 \ (A, B, C).
\]

An instance of $PP2$ is created, resulting in the following heading:

\[
\begin{align*}
\text{PROCEDURE } & PP2 \ (\text{IN } \quad FP1 : \text{Real;} \\
 & \quad \text{IN } \quad FP2 : \text{Integer;} \\
 & \quad \text{OUT } FP3 : \text{AR1})
\end{align*}
\]

The path of $PP1$ and $PP2$ is MAIN. EXPROG now examines the subprogram instance $PP1$. Assume further that the following local variables of $PP1$ are declared. (Only those that are relevant are considered.)

\[
\begin{align*}
\text{TYPE } \text{AR2} & = \text{Array}[1..100] \text{ of Integer;} \\
 & \quad \text{FP5 : AR2;} \\
 & \quad \text{FP8 : AR1}
\end{align*}
\]

Assume subprogram $PP1$ calls $PP2$ and $FUNC1$ in the following ways:

\[
\begin{align*}
\text{Call } & PP2 \ (FP1, FUNC1(FP3), FP5) \quad \ast \text{13.6} \\
\text{FP6 := } & FUNC1(FP8)
\end{align*}
\]

The heading of the subprogram instance $PP2$ is now as follows:

\[
\begin{align*}
\text{PROCEDURE } & PP2 \ (\text{IN } \quad FP1 : \text{Real;} \\
 & \quad \text{IN } \quad FP2 : \text{Integer;} \\
 & \quad \text{OUT } FP3 : \text{AR2})
\end{align*}
\]
This instance of PP2 is different from the previously created one. Call this instance PP2' to differentiate between the two instances. The path of PP2' is MAIN-PP1.

Two calls have been made to FUNC1, both having identical formal parameters. Two identical instances of FUNC1 were created:

1. FUNCTION FUNC1 (FP1 : AR1) : Integer
2. FUNCTION FUNC1 (FP1 : AR1) : Integer

Only one instance is therefore needed. Note that PP1 includes both of these subprogram instances in its scope. The two identical instances are then reduced, using theorem 1, to only one subprogram in the subprogram tree. The heading of FUNC1 is as follows:

FUNCTION FUNC1 (FP1 : AR1) : Integer.

The path of FUNC1 is MAIN-PP1. The subprogram tree as constructed up to now is shown in figure 4.

Let us further suppose that the subprogram instance PP2, with its path as MAIN, also issues a call to FUNC1 as follows:

... + FP1 * FUNC1(FP3).

An instance of FUNC1 is therefore created and the heading is as follows:

FUNCTION FUNC1 (FP1 : AR1) : Integer.

Note that this instance of FUNC1 is identical to the first instance of FUNC1 that was created and which is shown as FUNC1 in the subprogram tree of figure 4. This new instance of FUNC1 falls within a different scope than the scope of the first instance of FUNC1.

FUNC1 is already in the subprogram tree, therefore EXPROG uses theorem 1 to determine the new position of FUNC1, making sure that it falls within the scope of both PP1 and PP2. The resulting subprogram tree is shown in figure 5.

As was assumed above of subprogram PP2, subprogram instance PP2', with its path MAIN-PP1, also issues a call to FUNC1 as follows:

... + FP1 * FUNC1(FP3).

This means that another instance of FUNC1 is created, which has the following heading:

FUNCTION FUNC1 (FP1 : AR2) : Integer.

Clearly this instance differs from the previous instance of FUNC1 already in the subprogram tree. To differentiate between these two instances of the generic subprogram FUNC1, name this last instance FUNC1'. The path of FUNC1' is MAIN-PP1-PP2'.

EXPROG inserts FUNC1' in the subprogram tree which results in the completed subprogram tree, shown in figure 6.

The subprograms call each other as follows:

MAIN calls PP1 and PP2.
PP1 calls PP2' and FUNC1.
PP2 calls FUNC1.
PP2' calls FUNC1'.

The scope of each of these subprograms can now be determined from the subprogram tree in figure 6:

Scope of MAIN : PP1, PP2 and FUNC1.
Scope of PP1 : PP2, FUNC1 and PP2'.
Scope of PP2 : FUNC1.
Scope of PP2' : FUNC1', PP2 and FUNC1.

Given this information it is clear that each subprogram, called by another subprogram, is in the scope of that calling subprogram.

It should be noted that when a subprogram is moved to a new position it may no longer able to reference subprograms which it formerly could reference. Although such a situation is possible, it is claimed that the validity of the algorithm on page 4 remains valid.
unaffected.

For a specific example of such a situation, refer to figure 4. Here PP2 is in the scope of FUNC1, whereas in figure 5 FUNC1 is in the scope of PP2. Note, however, that although PP2 is in the scope of FUNC1 in figure 4, FUNC1 does not actually call PP2. Each subprogram that actually calls other subprograms can still reference those subprograms directly.

To further illustrate the continued validity of the algorithm on page 4, consider the following scenario:

Suppose A, B, J and S are subprograms and that A calls B and S, B calls J and J calls S. Figure 7 shows the partial subprogram tree. Notice that S is in the scope of J. Suppose that A calls J as well. The result is a tree having J as a child of A, but to the left of S. S is no longer in the scope of J and J cannot reference S directly anymore.

However, EXPROG first assembles all the subprograms in the subprogram list and then starts construction of the subprogram tree. Since A is the oldest ancestor, its call to J is placed on the subprogram list before calls made by any of its descendants are placed on the subprogram list. This ensures that the call of A to J is dealt with first by EXPROG and it would result in the correct subprogram tree. EXPROG deals with these above-mentioned calls in the correct order: A calls B, S and J. B calls J. J calls S. This results in the correct partial subprogram tree as shown in figure 8. The scope of each subprogram includes the subprogram(s) according to the calls made.

EXPROG therefore produces the correct subprogram tree by using the algorithm on page 4.

5 Summary

This paper describes how the placement of a subprogram in a program can be determined by an automatic programming system. In the construction of the subprogram tree, and in particular the placement of subprograms in that tree, theorem 1 plays an important role by determining the position of the subprogram in the tree, thereby satisfying the requirement that a subprogram must be defined before it can be referenced.

Figure 7: The partial subprogram tree.

Figure 8: The correct subprogram tree.

This theorem has proved useful for EXPROG in the development of an algorithm, determining the correct placement of the different subprograms in the final program. It should, therefore, play an important role in the placement of subprograms during the development of Pascal-like programs by automatic programming systems.

EXPROG does not allow the use of recursive subprograms at this stage — theorem 1 is therefore not valid for recursive subprograms. For theorem 1 to be able to handle recursive subprograms, some special checking mechanisms need to be used in order to determine which subprograms are recursive.
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