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At last the first edition of SACJ is available. I trust that readers will find it worth the waiting. There have been a number of teething problems in getting things together, the many details of which need not be spelt out here. One significant challenge was to cope with the consequences of the resignation of Quintin Gee, QI's highly competent production editor. He assisted in the initial phases of getting this publication together but had to resign for personal reasons. It is fitting to acknowledge here not only his initial advice and assistance in getting this first issue of SACJ off the ground, but also the many hours of work that he spent in previously producing QI.

Quintin's resignation meant that a new *modus operandi* for typesetting and printing had to be established. The exercise was not only time-consuming, but also has significant cost implications. Fortunately, the Unit for Software Engineering (USE) at Pretoria University has generously agreed to sponsor this first edition. On behalf of the South African computing community, I should like to thank them for their generosity. Now that they have made a first issue of SACJ possible, it is hoped to solicit the sponsorship of one of the larger computer companies for future editions.

It might be of interest to take readers on a walk through the new journal to highlight various aspects. To begin with, the cover design follows that of several journals whose titles have the format: The *South African Journal of Subject* / Die *Suid-Afrikaanse tydskrif vir Vakgebied* (where Subject and Vakgebied are appropriately instantiated). While colours vary, these journals generally have *Subject* and *Vakgebied* restated on the darker portion of the cover. SACJ's title was chosen in preference to a more descriptive but also more cumbersome title such as *The South African Journal of Computer Science and Information Systems*. The appearance of the words *Computer Science and Information Systems* / *Rekenaarwetenskap en Inligtingstelsels* on the cover are thus out of step with the original inspiration, but seem appropriate under the circumstances.

The inside cover is of interest for several reasons. Firstly, note that Peter Lay has kindly agreed to lighten my task by acting as an assistant editor. He will deal with matters relating to Information Systems. *Contributions in this area should henceforth please be sent directly to him*. Also note that an editorial board of distinguished persons has been assembled. I should like to once again thank board members for adding status to SACJ by agreeing to serve in this capacity. They will be consulted on matters of editorial policy whenever appropriate. Finally, the subscription costs have been increased to keep pace with production costs. This increase does not affect SAICS members, who will continue to receive the journal as one of the benefits of membership.

The guest editorial by Pieter Kritzinger makes for interesting reading. Several points of concern about computer-related research in South Africa are raised. I trust that the article will focus attention on these problems and stimulate a debate which will lead to eventual solutions. It is hoped to make guest editorials a regular feature of future SACJ issues.

Of the eight research papers offered in the journal, four have been gone through the normal channel of refereeing and revisions. The remainder were submitted to the Vth SA Computer Symposium and are published here by invitation. Each paper submitted to the chairman of the symposium's program committee was sent to three referees. A ranking scheme, reflecting an aggregate measure of referee evaluation, was used as a basis for deciding on papers to be presented. After further editorial evaluation, the authors of four of the five highest ranking papers were invited to submit their papers to SACJ. While it was not possible to contact the fifth author in time for this edition, but it may be possible to publish that paper, together with a selection of others from the symposium, in future SACJ editions.

In the section marked *Communications* various items of news arriving at the editor's desk have been published. It was particularly gratifying to receive book review submissions in response to a prior general appeal. There has also been an enthusiastic response from book publishers, who have sent in a number of books for review. Titles are listed in the *Communications* section. Please contact me if you are willing to review one (or more) of these. Naturally, reviews of other books of interest in your possession will also be welcomed.

The final point to highlight in this walk through the journal is the increase in page charges indicated on the back inside cover. These reflect the increased cost of production. Since research papers in SACJ qualify for state subsidy at academic institutions, the charges should not, in general, present major problems for authors. However, it is worth pointing out that the final format of papers submitted significantly impacts on both the financial and editorial load. Submissions in camera-ready format (or nearly so) result in both a cost savings and a speed up of turn-around time by several orders of magnitude. Since many readers may not be familiar with the printing process, it may be helpful to say something about it in order to substantiate this claim.

The printing process basically involves typesetting, shooting (or photographing), and then reproduction and binding. Apart from limiting the amount of material, the printer's client has very little control over the cost of shooting, reproduction and binding. On the
other hand, anyone equipped with moderate text- or word processing facilities and a laser printer can go a long way (if not all the way) towards typesetting a paper. Even a partially typeset paper helps significantly, as I will explain below.

By typesetting I simply mean knocking the paper into the right shape and producing a laser printout. The printers regard this is a tedious, error-prone task, even if they start off with an ASCII file rather than a hardcopy of the paper. Consequently, they tend to handle large-scale typesetting by subcontracting the task. Moreover, while they may be willing to typeset uncomplicated text, they tend to balk at text containing specialized mathematical and other notation. However, they are quite skilful at cutting and pasting text, and at enlarging or reducing photographed or scanned diagrams. They are even willing to redraw sketches which are not too complicated.

As a result of the above, I have pressed several authors to do their own typesetting. In cases where it was problematic to produce double column format, a single column of appropriate width was requested. While this is a second-best option, it allows for cutting and pasting to be done by the printers. Some sketches have either been directly reduced from the author's original, while others have been redrawn by the printer. By way of exception, I have personally undertaken the typesetting of a few papers using WordPerfect. However, I would like to avoid this as far as possible in future, and consequently appeal to potential authors to make every effort to do their own typesetting.

From SACJ's point of view encouraging authors to do their own typesetting involves a compromise in that there will inevitably be slight variations in the print from one article to the next (as is in fact the case in this issue). If you are pedantically inclined, you might consider this to be a disaster. Personally, I regard it as a rather neat advertisement for the typesetting skills of SACJ contributors.

As an aside, since the handling of \TeX files was initially a problem for me, I was pleased to discover that Peter Wood and his colleagues at UCT have mastered the art of producing \TeX printout in the format now before you. Future authors who use \TeX should consult them on details.

As to the future, it is not possible at the this stage to commit to a fixed number of SACJ issues per year. The number of issues is constrained by finance, submissions of the right quality, and time available to the editorial staff (including our anonymous and unsung heroes - the referees). The ideal is to produce four issues per year, but this may not always be attainable.

In conclusion, if readers have as much fun in reading this first issue of SACJ as I have had in editing it, the hours spent on it will have been well worthwhile. Hopefully SACJ is destined not only to be a permanent feature of the Southern African computing scene, but also to significantly contribute to research in the region.

Derrick Kourie
Editor
The word *research* has many connotations and is often abused. In everyday language a person does not simply search for information in a library, for example, but rather does research, thus pretentiously conferring an aura of intellectual activity on an effort which requires very little original thought.

Here I will interpret the term to mean work which generates results that gain international recognition. This implies that the work is published in good international journals or presented at international conferences. I believe this is the only valid index of the quality of research.

With very few exceptions, the computer industry in South Africa is a consumer of computer technology, rather than a developer. In contrast with, say, the chemical industry, there is therefore no tradition of research in computer science in the South African computer industry and computer science researchers therefore have, as virtually their only source of funding, the Foundation for Research Development (FRD) which has its origins in the CSIR.

The FRD was formed in April 1984 with the development and use of research expertise in the natural and applied sciences and engineering as its mission. This mission is primarily directed at the universities, museums and technicons with the ultimate aim of improving the life of all South Africans.

Although the FRD has several programmes, the two which are of main concern to computer scientists are the Core Programmes and the Special Programmes.

FRD Core Programmes foster the optimum development of a scientific and technological knowledge base by supporting individual self-initiated research. These programmes, started only about 4 years ago, have met with considerable acclaim, particularly in regard to the way in which research funding for a particular individual is decided. To qualify for support within a Core Programme, researchers must obtain a certain evaluation status within the FRD and funding is then linked directly and exponentially to the merit of the individual concerned, rather than being linked to the specific project proposed.

In the evaluation process, peer review is strongly emphasised. The researcher himself is expected to nominate referees, whose status and reports play a decisive role in the evaluation. As a result of this evaluation, an applicant is assigned a specific evaluation status category. There are currently 9 categories in all, but the ones of main interest are:

- **A** researchers who are without any doubt accepted by the international community as being amongst the leaders in their field (52);
- **B** researchers not in category A but who nevertheless enjoy considerable international recognition as independent researchers of high quality (182);
- **C** proven researchers who have maintained a constant high level of research productivity and whose work is regularly made known internationally, or proven researchers whose current research output is less but who are actively engaged in scholastic activity (433);
- **P** researchers younger than 35 years of age who have already obtained a doctoral degree and who have shown exceptional potential as researchers (10); and
- **Y** young researchers usually under 35 years of age, who are highly likely to achieve C status by the end of their support period (108).

The number of researchers in the various categories as of August 1989 has been indicated in parentheses above. Of these, only 7 persons are computer scientists: 1 in category B; 3 in category C; and 3 in category Y. Only 4 departments of computer science are involved.

The other main programmes of concern to computer persons are the Special Programmes which aim at developing research manpower in priority areas. After identification of an area that merits particular research development, given local expertise, a Special Programme is launched to address the problem in the national interest.

Although a manager of a Special Programme has to be an FRD evaluated researcher, the same need not be true for the other team members. Regular peer evaluation of researchers as well as evaluation of the progress and results of Special Programmes are considered essential. Special Programme awards will be made for the first time towards the end of 1989. It is therefore not yet known whether proposals already submitted for programmes in computer science have been successful.
It is clear that, in the context explained above, there is virtually no computer science research being done in South Africa - a scary thought which has considerable implications for this country! Why is this so? There are several reasons, but I would like to single out two in particular.

Qualified faculty and students is an abiding problem at the heart of computer science departments. Acquisition of new faculty members is an issue intimately linked to the number of graduate students successfully completing PhD degrees. This problem is by no means unique to South Africa. For instance, data gathered in North America indicates that in 1983 there were over 200 vacancies in the 91 departments that have doctoral programmes in computer science. At the same time, only approximately 250 PhD's were granted in North America - a figure that has remained relatively unchanged for the past several years. A large number of those graduates were attracted to industry and industrial research laboratories. Although I do not have solid data at my disposal, I would think that South Africa produces at most one PhD graduate in computer science per year. There are currently 20 departments of computer science at universities in South Africa. It will therefore take us 20 years to locally produce one new faculty member with a PhD in computer science for every university.

Contributing to the above problem is our current academic image. The graduate student usually sees concerned computer science faculty members as rather harried individuals, having large undergraduate classes, much committee and professional work, and labouring under an ill-fitting model (applicable to more established disciplines) for decisions on tenure, salary and promotion. Further, as undergraduates, many prospective graduate students were not engaged in research projects involving computer science faculty, and for that reason were not exposed to graduate students doing research, and rarely developed a camaraderie with any computer science professionals. At last count there were only 5 individuals in South Africa who completed their computer science doctorate at a university outside South Africa where they had the good fortune to work in an environment in which sufficient faculty and funds were available to create an ethos of research. It is difficult to convince students that their interests and goals can be served by a PhD in computer science or by an academic career.

The second problem, which is of greater concern to me since there is no immediate solution to it, has to do with the fact that senior persons who decide the fate and fortune of academic computer science departments are, in general, individuals whose professional careers started well before computing machines came into every day use - that is to say, in the years B.C. (Before Computers). These persons of influence do not always understand what "computers" are, and what their potential influence upon the workplace in particular and society in general are. As far as research (as opposed to teaching) is concerned, most of them understand that a medical school needs special and expensive equipment (not to mention, expensive faculty) and that engineers must have a workshop and special machinery to teach their students and conduct research. They understand that if one needs to build up a defense industry, it will cost billions of rands; but they are not so sure about computer science, even though many other countries have recognised it as of national strategic importance.

I believe that only time and dedication will lead to a solution of these seemingly insurmountable problems and allow computer scientists to take their rightful place in the research community in South Africa.
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Four Major Success Criteria for Information System Design
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Abstract

Both in the advancement of Information Systems theory and in practical development projects, significant errors of omission can occur unless one is aware of all aspects of the concept "information system success". At least sixty-five detailed aspects have been identified by previous authors. However one cannot bear them all in mind simultaneously. This paper reduces them to four major success criteria:

- marginal effectiveness $R$, the extent to which the system's return of value on cost could be increased
- user effectiveness $N$, the extent to which the system's value could be increased without affecting its cost
- economic efficiency $E$, the extent to which the system's cost could be decreased without affecting its value
- technical efficiency $T$, the extent to which waste can be eliminated from the system's processes.
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Introduction

Managers do not assign computer staff to develop information systems unless those systems are likely to benefit the organisation. Therefore the processes of logical and physical system design should be seen as "means to an end", namely to achieve as many improvements in business performance as possible. However logical and physical system designers cannot do that unless they know all the success criteria of the system to be developed. Consider a project to computerise an existing manual procedure. Suppose the system designers were only aware of one success criterion, for instance operating cost. Then they may only strive to achieve one kind of design objective, namely operating cost reduction. They might not even think of setting other objectives such as increased informational value, minimal development cost, etc. This implies that the benefits obtainable from a computer based information system depend on the extent of the designers' awareness of its success criteria. So designers need a comprehensive checklist of major success criteria in order to produce optimal systems.

Methodologists are in a similar position. Suppose that Yourdon and Constantine had established their Structured Design methodology [38] with only one success criterion in mind, for instance maintainability. Then users of that methodology would design systems that are maintainable but not necessarily reliable, usable or relevant. So methodologies which ignore major system success criteria will yield designs which are sub-optimal across the full spectrum of possible improvements. In general, this means that methodology authors should at least specify which criteria they are addressing, and should ideally devise methodologies that address all facets of system success. To know what is possible, they too need a comprehensive checklist of major success criteria. The present article reviews existing criteria, shows that they are inadequate for these purposes, and then develops a more appropriate checklist.

Existing Success Criteria

Many textbooks and articles on Information Systems mention success criteria. Sixty-five of these are cited below to give an indication of the wide variety available:

- system efficiency and effectiveness [27]
- economy, acceptability, accuracy, timeliness, security and robustness [36]
- portability, maintainability, data compatibility and flexibility [37]
- modifiability [31]
- development cost, operating costs, maintenance costs, capability, stability and adaptability [14]
- ease of use, reliability and generality [39]
- technical efficiency, resource utilisation, output realisation and relevance [17]
- style complementarity [5]
- development efficiency and operational efficiency [12]
- sufficiency, cost-efficiency and understandability [10]
- utility, quality of information and quality of access [33]
• usability [28]
• hardware compatibility, vendor credibility, integrity, availability and expansion potential [35]
• data integration [6]
• adherence to schedule, integration and simplicity [13]
• support and utilisation [29]
• user satisfaction and currency of output [30]
• usability and functionality [32]
• profitability and contribution to user performance [9]
• learning time, user error rate and user confidence [19]
• reusability [34]-development time, completeness and documentation [26].

At first glance this set of criteria might seem to satisfy the need for a checklist. However, it has four serious drawbacks. First, Miller's Law of seven plus or minus two implies that a human designer cannot possibly bear all the criteria in mind at the same time [25). Secondly, some criteria are synonymous with others, for example modifiability has the same meaning as changeability. Thirdly, some criteria are subsumed by others, for example both timeliness and accuracy are aspects of effectiveness. Finally, there is no way of knowing whether the list covers all the major aspects of information system success.

To overcome those drawbacks a concise but comprehensive set of criteria is proposed. This is derived from an extended form of the well-known Input-Process-Output model of an information system.

Extended I-P-O Model

Many textbooks, for instance Davis and Olson [4] and Kilgannon [15], introduce an information system basically as a set of Inputs, Processes and Outputs. An information system must produce outputs, otherwise it would be useless. In order to generate those outputs it must carry out transformation processes, because if the outputs were already available in required form there would be no need for the system. And the processes require inputs - data to be transformed, as well as hardware and software to effect the transformation.

The basic model usually needs to be extended for research in specific areas of Information Systems. For example, Davis and Olson [4, p315] mention that "for control purposes, a feedback loop is added to the basic model". For the purpose of identifying success criteria, environmental features will be added instead.

Like many other systems, an information system interacts with elements of its environment. In order to benefit the organisation, the system's outputs must be utilised by one or more users in its environment, e.g. employees, managers, shareholders, customers, suppliers, etc. And in order to receive inputs, there must be sources in the environment to provide them. So users and sources have been added to the basic I-P-O model, giving the extended model shown in fig. 1.

![Fig. 1 Model of an information system](image)

This model confirms King's [16] view of system design as a decision-making activity involving choices between alternatives. Users could receive many alternative combinations of data outputs with different contents, media and format. Each output combination can be produced with many alternative combinations of collection, storage and extraction processes. Each process combination can be implemented with many alternative input combinations involving different types of hardware, software and data. The designers' task is to select the best I-P-O alternative.

Relationships in the Model

The comparative success of two such alternatives depends on the relationships between the components of the extended I-P-O model. Combinatorial Theory [18] predicts that ten distinct binary relationships (R1, R2 .... R10) exist among the sources, inputs, processes, outputs and users in fig. 1. They are enumerated in table 1.

Higher order relationships may also occur between groups of three or four components in the extended I-P-O model. The properties of the higher order relationships comprise those of the component binary relationships, plus additional synergistic effects. As the component properties have already been identified in table 1 and interrelational synergies are beyond the scope of this paper, higher order relationships will not be considered. System success criteria will simply be derived from an analysis of the binary relationships.
Table 1. Binary relationship between components

<table>
<thead>
<tr>
<th>R Components &amp; Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>R1 Processes &amp; inputs.</strong> Alternative processes consume different quantities of hardware, software and data inputs to produce the same outputs.</td>
</tr>
<tr>
<td><strong>R2 Processes &amp; outputs.</strong> Alternative processes produce different quantities of outputs from the same inputs.</td>
</tr>
<tr>
<td><strong>R3 Sources &amp; inputs.</strong> Alternative inputs incur different charges from hardware suppliers, programmers and data entry personnel.</td>
</tr>
<tr>
<td><strong>R4 Sources &amp; processes.</strong> Alternative processes require different inputs and therefore incur different source charges.</td>
</tr>
<tr>
<td><strong>R5 Sources &amp; outputs.</strong> Alternative outputs require different processes and therefore incur different source charges.</td>
</tr>
<tr>
<td><strong>R6 Users &amp; outputs.</strong> Alternative outputs support users to different extents in making management decisions and in performing operational tasks.</td>
</tr>
<tr>
<td><strong>R7 Users &amp; processes.</strong> Alternative processes differ in the timing of outputs and therefore give different user support.</td>
</tr>
<tr>
<td><strong>R8 Users &amp; inputs.</strong> Alternative inputs vary in reliability, user friendliness, etc. and therefore give different user support.</td>
</tr>
<tr>
<td><strong>R9 Inputs &amp; outputs.</strong> The outputs produced by a system increase with inputs subject to the Law of Diminishing Returns.</td>
</tr>
<tr>
<td><strong>R10 Sources &amp; users.</strong> The user support provided by a system increases the host organisation’s profit by enabling users to generate revenue and save business costs. Source charges diminish the profit when purchase prices, rentals and salaries are paid.</td>
</tr>
</tbody>
</table>

**Bases for Comparison**

Analysis of relationships R1 and R2 suggests that I-P-O alternatives can be compared on the basis of waste. For example, in R1 a process wastes hardware input if temporally independent modules are included in the same program [23]. In R2 a process gives unnecessarily lengthy response times and therefore answers fewer enquiries per day if temporally independent enquiry modules are combined in the same program.

Relationships R3-5 suggest source charge as a second basis for comparing IPO alternatives. For example, in R3 an input combination which includes an available software package is usually cheaper than a combination which requires extensive in-house programming [35]. In R4 a process combination involving loosely coupled modules requires less programming effort - and therefore salary - than a tightly coupled combination [38]. In R5 simple outputs are usually easier to program than complex ones [13].

In relationships R6-8 user support emerges as another basis for comparison. For example, in R6 an output combination of summary report plus an online enquiry facility for details may be more helpful to a user than a single detailed report [1]. In R7 a process combination giving direct as opposed to sequential access to data files allows immediate answering of ad hoc enquiries. In R8 an input combination which includes flexible software is preferable to an input combination whose software cannot be adapted to changing user needs [28].

Finally, in relationships R9 and R10 the concept of return emerges as a fourth basis for comparison. One I-P-O alternative is better than another if it gives much more output with only a little more input, particularly if that means much more user support for only a little extra source charge.

**Quantification**

The four bases can be quantified by considering potential improvements in an economically viable but imperfect I-P-O alternative [22]. The source obligations incurred during the system’s lifetime have been discounted at the cost of capital, their total amounting to a cost c. Similarly the user support provided by the system during its lifetime has been estimated at a present value v by assessing the extent to which host organisation profit would decline in the absence of the system [20]. The resulting contribution to the host organisation’s profit is: \( p_0 = v - c > 0 \).

Four distinct improvements are possible. Firstly, the designers may find an alternative combination of processes which wastes none of the existing inputs or outputs. Suppose the improved system gives more value \( v' \) with less cost \( c' \), resulting in a contribution: \( p_1 = v' - c' > p_0 \). Then the wastefulness of the system can be expressed as a fraction in the range 0 to 100%: \( T = p_0 / p_1 \).

Secondly, the system may be improved by finding the combination of inputs, processes and outputs which incurs least source charges to produce the same value \( v' \). Suppose the improved system now incurs reduced cost \( c'' \), so that the new contribution is: \( p_2 = v' - c'' > p_1 \). Then the system’s success in relation to sources is represented by \( E = p_1 / p_2 \).

Thirdly, the system can be improved by finding the I-P-O alternative that yields maximum value with the same cost \( c'' \). Suppose the improved system now gives increased value \( v'' \), so that the new contribution is \( p_3 = v'' - c'' > p_2 \). Then the system’s...
success in relation to users is \( N = p_3 / p_4 \).

Finally Appendix A suggests that the system may perhaps be improved still further by adding more inputs, processes and outputs. Suppose the optimal expansion alternative yields contribution \( p_4 \). Then the system's success in relation to sources and users is \( R = p_3 / p_4 \).

### Success Criteria

From the definitions of \( T, E, N \) and \( R \) it follows that

\[
S = \frac{P_0}{P_4} = T \times E \times N \times R.
\]

The four factors on the right hand side are independent variables. For example, a system may be waste-free but may incur an exorbitant cost. Cost may be minimal yet users may not get the best value for money. Cost may be minimal and value may be maximal, but contribution could be increased by incorporating additional inputs, processes and outputs.

The factor \( S \) on the left hand side is a dependent variable. It is strongly affected even by small imperfections in the independent variables. For example if \( T, E, N \) and \( R \) are all 95% then \( S \) is 81%. If \( T, E, N \) and \( R \) are all 90% then \( S \) is a mere 66%.

So \( S \) represents the overall success of an information system while \( T, E, N, \) and \( R \) represent specific aspects of system success.

The definitions (or implicit meanings) of the existing criteria mentioned at the beginning of this article were compared with the definitions of the new criteria \( T, E, N \) and \( R \). Table 2 shows that each existing criterion is either a synonym or a subsidiary criterion of one of the new criteria. Consequently \( T, E, N \) and \( R \) comprehend all existing criteria. For example, "resource utilisation" was defined by Kriebel and Raviv [17] as the extent to which available resources are underutilised i.e. wasted - and is therefore listed as a sub-criterion of \( T \). "Vendor credibility" was defined by Vaid-Raizada [35] as source ability to provide input at appointed dates, train operators, honour warranties, etc. - i.e. save implementation costs - and is therefore listed as a sub-criterion of \( E \). "Portability" [37], the ability to transfer software from one computer to another, saves future conversion costs and is therefore listed as another \( E \) sub-criterion.

### Applications

The following nomenclature is proposed:

- \( T = \text{technical efficiency} \)
- \( E = \text{economic efficiency} \)
- \( N = \text{user effectiveness} \)
- \( R = \text{marginal effectiveness} \).

The names "technical efficiency" and "economic efficiency" were taken from Economics [3]. "User effectiveness" was drawn from Hamilton & Chervany [12]. "Marginal effectiveness" was suggested by a referee.

The four criteria may find both quantitative and qualitative applications in theoretical as well as practical contexts.

Their quantitative formulation provides a new perspective on the concept of productivity [7] which may be useful in advancing the Theory of Information Systems. In particular the definitions of \( p_0 \) to \( p_4 \) as net present values may allow us to transfer ideas from the Theory of Finance. Quantitative applications may also be possible in the practical construction of mathematical models for information system optimisation. For example, the simple multiplicative relationship between \( T, E, N, R \) and \( S \) might be used to extend the scope of the Kriebel-Raviv model [17].

Information value being difficult to quantify [1], the most significant applications will probably be qualitative. For instance, in practical system development projects the four criteria can be used to:

### Table 2. New criteria subsume existing criteria

<table>
<thead>
<tr>
<th>New criteria Synonyms</th>
<th>Sub-criteria of the new criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T ) Performance, Resource utilisation, Throughput, Operational efficiency, Output realisation, Response. Technical efficiency.</td>
<td></td>
</tr>
<tr>
<td>( E ) Economy, Vendor credibility, Development cost, System Development efficiency, Development time, Learning time, Confidence, Hardware compatibility, Portability, Maintenance costs, Data compatibility, Data integrity, Documentation, Reusability, Operating costs, User error rate, Maintainability, Changeability, Simplicity, Integration.</td>
<td></td>
</tr>
<tr>
<td>( N ) Utility, Functionality, Usability, Robustness, Ease Acceptability, of use, Adherence to schedule, System Adaptability, Quality of access, Control, effectiveness, Security, Integrity, Capability, Reliability, Support, Stability, Flexibility, Utilisation, Usability, Satisfaction, Quality of information, Contribution Accuracy, Timeliness, Currency, to Relevance, Understandability, Style user complementarity, Completeness, performance. Generality, Availability.</td>
<td></td>
</tr>
<tr>
<td>( R ) Cost Expansion potential, Sufficiency, efficiency, Profitability.</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. New criteria subsume existing criteria.
• identify all the weaknesses in an existing system
• set comprehensive objectives for the development of a new system
• select methodologies appropriate to the chosen objectives
• compare alternative system designs on multiple criteria.

Their role in objective setting is particularly important. As T, E, N and R comprehend all known criteria, they ensure that all potential design objectives will be considered. Without them the designer may by default emphasise criteria that are counter to the requirements of management.

The four criteria also serve as qualitative premises for the development of Information Systems Theory. T, E, and N have already been used to:
• identify problem areas for information systems planning [21]
• devise a classification scheme for design rules [24]
• resolve apparent contradictions between design rules [24]
• derive three new system design rules [23].

Many more applications are likely in the future, for instance:
• a hierarchy of system design objectives
• a procedure for prioritising design objectives
• a systematic method of applying formal design rules.

Conclusion

Information system design involves selecting the best system of alternative inputs, processes and outputs to suit a given environment of sources and users. In order to make the choice, designers need some means of comparing alternatives. An analysis of relationships between sources, inputs, processes, outputs and users suggests that alternatives may be compared on the basis of four factors: waste, source charge, user support and return.

Comparative success criteria can then be defined in terms of a system’s contribution to host organisation profit when its inputs, processes and outputs are modified to optimise the four factors. 1. Technical efficiency is the relative contribution when physical waste is eliminated. 2. Economic efficiency is the relative contribution when inputs, processes and outputs are replaced with the cheapest alternatives capable of providing the same level of user support. 3. User effectiveness is the relative contribution when outputs, processes and inputs are replaced with the most valuable alternatives that incur the same source charges. 4. Marginal effectiveness is the relative contribution when inputs, processes and outputs are expanded to the point of optimal marginal return.

These criteria encapsulate all known aspects of system success in a concept set small enough to be borne in mind simultaneously. They have already proved useful in previous theoretical work on Information Systems, and are likely be useful in further theoretical work. They should also prove useful to the practising systems analyst/designer, particularly as design objectives.

References


[23] J Mende, [1987], Three packaging rules for information system design, Quaestiones Informaticae, 5, 32-35.


[25] G A Miller, [1956], The Magical Number Seven, Plus or Minus Two: Some Limits on our Capacity for Processing Information, Psychological Review, 63, 81-97.


[27] E Myers, [1972], Effective vs. Efficient Computing, Datamation, 18(6), 75-77.


Appendix A

A given group of users can be served by many IPO alternatives with 100% T, E, and N. As information is merely one of many resources used by the host organisation, the "expansion path" [7] costs of these alternatives are subject to the Law of Diminishing Returns. So if value were plotted as a function of cost, the resulting curve \( f \) would have diminishing slope as in fig. 2.

![Fig. 2. Production function](image)

All alternatives above the point M where the slope is 1 are uneconomic because the extra value is less than the extra cost. All points below M are sub-optimal because extra contribution is obtainable by increasing the cost. Therefore M represents the optimal alternative. Its contribution \( v-c \) is the maximum attainable.

However a typical organisation contains several user groups each requiring its own system. The available resources may not suffice to optimise all systems. Then the best choices for the various groups are at points \( M_1, M_2 \) etc. in fig. 3 where the slopes are equal and minimal.

![Fig. 3. Two systems](image)

To prove this, suppose the host organisation has two user groups with production functions \( f_1 \) and \( f_2 \). Also suppose that resources suffice for alternatives \( A_1 \) and \( A_2 \) - the slope of \( f_1 \) at \( A_1 \) being less than the slope of \( f_2 \) at \( A_2 \). Then total value could be increased by replacing \( A_1 \) with \( B_1 \) which is 1 Rand cheaper, and replacing \( A_2 \) with \( B_2 \) which is 1 Rand more expensive. Similar value gains could be obtained by moving downwards on \( f_1 \) and upwards on \( f_2 \) to points \( M_1 \) and \( M_2 \) where the slopes are equal. The argument is extendable to organisations with more than two user groups.
The SA Law Commission has established a commission on "The Legal Protection of Information". The commission is still in its preliminary stages and the assigned researcher, Mr Herman Smuts, is still preparing the working paper. He does not know when it will be finished, but once the working paper has been prepared, they will invite comments for about two years, before preparing the final report. I have contacted Mr Smuts, and he would be most grateful to receive input at this stage, especially regarding the terms of reference of the commission. His address is:

C/o SA Law Commission
Private Bag X668
PRETORIA
0001

In addition, there is an ad-hoc committee at the Registrar of Copyright investigating numerous copyright issues, including those relating to software and data. Mr Smuts' commission will be liaising with the ad-hoc committee.

I feel that SAICS has an obligation to submit evidence to the commission, and I would appreciate it if you would circulate the members of the Council of SAICS, and perhaps the general membership as well, to solicit ideas concerning SAICS's input.

I shall prepare something for the commission, either in my personal capacity, or in my professional capacity here at CSIR. I would be willing to assist in the preparation of any evidence SAICS might submit.

---

The conference was held from 7th to 10th September 1989 at the Cathedral Peak Hotel in the Drakensberg. The conference was attended by 61 postgraduate students from 11 South African universities. Most were engaged in MSc studies, although 5 Phd students also attended. These numbers are encouraging for the South African computer science community. This type of conference is rather unique in that it affords students the opportunity of sharing their research, and getting to know other researchers in the country. The number of Afrikaans and English speaking students attending the conference were roughly equal. Presentations were made in the language preferred by the student. Invitations were sent to all universities with computer science departments. The conference was organized by the students themselves.

Some of the more popular research topics that were presented included expert systems, data communications, computer security, graphics, software engineering, user interfaces and data bases. The main sponsor for this year's conference was the Division for Microelectronic Systems and Communication Technology of the CSIR. The conference was opened with an interesting talk on the myths and motivations of post graduate studies by Prof DG Kourie, acting head of the Computer Science Department at Pretoria University.

The next conference will be presented by the University of Port Elizabeth. People requiring further information about the next conference should contact Andre Calitz, Charmaine du Plessis or Jean Greyling of the Department of Computer Science at UPE.

A list of authors and papers presented at the symposium follows:

S Crosby, University of Stellenbosch
Performance Analysis of Wide Area Computer Communication Networks
A B Joubert, PU for CHE Vaal Triangle Campus
Image Processing Libraries
A Calitz, University of Port Elizabeth
An Expert System Toolbox to assist in the classification of objects
L von Backström, University of Pretoria
Integrated Network Management
R Foss, Rhodes University
The Rhodes Computer Music Network
A McGee, University of Natal
On Fixpoints and Nondeterminism in the Sigma-Lambda Calculus
P G Mulder, Randse Afrikaanse Universiteit
A Formal Language and Automata approach to Data Communications
A Tew, Randse Afrikaanse Universiteit
Drie dimensionele grafiek grammaticas
T C Parker-Nance, University of Port Elizabeth
Human-Computer Interaction: What Determines Computer Acceptance
**Book Reviews**

**An Introduction to Functional Programming Through Lambda Calculus**  
*by Greg Michaelson, Addison-Wesley, 1988.*  
**Reviewer:** Dr. E P Wentworth, Rhodes University

Recently we have seen a number of excellent *second generation* texts on Functional Programming. Michaelson’s text assumes some previous programming experience with imperative languages, and presents the functional approach as an alternative paradigm. He begins with a very accessible exposition of the Lambda Calculus, and carefully develops this foundation to encompass the important aspects and paradigms of functional programming. The programming notation is language-independent, although the last chapters are devoted to a brief look at two specific languages, Standard ML and Lisp. The examples and exercises are mainly utility in nature, e.g. "insert a sublist after the first occurrence of another sublist in a list", and can generally be solved in a couple of lines. Answers to the exercises are provided in an appendix.

The approach is slanted towards developing a solid base for understanding functional languages and computing. In this respect the book achieves a good balance between the theoretical underpinnings and their practical application. On the practical side, however, I found the lack of more substantial examples and exercises disappointing. Most programming texts tackle a set of "standard" problems which are well-understood in the academic community and provide an informal benchmark for comparisons. Since the book is targeted for those already versed in imperative languages and standard algorithms, one might expect the examples to clearly demonstrate the elegance and power of the *problem-oriented* functional approach in these areas. Having laid an excellent foundation I was left with the feeling that the book failed to capitalize and deliver the cherry on the top.

The book is highly recommended as one of the new breed of Computer Science books which gives substantial attention to the fundamentals of the subject without becoming bogged down in over-rigorous formality.
Artificial Intelligence and the Design of Expert Systems  
Artificial Intelligence: A Knowledge-based Approach  
Reviewer: Prof G D Oosthuizen, University of Pretoria

One of the primary goals of an Honours course is to introduce students to a field in such a way that they arrive at enough insight into relevant issues to enable them to conduct further research on their own. To this end a text book which is used ought to reflect the current view of the field. Because of the rapid expansion of the field of Artificial Intelligence (AI), we have now finally outgrown the era dominated by the books by Winston and Charniak and McDermott. In the past five to ten years much new work has been done, and new insights have been gained. Introducing AI, therefore, requires a marked shift from the previous emphasis on a few historical systems embodying a number of famous methods, to a more generic approach - an approach which highlights those fundamental representation and search models that span all the different application areas and strategies of problem solving. Of course, since AI still does not have a well developed theory, references to seminal systems continues to fulfill an important role.

Both of the above books are good text books, characterised by a balanced coverage of Prolog and Lisp. They also reflect and consolidate much of the work of the past few years done in areas such as knowledge representation, machine learning, the work done under the heading of Expert Systems and even the recent work on neural networks. But the most important feature that they share is the accurate and up to date overall picture of the subject provided; the broad framework for the understanding of AI that is created without neglecting work of historical importance. There are still references to these works, but they are placed in perspective in relation to new developments.

The book of Luger & Stubblefield (L&S) is more language oriented than Firebaugh's book. A characteristic of L&S is that AI approaches to representation are related to the Object Oriented approach. Whereas L&S includes chapters on advanced AI programming techniques in Prolog and Lisp, it does not address pattern recognition, computer vision and robotics. (Firebaugh has chapters on each of these themes.) These omissions are understandable, since AI has diversified so much recently that it is difficult to cover all applications in one book.

If I had to select one of the books, it would be L&S. Although L&S gives poor coverage of Machine Learning, the book's overall presentation is very good. In particular, the chapters are well-organised, and the overall approach to AI - starting with the core aspects of representation and search, followed by chapters on AI languages - is coherent. The authors also make very good use of graphical representations and illustrations to convey ideas.

---

Books Received

The following books have been sent to SACJ. Anyone willing to review a book should contact the editor. The book will be sent to him for review, and may be kept provided that a review is received.

- R Cafolla & A D Kauffman, [1988], Turbo Prolog Step by Step, Merrill Publishing Company, Columbus, Ohio.
How to access America's technical resources

You’re engaged in expert systems, developments that are taking you close to the leading edge of technology.

You need specialized software, cards, accessories — products that are not being imported into South Africa.

We can get them for you!

At Sourcelink we have established on-line communication, by satellite, with our own purchasing organization in the United States.

We can get you a quotation on any software package or item of equipment you require within twenty four hours, and deliver it to your desk within fourteen to twenty-one days. Far quicker than by any other method. And at prices that are more than competitive.

And if you are not sure that the item you want exists, let us have your specification. For a modest fee we will carry out a search and tell you which product best fulfills your needs.

SOURCENLINK
Your shopping service in the United States

(011) 728-1271/2

Ivylink, 103 Grant Avenue, Norwood
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