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ABSTRACT 
 
_______________________________________________________ 
 
 
The quest for a better way to learn and teach programming, in particular object-oriented 
programming, is a challenge that continues to intrigue computer science educators. Even 
after decades of research in learning to program, educators still search for the optimal 
instructional approach that will solve the ‘learning to program effectively’ problem among 
introductory programming students.  
 
The aim of this study was to gain insight into, and to suggest possible explanations for, the 
“qualitatively different ways” in which students experience learning to program using an 
object-oriented programming language, and to recommend teaching and learning strategies 
as a result of the outcomes of the research. In order to achieve these aims, a combination of 
phenomenographic research methods and elements of activity theory have been employed 
to gain an in depth understanding of pre- and in-service teachers’ learning experiences. The 
categories of description for the phenomenon, learning to program and the influence of the 
learning context have been analysed and described in detail. 
 
It is argued that understanding learning to program using Java, in order to teach 
programming involves more than understanding learning to program as it is normally 
taught in university programming courses. In addition to object-oriented concepts such as 
message passing, inheritance, polymorphism, delegation and overriding, it entails 
understanding how learning to program is reflected in the goals of instruction and in 
different instructional practices. Knowledge of learning to program must also be linked to 
knowledge of students' thinking, so that teachers have conceptions of typical trajectories of 
student learning, and can use this knowledge to recognize landmarks of understanding in 
individuals. 
 
The findings suggest relationships among students’ affective appraisals of the value of 
learning to program, their conceptions of learning to program, their approaches to learning 
it, their evaluations of their performance in tests and examinations and outcomes of their 
actions. The relationships emerged from student descriptions of their actions and the way in 
which different aspects of their learning and outcomes related to one another were 
qualitatively described and in some cases, quantified. In particular, the tensions between 
prior programming knowledge of a procedural language and current learning of an object-
oriented language have emerged in the study. This has implications for teaching, as this 
study was set against the backdrop of the change in programming language in high schools, 
from a procedural to an object-oriented language. 
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GLOSSARY OF TERMINOLOGY  
 

_________________________________________________________________________  

 

 

Throughout the thesis several terms are used with a particular meaning in mind; these 

meanings need to be explicated. The order in which the terms are described is logical, 

rather than alphabetical. 

 

In-service: Qualified teachers who teach at the secondary school level and were studying 

(concurrently) the new programming language. 

Pre-service: Students who were studying at the university to become professionally 

qualified as teachers, and who chose to major in computer science education 

Phenomenography: A technique used to study variation, specifically variation between 

qualitatively different ways in which people see, experience, and understand the 

same phenomena. 

Experience: Knowledge resulting from actual interaction with facts and events; this 

knowledge is reflected in statements about the world, actions and artifacts 

produced. Hence the experience is a description of the internal relationship 

between a person and phenenomena. 

Ways of experiencing: How a phenomenon is understood, conceptualized, thought about 

or discerned by people. 

Categories of description: A set of ways in which a phenomenon is experienced at a 

collective level; the individual characteristics and contextual factors are stripped 

away. 

 

xi 
 
 
 



Outcome space: The union of a set of categories of description, forming an abstract space 

in which individuals move—more or less freely—back and forth. 

Programming: The act of writing a computer program using a programming language to 

solve a problem. 

Programming language: A specialized language for writing programs.  

Procedural programming: An approach based upon the concept of procedure (known as 

subroutine) calls. Procedures simply comprise a series of computational steps to 

be carried out. The way to complete a task is to find a procedure that fulfils the 

requirements of the task and then invoke the procedure. If no such procedure 

exists, the programmer has to write one. 

Objected-oriented programming (OOP): An approach that focuses design on the data 

(=objects) and on the interfaces to it. The way to complete a task is to find, or 

create, an object of a class whose behaviour includes carrying out the task and 

sending the object a message. If no such class exists, the programmer has to 

write one.  

Relevance structure: Relates to what is called for to make sense of things, and to the 

criteria by which some parts of the phenomenon under study are seen as more or 

less relevant. 

Activity theory: The elements of activity theory, as they are employed in this study, serve 

as a framework for describing, analyzing and explaining human activities (such 

as learning) as integrated parts of an environment. Within an activity theoretical 

approach, learning can be understood as being integrated in a larger system that 

considers the socially-based nature of human activity. 

Enrolment: Pertains to the variety of factors forming part of establishing an “identity”, that 

of being (considering oneself) a programmer. 
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1 INTRODUCTION 

 
_______________________________________________________ 
 
 

he quest for a better way to learn and teach programming, in particular object-

oriented programming, is a challenge that continues to intrigue computer science 

educators. Even after decades of research in learning, educators still search for the optimal 

instructional approach that will solve the ‘learning to program effectively’ problem. Hence 

it is imperative to understand what makes learning to program difficult for most 

introductory students, and how best we, as educators, can alleviate this difficulty. Since 

learning and teaching could be regarded as two sides of the same coin, knowledge of 

students’ thinking and various conceptions of learning to program can inform teachers’ 

instructional approaches. The study is, therefore based on empirical evidence to answer the 

question: ‘how do pre-service and in-service teachers in educational environments 

experience learning to program?’  

T 

 

1.1  Background to the Study 
 

A new curriculum for computer studies, which was renamed information technology, was 

approved as one of the national subjects in the National Curriculum Statement (NCS) 

(Department of Education, 2003). For the past decade most schools in South Africa, in 

particular those in the province of Kwa-Zulu Natal (KZN), have taught computer studies, 

which included a procedural programming language, namely Pascal. In the new 

curriculum, which was implemented in 2006, a new language is advocated, namely Java or 

Delphi. The language being advocated is not just another procedural language, but an 

object-oriented language. The change of programming language has implications for 
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teacher-trainees (pre-service teachers) and even more so for in-service teachers. Most in-

service teachers learnt, and were trained, to teach a procedural language, such as Pascal.  

 

By the year 2006 all computer studies (information technology) teachers were expected to 

be proficient in the object-oriented language in order to meet the curriculum needs of 2006 

and beyond. In order to meet this goal, these in-service teachers enrolled for a course in 

object-oriented programming, using Java in 2004. The proposed new curriculum also has 

implications for the undergraduate pre-service teachers’ computer science curriculum.  

 

In the past, programming performance amongst students has been a matter for concern. 

This was reflected in the senior certificate examinations for computer studies during the 

period 1996 to 2002. The examining panel for computer studies, of which I was a part from 

1996 to 2002, was able to obtain an insider’s perspective of students’ problem areas in the 

examinations. The computer studies examination consisted of two papers; theory and a 

practical. The sum of the marks obtained in each paper resulted in the final mark obtained 

by each student. These final marks were generally high and were considered a fair 

indication of the students’ performances. However, the high achievements in the final 

result were often not reflective of the actual performance in the practical aspect 

(programming) of the examination. Students scored higher in the theory paper, which 

overshadowed the generally poor performance in the programming aspect of the exam. 

Therefore, misperceptions of students’ programming ability still exist. 

 

Whilst research in other fields of discipline education has been well established, computer 

science education research, at least in South Africa has been slow to come to the fore. 

Using some of the methods and results of research from other disciplines can help to 

understand aspects of computer science education.  

 

In physics education research there is a shift in focus in physics instruction (Redish and 

Steinberg, 1999) from considering “what are we teaching and how can we deliver it” to 

“what do students learn and how do we make sense of what they do”(my italics). This shift 

in emphasis paved the way to revealing the insight that in order to address students’ 
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learning difficulties in physics, emphasis should be placed on students’ experiences of 

physics learning. Similarly, the insight gained from students’ experiences of learning to 

program should help to address their difficulties in learning to program. Knowledge of 

“how students respond to teaching, how they tackle the everyday demands of learning and 

studying, or what kinds of difficulties…they encounter” (Hounsell, 1984, p. 189) can bring 

us closer to an understanding of what it means to learn in higher education. Investigations 

into different aspects of the teaching-learning process should, therefore, focus on both 

“what” and “how” students are expected to learn from lectures, tutorials or tests in the 

learning environment, and aim at maximizing what students learn in the long term.  

 

1.2  The significance of the study 
 

The study is strategically positioned in time; South Africa’s national curriculum 

(Department of Education, 2003) proposes significant shifts in the ways that teachers 

conceive and carry out their work. Teachers are asked to focus not only on what learners 

learn, but how they learn – the process of learning as well as the content of learning. The 

National Curriculum Statement (NCS) for information technology is being implemented in 

2006 in high schools in South Africa. It is significant in that the experiences of pre- and in-

service teachers of the transition from a procedural language to an object-oriented language 

can play a major part in our understanding of the difficulties and successes in learning the 

new language. The learning experience of both the pre-service and in-service teachers 

would help to determine the important pedagogical issues in programming in particular, 

using an object-oriented programming language. 

 

This study is also significant because it contributes to developing the teaching and learning 

of computer programming, as well as to enhancing the professional development of 

educators. It would appear, from my examination of the current and completed research 

that pedagogical issues related to programming in teacher training and high schools, and 

teacher trainees in tertiary institutions, is an under-researched area in KZN. This study 

therefore, adds to the body of research on programming pedagogies. Apart from the 

understanding gained and the resultant pedagogical issues, the combination of methods 
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chosen for the study has not been widely used in computer science education. This 

combination yields some useful methodological findings. 

1.3  Rationale of the study 
 

There is general agreement in the literature that learning to program is not an easy task 

(Kölling, 1999, Jenkins, 2002). Having to program in a new style if one has prior 

programming experience creates tensions between learning to program and learning to 

teach programming. Teachers’ perceptions and behaviour are formed by their own 

experiences, both their past experiences and current views. The phenomenon, learning to 

program using a new programming paradigm within the teaching environment in which 

many in-service teachers found themselves, provided the basis for the study. The Centre for 

the Improvement of Mathematics, Science and Technology Education (CIMSTE) at 

UNISA offered an introductory programming course for in-service teachers. Based on the 

discussions with staff members in CIMSTE and my own reflections on the literature, the 

following elements offered themselves as key areas of investigation: 

• experience of learning objected-oriented programming, and how it seems to be 

different for the pre-service and in-service teachers; 

• the impact, if any, that previous programming knowledge has on learning to 

program in an object-oriented language; 

• pre- and in-service teachers perceptions of the relationship between learning to 

program and problem solving  

• implications for teaching. 

 

Some of these concerns are cited in Ventura and Ramamurthy (2004). In exploring these 

issues related to learning to program, and more specifically learning to program in an 

object-oriented language, it should enable the teachers and lecturers to be confronted with, 

and to understand better, what students really derive from programming lectures/classes. 

As Ramsden points out, 
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a relational perspective does not look for elegant general laws of learning, but for guiding 

hypotheses about typical conceptions and approaches that will help teachers convey particular 

subject matter in certain educational circumstances. (Ramsden, 1988, p. 28)  

 

It is important to emphasise the conceptual understanding of students, which requires 

teachers to become aware of the characteristic ways in which students construct their 

knowledge and of common student difficulties (Haberman, Lev & Langley, 2003).  

 

In addition, a pilot study was conducted as a foreground to the investigation. This pilot 

study gave me some insight into the chief characteristic of programming, namely problem 

solving. Problem solving was not simply a “concept”; it was what programming students 

did in practice. But of course, problem solving was also how students learnt programming; 

or at least, how they were meant to learn programming. Wotz (as cited in Mitchell, 2001) 

claims that “programming, regardless of paradigm, is about solving problems with the 

computer”. This study explores the relation between learning to program, the aim of 

computer programming, and its main instrument, problem solving.  

 

As a point of departure from other studies into student problem solving with undergraduate 

students and other learners (Casey, 1997; Choi & Repman, 1993; Reed & Palumbo, 1991; 

Saj-Nicole & Soloway, 1986), phenomenographic methods were used to develop and 

answer the three research questions in this investigation.  This research draws extensively 

upon students’ experiences at a collective level in a way not done before in South Africa. 

This information will contribute to the understanding of the nature of learning to program 

using an object-oriented language which undergraduate pre-service and in-service teachers 

experience. 

 

The research questions addressed in this study are listed below. In each case, the question 

refers to learning to program using an object-oriented language.  

 

Research question 1:  What are the qualitatively different ways in which pre-service and  
     in-service teachers learn to program? 
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Research question 2: What are the qualitatively different ways in which these teachers go 
about solving introductory computer programming problems? 

 
Research question 3: How does the learning context influence the approach adopted 

during learning to program?  
 

In this study, a qualitative approach was adopted. Simultaneously, techniques and strategies 

from the quantitative tradition were ‘borrowed’ in the interest of developing a comparative 

analysis between pre-service and in-service teachers, and prior programming knowledge 

and performance assessments in examinations.  

 

To summarize, the main aims of the research are to: 

(i) gain insight into the “qualitatively different ways” in which pre-service and in-

service teachers experience learning to program using an object-oriented 

programming language; 

(ii) suggest possible explanations for the qualitatively different ways in which pre- 

and in-service teachers experience learning to program as a result of the 

outcomes of the research; and 

(iii) recommend teaching and learning strategies which may be incorporated into 

the teacher training programming curriculum in order to overcome some of the 

conceptual hurdles that students encounter, especially with regard to object-

oriented programming.  

 

1.4    Outline of the study 
 

The study consists of nine chapters. Chapter 1 discusses the background to the study, the 

rationale of the study, and the significance, and aim of, the study.  

 

An overview of programming is given in chapter 2. The key differences between 

procedural programming and objected-oriented programming (OOP), differences that are 

essential to the understanding of the experience of learning to program, and the tensions 
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that exist between the two programming paradigms are highlighted. This chapter also 

reviews the literature with regard to learning and teaching programming. Some of the 

major approaches to programming, known student difficulties with aspects of programming 

and problem solving research in programming are reviewed.  

 

Chapter 3 defines the framework for my investigation. The framework elaborates the 

theoretical perspective underpinning the study; that is, naturalistic inquiry leading to 

phenomenography. Adopting a naturalistic inquiry research framework implies focusing on 

naturally occurring events during the research. Using a phenomenographic perspective to 

explore students’ experiences implies focusing not simply on what students learn but on 

how students learn. A further dimension of phenomenography that is important to this 

study is its emphasis on the variation of students’ experience and the resultant outcome 

space. Some attention is also given to activity theory in order to understand the influence 

that learning contexts can have on learning itself.  

 

Chapter 4 sets out the research methods used in the exploration of the three research 

questions. The rationale for the interview, journal writing and observation methods used, as 

well as the selection of research participants, is described. The results of the pilot study are 

also discussed.  

 

Chapter 5 presents the analysis of the variation in the way in which students learn to 

program using the phenomenographic approach. The different categories of descriptions 

(or conceptions) of learning to program are derived, and the dimensions of the variation 

throughout the categories, are explored. 

 

Chapter 6 presents the analysis of the variation in ways in which students program, i.e. 

solve computer programming problems. As a result of the analysis, different approaches to 

programming are presented. 

 

Chapter 7 presents the results of research question 3. A description of how students use the 

different settings (within specific learning contexts) of learning to program and problem 
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solving to which they have been exposed, for example the lecture, the test, and previous 

knowledge is provided. The chapter then focuses on the different ways in which the 

students integrate the influence of the settings into their intentions and conceptions of 

learning to program. Teachers’ perceptions and views, which add to the context, are also 

considered. Teachers are an important part of the organizational network surrounding 

learning. Their activities contribute to the shaping of the learner and the setting and, in turn, 

reflect this “arena” of action (Lave, 1988). Hence part of understanding students’ learning 

to program relates to interpreting the perceptions and actions of their teachers. 

 

Chapter 8 highlights important and converging aspects of the study and anomalies are 

identified. Relationships between different aspects, such as level of previous knowledge 

and performance in examinations, are also examined here, using quantitative analysis.  

 

Finally chapter 9 is concerned with synthesizing the results pertaining to all three research 

questions. The findings are summarized and discussed. The implications for teaching 

programming and learning to program are considered. Some recommendations are made 

for further study and limitations are discussed.  
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2  PROGRAMMING: A REVIEW AND DISCUSSION 
 
_______________________________________________________ 
 
 

here has been considerable research into computer science education, in particular 

programming, in the last 20 years. This interest in the teaching and learning of 

programming is not only a part of the general growth spurt in computer education, but also 

a field of research in its own right. 

T 
 

Programming is a challenging task and programming courses are generally regarded as 

difficult by many introductory students (Buck & Stucki, 2001; Mahmoud, Dobosiewicz & 

Swayne, 2004). Programming courses often have high dropout rates or, if completion of the 

introductory courses is achieved, there is a strong possibility that many students are still not 

able to program. Most educators involved in teaching programming agree that many 

students struggle in this field. 
 

Results from a recent project by McCracken et al. (2001) are compelling, (my emphasis) because of 

the number of authors from differing educational institutions and cultures. The 10 authors teach 

introductory programming across 8 universities, in 5 countries. Each author tested his/her own 

students on a common set of programming tasks. The students performed much more poorly than the 

authors had expected. The students did not simply fail to complete the set task; most students did not 

even get close to solving the task. (Lister & Leaney, 2003) 

 

To this end much topical literature concerns the teaching and learning of programming at 

different levels of education. Some key concerns or questions in the literature are: 

 
• What are the properties of expert programmers? 

• What resources and processes are involved in creating or understanding a program? 
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• Why do a large percentage of learners find programming hard to learn? 

• What are the cognitive requirements of the task? 

 

During the period between the 1970s and late 1980s there has been extensive literature 

related to these questions and regarding programming as a cognitive process (Bishop-

Clark, 1995; Brooks, 1977; Dijkstra, 1989; du Boulay, 1989; Linn & Dalbey, 1989). More 

recent literature highlights studies of object-oriented programming (OOP) and its 

relationship to the procedural approach to programming.  

 

Studies of programming can be divided into two main categories, those with a software 

engineering perspective, and those with a psychological/educational perspective (Robins, 

Rountree & Rountree, 2003). Studies with a software engineering perspective focus on 

experienced or professional programmers. These programmers typically work in teams and 

often develop software projects. However, my interest is in the initial development of 

individual programming skills. This does not mean that an understanding of basic software 

engineering principles will play no part in the study or be given no attention. However, in 

this review learning to program is addressed from an educational perspective.  

 

As already stated in chapter 1, the national curriculum for the discipline of computer 

studies at school spells out a change in the programming language from one of procedural, 

to one of object-orientation. It is, therefore, necessary for an understanding of both in-

service and pre-service teachers’ experiences of learning to program to include some 

comparison and to elaborate on the different programming paradigms and related 

languages. The next section (2.1) provides an overview of programming in general and 

programming languages relevant to this study. Drawing from the different sources of 

literature, several trends and topics can be identified, as indicated in sections 2.2-2.7. 

Section 2.8 discusses the difficulty of programming by considering factors such as aptitude, 

learning style and motivation. In section 2.9 the issues relating to the teaching and the 

pedagogies of programming are reviewed. Three didactic models are reviewed and a fourth 

model is suggested. Section 2.10 discusses the kind of thinking that is characteristic of 

programming and Bloom’s taxonomy is also given attention with regard to programming, 
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while section 2.11 reviews the role mental models play in the comprehension of programs. 

Section 2.12 concludes the chapter. 

 

2.1  Programming review  
 

A program is a set of instructions that a computer can execute to perform a task. This is a 

simple enough idea, but for the computer to process the instructions, they must be written 

in a form that the computer can use. Therefore, programs have to be written in 

programming languages. There are two basic aspects of programming: data and 

instructions. To work with data, one needs to understand variables and types of data (in the 

case of procedural programming), and objects encompassing attributes and actions (in the 

case of OOP); to work with instructions, one need to understand control structures and 

subroutines (in the case of procedural programming) and interacting objects and methods 

(in case of OOP). The rules that determine what is allowed and not allowed are called the 

syntax of the language. Syntax rules stipulate the basic vocabulary of the language, and 

how programs can be constructed using techniques like loops, branches, and subroutines 

(methods).  

 

So, to be a successful programmer, one has to develop a detailed knowledge of the syntax 

of the programming language that one is using. However, syntax is only part of the story. 

It’s not sufficient to write a program that will run: a program that will run and produce the 

correct result is needed!  In short a semantically correct program is required. A 

semantically correct program is one that does what you want it to, i.e. the meaning has to 

be correct. The meaning of the program is referred to as its semantics.  

 

For the procedural programmer, the basic building blocks of programs are variables, 

expressions, assignment statements, subroutine call statements and control structures. For 

the OO programmer, the basic building blocks are objects that consist of data and 

functionality. Stringing the relevant building blocks together in order to obtain a 

semantically correct program to perform a specific task, is what makes programming a 

challenge and what many consider to be difficult (Jenkins, 2002; Thomas, Ratcliffe & 
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Thomasson, 2004). A distinction between “programming in the small” and “programming 

in the large” is made in the literature. Eck (2004) refers to programming in the small 

(sometimes called coding) as that of filling in the details of a design, i.e. the step-by-step 

instructions for performing fairly small-scale tasks. The design of the overall structure of a 

program (complex programs) that makes use of many classes (in the case of OOP) and 

many procedures (in the case of procedural programming) is referred to as “programming 

in the large”. One needs both experience and intuition to solve even the simple, small-scale 

tasks. To develop a complex program, an even greater effort is required.  

 

For a long time, both teachers and students in high schools have been using a procedural 

language and procedural approach to programming. They have done this with some 

success. Java, an internet-savvy and OO language, has gained popularity in tertiary 

institutions and very recently has been introduced in high schools. The attractiveness of the 

internet has contributed in part to the change of language (object-oriented language). This 

change has incited a lot of discussion and debate with regard to implementation of the 

language. Some of the issues of debate in and amongst higher education institutions 

involve when and how object-oriented programming should be taught in the introductory 

programming courses (Zhu & Zhou, 2003; Kölling, 1999; Kölling & Rosenberg, 2001) and 

whether or not the object-oriented approach should be taught in a language-free scenario 

(Fincher, 1999). These concerns seem to make appropriate the need to highlight the 

difference between the two approaches to programming. 

 

Comparison of procedural and object-oriented languages 

There are many programming languages. Languages are categorized into procedural (or 

structured, also often referred to as imperative), logic, functional, and object-oriented 

languages. The popular languages traditionally taught in schools and universities were 

procedural languages, mainly Pascal1 and FORTRAN. However, in recent years, object-

oriented languages such as Java have become one of the influential programming 

languages in implementing the OO paradigm. Object-oriented programming is 

                                                 
1 Other procedural languages (such as Basic, C, PL1) were also used particularly before Pascal was 
developed. 
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characterized by programming with objects, messages, and inheritance within hierarchies 

of classes. The terms need to be clarified. An object is a program construction that has data 

(that is, information) associated with it and can perform certain actions. When the program 

is run, the objects interact with one another in order to accomplish whatever the program is 

designed to do. The actions performed by objects are called methods. A class is a type or 

kind of object. All objects in the same class have the same kinds of data and the same 

methods associated with that class (Savitch, 2001). Object-oriented programming shifts the 

emphasis from data, as passive elements defined by relations or acted on by functions and 

procedures, to active elements interacting with their environment. In contrast to procedural 

programming, the emphasis shifts from describing control flow to describing interacting 

objects. 

 

Programs must be designed. Few people can simply sit down at the computer and compose 

a program of any complexity. The discipline called software engineering is concerned 

mainly with the construction of correct, working, well-written programs. 

 

The traditional primary software engineering design methodology was structured 

programming. The term structured programming was coined to describe a style of 

programming that emphasizes hierarchical program structures, in which each command has 

one entry point and one exit point. The goal1 of structured programming is to provide 

control structures that make it easier to reason about procedural programs. The structured 

programming approach to program design was based on the following principle: divide and 

conquer. More specifically, to solve a large problem, break the problem into several pieces 

and work on each piece separately; each piece is then treated as a problem which can itself 

be broken down into smaller problems. Eventually you will work your way down to 

problems that can be solved directly, without further decomposition. Next, the sub-

solutions must be reassembled to generate the solution to the problem. This step probably 

involves creating an algorithm2 that controls the sequence of events. This approach is 

called top-down programming (Eck, 2004; Morgan, 1991). 

                                                 
1 The “GO TO” statement, which goes against structured programming principle, still exists in procedural    
   languages. Hence this goal was not achieved in its full generality. 
2 An algorithm is an unambiguous, step-by-step procedure that terminates after a finite number of steps; an    
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However, the OOP1 approach to software design is to start by identifying the objects 

involved in a problem and their interaction. The program that results is a collection of 

objects, each with its own data (instance variables) and its own set of responsibilities 

(implemented through its methods, which are similar to subroutines in procedural 

programming2), that communicate through messages. In OOP, an object is a self-contained 

entity that has an internal state (the data it contains) and that can respond to messages (calls 

to its methods) (Eck, 2004). 

  

Eck (2004) maintains that one of the primary problems with strict, top-down programming 

is that it makes it difficult to re-use work done for other projects. By starting with a 

particular problem and subdividing it into appropriate pieces, top-down programming tends 

to produce a design that is unique to that problem. It is not likely that you will be able to 

take a large chunk of programming from another program and fit it into your project, 

without extensive modification to the code. Another approach to design is to start “at the 

bottom,” with problems that one already knows how to solve (and for which one might 

already have re-usable software components). From there, one can work upwards towards a 

solution to the overall problem. This approach is sometimes referred to as bottom-up 

design. Usually the approach to the traditional design involves a combination of top-down 

and bottom-up design. To a limited extent re-usable code is used and emphasized in the 

bottom-up design (Morgan, 1991). 

  

Bergin and Winder (2000), among others, believe that OO is a paradigm, different from 

procedural programming, which requires a change in mental model (a paradigm shift) in 

the practitioners. It has emerged, from the literature reviewed, that programming for 

introductory students is challenging and can be difficult. What it may be pertinent to ask 

now is, will programming in the new paradigm be just as, or less, difficult as it is in the old 

paradigm, or does the shift in paradigm pose additional difficulties? 

 

                                                                                                                                                    
   algorithm is not the same as a program. 
1 OOP refers to object-oriented programming 
2 A crucial difference between methods and subroutines is that methods are polymorphic. 

 14



The myth that “object-orientation and procedural concepts are mutually exclusive” is 

refuted by Lewis (2000). He argues that an object-oriented approach does not throw out the 

concepts that are admired in a procedural approach; rather it augments and strengthens 

them.  

The key features of OOP 

According to Barker (2005), object-oriented programming uses class and objects while 

following certain design principles, which are: 

• Encapsulation, which is a process of describing a class or object by giving only 

enough information to allow a programmer to use the class or object.  

• Inheritance, which is a way of organizing classes by grouping classes with 

properties in common so that their common properties need only, be defined once 

for all the classes. One class can inherit part or all of its data fields and behavior 

from another class. The class that does the inheriting is said to be a subclass of the 

class from which it inherits behaviour and data fields. Objects inherit data fields and 

methods (behaviour) from their ancestors. This is related to the problem of reusing 

software since class is reusable. For example, one might define a class for vehicles 

(refer to super class A as in figure 2.1) that has instance variables to record the 

vehicle’s number of wheels and the number of seats available (e.g. 1-seater, 2-seater 

etc). A second class may be defined for automobiles (refer to subclass B) so that the 

automobile class may inherit the instance variables and methods of the class for 

vehicles and have more features specific to the subclass B.  
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Figure 2.1 A representation of inheritance 

 

• Polymorphism, in which objects of different subclasses can respond to the same 

message (one method name) in different ways. 

 

A diagrammatic representation of the two approaches to programming is illustrated in the 

figure below. 

 

 

Figure 2.2 Procedural and Object-oriented Paradigm 
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A number of recent studies (Bergin & Reilly, 2005; Cantwell–Wilson & Shrock, 2001) 

explore issues relating to the OOP paradigm. The argument put forward for embracing the 

OO approach is twofold. In the first instance, it is argued that objects are natural features of 

problem domains and can be represented as entities in the programming domain. Secondly, 

the mapping between the domains is simple and should, therefore, support and facilitate 

OOP design. However, the literature reviewed shows that identifying objects is not an easy 

process for novices, and the mapping between domains is not straight forward. While the 

literature on expert programmers is supportive of the naturalness and ease of OO design, it 

also shows that expert OO programmers use both OO and procedural views of the 

programming domain, and switch between them as and when necessary (Détienne, 1990). 

However, this study is particularly concerned with novice OO programmers.1  

 

In this section, the words problem and solve have been mentioned a number of times in 

order to explain the different approaches to programming. In the interviews with students it 

seemed to be a typical perception that programming is about solving problems. It is, 

therefore, crucial to discuss and review the literature on problem solving within the context 

of programming.   

 

2.2 Problem Solving and Programming 
 

In learning a programming language, it is almost obligatory that the goal is to solve 

problems using the programming language. As Mitchell (2001) points out “the 

programming faculty owes their first allegiance to teaching students to solve problems with 

algorithms”.  This study is not concerned with the discipline of Information Systems (IS), 

in which most students are often taught programming so that they can understand issues 

related to implementing a computer system, rather than for they themselves to be able to 

program. In short, students in the IS discipline, “instead spend time creatively, identifying 

business opportunities and problems and devising approaches and solutions” (ECU, 2002). 

Their goal and emphasis is different to that of mainstream programming. This study 
                                                 
1 Note that novice OO programmers may have had experience in procedural programming and are, therefore, 
not necessarily the same as completely novice programmers. 
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highlights the issues concerning solving problems using the programming language and 

determines how students learn to program in an object-oriented language.  

 

McCoy (1990) argues that learning to program using any programming tool requires skills, 

such as general strategy planning and logical thinking. Several studies (Palumbo, 1990a; 

Liao & Bright, 1991; Rucinski, 1991; Choi & Repman, 1993; Thomas & Sylvester, 1996) 

support a strong relationship between the processes of problem solving and computer 

programming. Thomas and Sylvester (1996) and Deek (1999) concur that programming 

involves problem solving which requires a series of steps that are similar to Polya’s method 

for solving problems in mathematics (Polya, 1957). In a study done by Wells (1981), he 

highlights the processes of programming which involve the use of heuristics, sub goals, 

looking back techniques (re-evaluation), trial and error and regular patterns of analysis and 

synthesis. According to Schoenfeld (1985), these processes are inherent to mathematical 

problem solving. The solution to a problem is referred to as an algorithm. Algorithms are 

basic to all computer programming. Mathematical skills are also needed in the study of 

computer algorithms (Knuth, 1997). This is a possible reason why most universities admit 

students to computer science provided they have at least a grade 12 level mathematical 

background.  

 

Schoenfeld (1985) suggests that “the ability to solve problems” was taken as an operational 

definition of understanding. One understands how to think mathematically when one is 

resourceful, flexible, and efficient in one’s ability to deal with new problems in 

mathematics. His studies also indicate that typical instruction and testing provide little 

opportunity for students to demonstrate the breadth and depth of their misconceptions. This 

view is still held by many scholars. Based on conversations with other teachers and 

workshops held with regard to teaching, it would appear that generally the average student 

has little or no awareness of, or ability to use, mathematical heuristics. In most testing 

situations, students are asked to solve problems similar to those they have been trained to 

solve. As a result, the context keeps them in the right arena, even when they are unable to 

solve the problems. There is anecdotal evidence to suggest that many students may have 

passed a programming course, but are unable to program at the conclusion of their 
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introductory courses (McCracken et al., 2001; Lister & Leaney, 2003 and Thomas, 

Ratcliffe & Thomasson, 2004).  

 

Computer programming with procedural and object-oriented languages, such as Pascal and 

Java respectively, can present a steep learning curve for many students. This can deter 

students from taking an active role in modeling their cognitive ability. Linn (1985) 

identifies a chain of learning (cognitive) accomplishments that should develop during the 

course of programming instruction. She identifies three learning accomplishments, namely:  

1. Learning the language features. The initial learning involves the features and 

syntax of the language. The features are non-decomposable elements such as 

“if…else” or “switch” or “try…except” in Java. Students typically demonstrate 

their knowledge of the language features by understanding already coded programs. 

For example, they might change a program using a different language construct to 

achieve the same result. A typical example would be to rewrite a segment of code 

that contains a “while ...” loop, using the “do…while” loop. 

2. Design Skills. The next stage of their learning consists of design skills, or 

techniques for combining language features to form a program that solves a 

problem. Design skills may include re-useable code that has been written previously 

and procedural skills. The re-useable code fragments are like templates that perform 

complex functions, such as sorting names alphabetically, summing a set of numbers 

or finding the average of a set of marks. The ability to use templates developed by 

others to solve more complex problems is a feature of design skills. A large 

repertoire of templates enables the programmer to solve many problems without 

creating new code. Combining different features of the language and templates also 

forms part of the design skill.   

3. Problem solving skills. The third stage in their learning is the development of 

problem solving skills. A program to be written is initiated in the form of a problem 

(learning task). The task demands some degree of interpretation on the student’s 

part before a model, in the form of a program, is produced.  
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This chain of accomplishments is what could be characterized as a deep approach to 

learning in introductory programming (Robins et al., 2003).  

Programming involves more than one distinct process. Given the chain of accomplishments 

and the goals of deep learning, an observation that recurs both anecdotally and in the 

literature, is that the average student does not make much progress in an introductory 

programming course. Linn (1985) observes that few students get beyond the language 

features link of the chain.   

 

The above chain of learning accomplishments was identified when procedural 

programming was the popular programming style. A pertinent question now is, is the above 

chain of cognitive accomplishments appropriate for the object-oriented paradigm? This 

study suggests, to some extent, how these accomplishments are met (see chapter 5 for 

analysis of students’ experiences in learning to program).  

 

There is general agreement in the literature that problem solving is one of the higher order 

thinking skills that needs to be developed in our students. According to Thomas and 

Sylvester (1996), programming is naturally problem solving and, therefore, programming 

entails higher order thinking skills. Hence, it is desirable that programming should be 

taught with the notion of promoting problem solving skills. Many introductory 

programming students have said “I just don’t know how to start with this task…”   To 

determine individuals’ abilities to solve problems, researchers correlated the individuals’ 

performance in problem solving, with how well they remembered the information and how 

they organized it in order to complete each of the steps leading to the solution. In this way, 

researchers identified “good” task analysis skills in problem solving (Good & Smith, 

1987). Studies of “expert” programmers (in particular Guindon, 1990) and novice 

programmers (Winslow, 1996) have led to distinct characterizations of both.  

 

2.3    Experts versus Novices 
 

It is generally agreed (Winslow, 1996) that it takes a long time to turn a novice into an 

expert programmer. One cannot become an expert without experience. However, one can 
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have experience without becoming an expert. Some people just put in their time and never 

develop themselves. Dreyfus and Dreyfus (1986) proposed a breakdown of this continuum 

into five stages: novice, advanced beginner, competent, proficient and expert. In general 

most of the learners fall within the first four categories. From the perspective of educators, 

and for the purpose of this study, I am most interested in the question of how novices1 learn 

to program, given the teachers’ and students’ background and the learning context. There 

are many studies of expert programmers (those who fall mainly in the competent, proficient 

and expert categories). In a survey of programming understanding of experts (von 

Mayrhauser & Vans, 1994) and of novices (Winslow, 1996), there are distinct 

characterization differences in the way experts and novices program. These 

characterizations are summarized in the table below. 

 

Table 2.1 Characteristics of expert and novice programmers 

Experts 

• Have efficiently organized and 
specialized knowledge schemas 

• Organize their knowledge according 
to functional characteristics, such as 
the nature of the underlying algorithm 

• Use both general problem solving 
strategies (such as divide-and-
conquer) and specialized strategies 

• Use specialized schemas and top-
down, breadth-first approach  
efficiently to decompose and 
understand programs 

• Are flexible in their approach to 
program comprehension  

• Spend more time on planning and 
testing code 

• Have the tendency drastically to 
reformulate programs when existing 
programs look questionable (Linn & 
Dalbey, 1989). 

Novices 

• Limited to surface and superficially 
organized knowledge 

• Lack detailed mental models 

• Fail to apply relevant knowledge 

• Approach programming “line by line” 
rather than using meaningful program 
“chunks” or structures 

• Use general problem solving strategies 
(rather than problem specific or 
programming specific strategies) 

• Spend less time planning and testing 
code. 

• Tend to attempt small “local” fixes in 
the light of debugging 

 
                                                 
1 For the purpose of this distinction between novice and expert programmers, I will refer to novices as 
encompassing the first two stages of the continuum.  
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Many of the characteristics of expert programmers are also characteristics of experts in 

general, as explored in other fields such as chess or mathematics (Robins et al., 2003). It 

would be a desirable goal to have introductory students emulating characteristics of expert 

programmers. A key question may, therefore, be asked: how can introductory students be 

taught so that they can emulate at least some characteristics of expert programmers? The 

discussion in chapter 9 gives some idea of how this can be achieved.  

 

2.4   Knowledge versus strategies 
 

Davies (1993) distinguishes between programming knowledge (of a declarative nature, 

e.g., being able to explain how a “while…do” loop works) and programming strategies (the 

way knowledge is used and applied, e.g., using a “while …do” appropriately in a program). 

Knowledge about computers, programming language(s) and programming tools and 

resources are a necessary foundation for a programmer. Most introductory programming 

textbooks present knowledge about a particular language. This knowledge is elaborated on 

with examples and exercises. As Davies (1993), among various other authors, points out, 

knowledge is only part of the picture: 

 
Much of the literature concerned with understanding the nature of programming skill has focused 
explicitly on the declarative aspects of programmers’ knowledge. This literature has sought to 
describe the nature of stereotypical programming knowledge structures and their organization. 
However, one major limitation of many of these knowledge-based theories is that they often fail to 
consider the way in which knowledge is used or applied. Another strand of literature is less well 
represented. This literature deals with the strategic aspects of programming skill and is directed 
towards an analysis of these strategies commonly employed by programmers in the generation and 
comprehension of programs. (Davies, 1993, p.237)   

 
Widowski and Eyferth (1986) compared novice and expert1 programmers as they worked 

to understand programs that were typically structured and those that were unusually 

structured. They found that experts tended to read typical programs in long, infrequent 

runs2 and characterized this style as employing a top-down, conceptually-driven strategy. 

They also found that experts tended to read oddly structured programs in short frequent 

                                                 
1 See table 2.1 for characteristics of novice and expert programmers 
2 Run was defined as a sequential pass over a section of code. 
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runs and they characterized this style as a bottom-up heuristic. Novices on the other hand, 

tended to read both typically and unusually (oddly) structured programs in the same way.  

 

Davies advocates that research should not only characterize the strategies employed by 

different kinds of programmer, but also concentrate on why these strategies surface. In 

other words one should explore “the relationship between the development of structured 

representations of programming knowledge and the adoption of specific forms of strategy” 

(Davies, 1993, p. 238).   

 

2.5  Comprehension versus generation 
 

Another important trend in the literature is the distinction between studies that explore 

program comprehension (in which students are given the code of the program, and they 

have to explain or demonstrate their understanding of how it works), and those studies that 

focus on program generation (in which students have to create a part of, or a whole, 

program to perform a task or solve a problem).  

 

Brooks (1977) proposed a model of program comprehension. The model is based on 

different knowledge domains. This model suggests that writing a program involves 

constructing mappings from the problem in a domain into the text of a program. In the 

cargo-routing problem (referred to in Brooks), the objects are cargoes that have 

destinations. To reach these destinations, there are means of transportation that carry these 

cargoes with cost and time constraints. Numbers must then be assigned to the cost and time 

elements and identifiers are assigned to cargoes and destinations. This results in a new 

knowledge domain. In this domain, the objects have become numbers. In order to use the 

numbers in the program, an algorithm must be selected. Hence another domain which 

results in mathematical objects, such as trees or matrices, on which to operate, results.  

Translation of the algorithm into a programming language creates yet another domain, with 

data structure implementations (using the procedural paradigm) and primitive operations of 

the language. Finally, the execution of the program results in yet another domain, one in 
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which the objects are the contents of memory locations and the operations are those of the 

hardware. 

 

Brooks described program comprehension as a “top-down” and “hypothesis-driven” 

process. He suggested that experienced (expert) programmers form hypotheses based on 

high-level domain and programming knowledge. These hypotheses are verified by 

searching the program for special features, such as specific structures or functions.   

Students may vary with respect to their domain knowledge, programming knowledge, and 

comprehension strategies. Brooks claimed that this model is, therefore, able to account for 

the variation in comprehension performance, which may arise from factors such as the 

nature of the problem domain, variations in the program text, the effects of different 

comprehension tasks (such as modifying and debugging) and the effects of individual 

differences (e.g. different ability levels, background knowledge, prior computer 

competence). 

 

Rist (1995) proposed a model of program generation. In this model, knowledge is 

represented using nodes in internal memory or external memory. A node encompasses an 

“action” that may range from a line of code, to chunks, such as loops, to routines.  Nodes 

have something referred to as “ports”; these are :use, :make, :obey and :control. These 

ports allow the nodes to be linked with respect to control flow and data flow. A program is 

built by starting with a search cue (such as find, average, sort) and retrieving from memory 

any matching code. These nodes may contain cues, and these cues, within the newly linked 

node, are then expanded and linked in the same way. Rist’s model (cited in Robins et al., 

2003) has been implemented in an artificial intelligence (AI) system called Zippy, that 

allows a user to specify the design strategies to be followed, the order in which the internal 

and external memories are searched and the content of each memory. In Rist’s (1995) 

article he used the model to illustrate the generation of a Pascal program from English 

description. (The example given is: “Write a program that shows the number of sunny days 

(days in which no rain fell), the longest sunny spell, and the average rainfall for a month. 

Read in the amount of rainfall each day, measured in centimeters.”1)  

                                                 
1 For a detailed analysis and trace through the model, refer to the article directly.  
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There are more studies of comprehension of programs than there are of generation of 

programs (Robins, et al., 2003). This might be because comprehension studies are 

generally more narrowly focused and constrained, and it is, therefore, easier to interpret 

and describe the subjects’1 behaviour. However, it is clear that program comprehension and 

program generation are related, because during generation the development, debugging 

(and, in the long term, maintenance) of code involves reviewing and understanding it. One 

expects these abilities to be highly correlated; however, there are more issues to consider 

before a direct correspondence can be made. 

 
Studies have shown that there is very little correspondence between the ability to write a program 
and the ability to read one. (Winslow, 1996, p. 21)    

 
This is an issue that is still of concern in current studies. This issue is addressed to a 

certain extent in Chapter 8. 

 

2.6  Misconceptions in general programming 
 

It seems that misconceptions will always occur even if instructors read the relevant 

research related to pedagogical issues with regard to programming. Perceptions, 

interpretations and experiences of the teaching and learning to program differ. In fact, one 

can argue that repairing misconceptions is fundamental to learning. Issues that have been 

highlighted in studies completed some time ago continue to surface in the present. I will 

review some of the misconceptions or problematic areas in the literature.  

 

Several studies that focused on novices’ understanding, and use, of specific kinds of 

language feature are presented in Soloway and Spohrer (1989). In exploring the concept of 

a variable, Samurcay (1989) found that initialization is a complex cognitive operation.  

Reading in data (from user, i.e. external input) is better understood than assignment of a 

variable (see also du Boulay, 1989). Updating and testing variables were better understood 

than initialization. In a study of bugs in simple Pascal programs (which read some data and 

perform some processing) Spohrer, Soloway and Pope (1989) found that bugs associated 
                                                 
1 Subject refers to the participants under study 
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with loops and conditionals were much more common than those associated with input, 

output, initialization, update, syntax/block structure, and overall planning. For example du 

Boulay (1989) found that, a common looping structure, the “for” loop, is problematic 

because students often fail to understand that the loop control variable is being updated 

automatically by the compiler. Arrays are another problematic area for novices. du Boulay 

noted that students confused array subscripts with the values stored.  

Moving onto a more powerful construct, recursion, Kahney (1989) showed that users have 

a wide range of (mostly incorrect) approximate models of recursion. During the same time 

frame, Kessler and Anderson (1989) found that novices were more successful at writing 

recursive functions∗ after learning about iterative functions∗, but not vice versa.  

 

Issues relating to flow of control were found to be more difficult than other kinds of 

processing, for example, finding the average of a list of numbers. When learning object-

oriented programming, misconceptions with respect to object references were found to be 

one of the fundamental problems (Holland, Griffiths & Woodman, 1997). They, therefore, 

suggest that the” cleanest way to defuse this misconception is to teach reference as a first 

class concept…”  

 

While these language-feature specific problems are significant, there are more general 

misconceptions that might be masked. “The notion of the system making sense of the 

program according to its own very rigid rules is a crucial idea for learners to grasp” (du 

Boulay, 1989, p. 387).  In this respect, the notion of attributing human-like characteristics 

to the computer (“it was trying to…”, “it thought you meant…”) can be misleading and 

confusing. 

 

Furthermore, it has emerged that problems with basic planning and design cause many 

other problems. For example, in a study of an introductory Pascal programming course, 

Spohrer and Soloway (1986) discuss two “common perceptions” of bugs:   

 

                                                 
∗ the corresponding term in OOP is method 
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Our empirical study leads us to argue that (1) yes, a few bug types account for a large percentage of 

program bugs, and (2) no, misconceptions about language constructs do not seem to be as 

widespread or as troublesome as is generally believed. Rather, many bugs arise as a result of plan 

composition problems – difficulties in putting the pieces of the program together […] – and not as a 

result of construct-based problems, which are misconceptions about language constructs. (Spohrer & 

Soloway, 1986)  

 

2.7   Programming: Issues  
 

In each of the above trends of research, a problematic notion of programming is emerging. 

The key point made in section 2.4 is that “knowledge is part of the picture” and strategic 

programming skill is essential to complete the picture. In section 2.5, it is implied that 

reading and understanding a program is not necessarily an indication of one’s ability to 

create (or write) a program. An important point made in section 2.6 is that misconceptions 

with regard to putting the pieces of code together are more widespread than the specific 

language feature misconceptions. These key issues tell us something very important: in 

creating or generating a program, problem solving is a taken for-granted skill and, as a 

result, the lack of problem solving ability may account for the poor achievement in 

programming and, therefore may maintain the notion that it is difficult.     

 

Programs are usually written for a purpose – with respect to a particular task, problem or 

specification. Any attempt to write an appropriate program must surely be preceded by an 

understanding /mental model of the problem domain. The underlying claim is important in 

the literature reviewed – basic program planning (problem solving), rather than specific 

language features, is the main source of difficulty. Based on my experience, I concur with 

this underlying claim, although I consider each to be equally important.  Problem solving is 

a complex process. One must deal with (1) whatever aspects of computer language problem 

solvers understand or misunderstand, and might bring to bear on a problem; (2) techniques 

they have (or lack) for making progress when experiencing difficulties; (3) the way in 

which they use, or fail to use, the information at their disposal; and (4) their computer 

world view, which determines the ways that the knowledge in the first three aspects is 
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used. Hence, problem solving needs to be considered carefully with regard to the learning 

of this skill.  

 

Programming problems arise from a varied range of problem domains and understanding 

the problem domain is crucial (Adelson & Soloway, 1985). An understanding of the 

problem to be solved, and its solution space, is critical to problem solving. Most studies 

differentiate between a task (a goal with a known solution) and a problem (a goal with no 

familiar solution). What is a problem to a beginner may be a task to someone more 

advanced. Problem solving ability is then an important indicator of one’s level of expertise. 

Problem solving is an important characteristic of experts in other disciplines as well. It is, 

therefore, relevant to ask: how can educators develop or improve problem solving skills 

among introductory programming students?  

 

2.8   The Difficulty of Programming 
 

Many studies have reiterated the complexity and difficulty of learning to program. The 

studies have indicated many factors to be contributory to this learning difficulty. Some of 

these factors will be discussed below. 

 The question of aptitude: It is often argued that the students who find programming 

difficult are simply and solely those who do not have a flair for programming. In other 

words, some students have no aptitude for programming, which is analogous to the cliché, 

“do not have a head for figures”. The skills often cited are problem solving and 

mathematical ability. Programming aptitude testing has coexisted with the programming 

profession and education for decades. In order to show a stronger relationship between 

these tests and actual job performance of programmers, the progress of aptitude testing 

continued to add new features to the test battery (Winrow, 1999). There exist various 

programming aptitude tests (e.g. PAAT). Like all tests, the aptitude tests are not perfect. 

However, the basic conclusion of student performance studies is that aptitude, which is the 

potential to learn a task, “is not necessarily a good indicator of performance on a task per 

se” (Tukiainen & Mönkkönen, 2002). In the absence of any conclusive way of measuring 

aptitude for programming, and if it is possible that “aptitude” for programming does not 
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exist, it is then argued by (Jenkins, 2002) that one must turn to the cognitive view of 

learning. 

Cognitive factors:  Two cognitive factors may be considered as possibilities that 

might make learning to program difficult: learning style and motivation. 

Learning style:  Students have different preferences of learning styles. Some may 

prefer to learn in a solitary environment. Others may prefer a more dynamic learning 

environment which is conducive to having discussions with peers. Some students may 

demand a particular learning approach. However, without any guidance, the students tend 

to adopt the learning style they prefer or which has served them best in the past. The widely 

known classification of learning styles divides learning into “deep” and “surface” 

approaches (Biggs, 1999). Gaining an understanding of a topic is characteristic of a deep 

approach, while a surface approach is characteristic of memorizing for reproducing (see 

table 3.1 for characteristics of deep and surface learning). Programming is not a body of 

knowledge, it is a skill. It is argued that deep learning is vital for programming, providing 

understanding that can be applied in new problem areas. However, it could equally be 

argued that programming is essentially a “pattern matching” process, in which common 

problems are identified, and known working solutions are applied. This approach seems to 

lean more towards a form of surface learning. Programming does require both forms of 

learning. Surface learning can be useful for remembering the details of syntax, or other 

issues such as operator precedence, but deep learning (understanding) is necessary if true 

competence is to be developed. 

Motivation:  It has been shown that students approach computing degrees with a 

variety of motivations (Jenkins, 2001). Some may have a real interest in programming 

(intrinsic motivation); some may see their programming degree as a means to a high-

paying career (extrinsic motivation) while others may simply be trying to please their 

family (social motivation). Motivation, in whatever form, does appear to be a factor that 

influences their learning (Jenkins, 2002). 

The complexity of programming: An experienced programmer draws on many skills 

and much experience. Some of the obvious skills are problem solving ability, some idea of 

mathematics underlying the process, competent and effective use of the computer and 

correctly testing and debugging a program. Jenkins (2002) discusses the factors that 
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contribute to the difficulty of learning to program; programming consists of multiple skills, 

multiple processes, and being an educational novelty adds to the complexity. Dijkstra 

(1989) suggests that programming is what he terms “radical novelty” in which the tried and 

tested learning system no longer works. He argues that learning is, therefore, a slow and 

gradual process of transforming the “novel into the familiar”. Programming is “problem-

solving intensive” (Perkins, Schwartz & Simmons, 1988) and “precision intensive.” The 

simple success that can be achieved by a novice programmer requires a high level of 

precision; a much higher level than most other academic subjects. A smallest imprecision 

(such as a misplaced or missing semi colon) or ambiguity can render a program worthless; 

the difference between success and failure. Learning to program is, indeed, difficult for 

many, but it should not be as difficult as it is presently if teaching approaches 

accommodate the difficulties. In order to accommodate these difficulties, teachers should 

understand and be aware of students’ experiences in learning. Knowledge of programming 

must also be linked to knowledge of students' thinking, so that teachers have conceptions of 

typical trajectories of student learning and can use this knowledge to recognize landmarks 

of understanding in individuals. To this end this research attempts to undertake what is 

needed: an in depth study of students’ experiences of learning to program.  

 

2.9  Pedagogy of programming 
 

While pedagogical research has provided theories of learning and teaching that are useful 

in informatics education, each subject or discipline requires specific teaching practices 

(Stodolsky, 1988), and these have to be based on the subject itself. Concerning the teaching 

of programming, studies with LOGO (Papert, 1980) provided knowledge of how children 

inductively learn the imperative kind of programming which LOGO supports. Although 

these studies are less relevant for adult students being introduced to programming, as in 

this research, I mention it because of the widespread interest it aroused in the past. In a 

study of conceptual structures of novice programmers (Petre et al., 2004), there is evidence 

that the current methods of teaching Java and C++ have overwhelmed the students. In 

tertiary education, developing software support for teaching, e.g. specialized programming 

languages (Brusilovsky et al., 1997) has been an area of interest. Many teaching 
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innovations have been suggested, but not conclusively evaluated (Carbone & Kaasbøll, 

1998). 

 

The three basic strategies for an initial approach to teach programming are: imperative-

first, functional-first, and objects-first. The first two approaches have been used for a fairly 

long period of time, whereas the third one appears to have attracted interest in the last few 

years. The functional-first approach initially places emphasis on functions leaving the 

presentation of state for later, whereas in the imperative-first approach the emphasis is first 

given to the state and then the concept of functions is presented.  

 

According to the ACM curriculum report, 

 
Objects-first emphasizes the principles of object-oriented programming and design from the very 
beginning. The objects-first approach begins immediately with the notion of objects and inheritance 
and then goes on to introduce more traditional structures. (Chang et al., 2001, p. 30) 

 

This means that, from the very beginning, both the state and functions must be presented. 

As the authors of the ACM curriculum report acknowledge, the objects-first strategy 

creates added difficulties for both the teaching and learning of programming. The typical 

methodology for teaching of programming began with small and simple programs, to be 

followed by more complex and larger-sized programs (in keeping with Bloom’s (1971) 

taxonomy). This approach gave novice programmers time to assimilate and gradually to 

build up new knowledge relevant to the development of the programs. However, when 

using the objects-first approach, students are required to work with objects from the very 

beginning. This means that from the start they will have to be taught about objects, classes, 

methods, constructors, inheritance and, at the same time they will have to be taught the 

concepts of types, variables and values. They will also have to learn the syntax of the 

language which, for many novice programmers, comprises one of the biggest sources of 

difficulties.    

 

The challenge of the objects-first approach has recently led to several studies that 

investigate this approach (see Cooper, Dann & Pausch, 2003). Some of the pedagogic 

models of teaching object-oriented programming will be reviewed in the next section. 
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2.9.1 Pedagogic Models  
 
Kaasbøll (1998) discusses three pedagogic models for programming in the object-oriented 

style. 

• Semiotic ladder 

This model is based on the language-like features of computer tools: programming 

languages, modeling languages, formatting, formula, and search instructions. These tools 

are combined in general software products.  The teaching and learning sequence starts out 

from syntax, and progresses to semantics and pragmatics of the language-like tools. This is 

based on the principle that syntactical knowledge is needed to express everything and, 

therefore, should precede the learning of meaning of the language constructs. When the 

meaning is acquired, the students can start to learn how to use the language for specific 

purposes, referred to as the pragmatics. Figure 2.3 below illustrates this model of teaching. 

3 Pragmatics 

2 Semantics

1 Syntax 

 

  Figure 2.3 Knowledge of programming languages 

  

• Cognitive objectives taxonomy 

A teaching strategy that bears a resemblance to Bloom’s (1971) taxonomy of cognitive 

objectives has been used by researchers Kirkerud and Reinfelds (cited in Kaasbøll, 1998). 

Figure 2.4 illustrates this taxonomy. The sequence of steps used in this strategy comprises, 

firstly, using an application program (running a program) and secondly, reading a program, 

followed by changing or modifying the program and then creating (generating) a program.   
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4 Create a program 

3 Change a program 

2 Read a program 

1 Run a program 

 
                                           Figure 2.4 Cognitive objectives taxonomy 

• Problem Solving 
 

ogalski and Samurcay (1990) are strong proponents of learning to program through the 

 
 

R

medium of problem solving. In this way, the students should widen their experience and 

repertoire of common practices, the basis for which is the knowledge structure of the field 

of programming. This approach stresses the input and outcome of the learning process in 

terms of knowledge and personal experience. This approach, therefore, seems to lean more 

towards a model of learning, rather than to a teaching model. The diagrammatic 

representation of this approach is reproduced from Rogalski and Samurcay (1990) in 

Figure 2.5. 
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Cognitive Tools Experience & Practice  
• methods • library of familiar  functions 

• universe of well known objects • environments 
• job aids • set of already solved problems 

• compiled strategies 
• encapsulated notions 

Figure 2.5 Acquisition of programming knowledge and skills (Rogalski and Samurcay, 1990) 

 

Other researchers have complemented this model by using a problem-based learning 

approach, where language features are introduced only in the context of the students’ 

solutions to specific problems. Taking this further, Green (1990) suggests that 

programming is best regarded as an exploratory process where programs are created 

“opportunistically and incrementally”. Visser (as cited in Robins, et al., 2003) and Davies 

somewhat concur on a similar note:  

 
… emerging models of programming behaviour suggest an incremental problem-solving process 

where strategy is determined by localized problem-solving episodes and frequent re-evaluation. 

(Davies, 1993, p. 265)  

 

The skill of solving problems grows out of practice, and patterns are directly useful at this 

level of learning. In the study done by Kaasbøll (1998), he found that none of the teaching 

Knowledge Structure 
• concepts 
• relations (between) 
• operations (on) 
• notations 

Problem Solving 
• categorization 
• operative ways 
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models had any significant advantages and, therefore, suggested a fourth model based on 

the software development process. A learning model also emerged from the study.  

Putting the pieces of code together was reported, by Spohrer and Soloway (1986), to be one 

of the major hurdles in learning to program. This suggests that the step from understanding 

the programming concepts, to mastering the skill of coding, poses considerable difficulty. 

The learning model that has emerged from Kaasbøll’s (1998) study is represented in Figure 

2.6, which suggests a stepwise process of learning programming. According to Booth 

(1992), regarding programs as means of communication between programmers is a more 

advanced level of competence. Correspondingly, understanding programs as means for 

communication between programmers and users is another level of understanding.    

 
 

Human thinking 
 
 

Programming concepts 
 
 

Specifying, coding and testing 
 

 
Communication     Communication 

                                          with programmers   with users 
 

                                                Figure 2.6 Learning programming 

 
Many students, when starting to learn programming, make mistakes of the type which Pea 

(1986) calls the “superbug”: the programming language is used as if the computer were a 

person. For example, a student in the introductory programming course wrote, 

 while > 0 do… 

and could not understand why the code refused to compile. When the instructor asked the 

student “what is going to be greater than zero?” the student replied, “it”. The students apply 

the human principles of thinking and acting to the computer. Therefore, it seems that the 

first step of learning to program, requires understanding the movement from human 

thinking to programming concepts as shown in figure 2.6 above. This includes 

understanding the way in which programs are executed. Putting pieces of code together, as 
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discussed in section 2.4, is one of the major obstacles in learning programming. Therefore, 

there seems to be a step from understanding the programming concepts to mastering the 

skill of coding. Leading from this, a fourth model of teaching is, proposed by Kaasbøll 

(1998) as shown in Figure 2.7. 

 
 

 
Figure 2.7 The iterative software development model 

 
In this section, three teaching models were reviewed. Interviews of teachers indicated that, 

in general, they did not relate to these models (Kaasbøll, 1998).  A fourth teaching model 

and a learning model emerged from his study. However, these models need to be validated 

Program 
test 
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method 

Properties of 
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initial and end states 
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Change 
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Programs and 
program patterns 
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and developed with further studies. With respect to this research, this might have important 

implications for teaching.  

 
2.9.2 Bloom’s Taxonomy1

 
Bloom’s (1971) taxonomy suggests that learning takes place in stages. The idea of the 

taxonomy is that educational objectives can be arranged in a hierarchy, from less to more 

complex.  Table 2.2 (adapted from Porter & Calder, 2004) shows how Bloom’s taxonomy 

may be related to some of the key tasks in programming. 

 

Table 2.2 Bloom's categories in programming terms 

Bloom’s categories Learning to program 

Knowledge Tools, constructs, syntax 

Comprehension Relating concepts 

Application Flow, semantics 

Analysis Understand the problem and assess other options 

Synthesis Create the solution 

Evaluation Evaluate/assess the programmed solution 

 

Comprehension requires knowledge, application requires comprehension and so analysis 

requires the previous three categories of learning levels and so on. Learning to program is, 

therefore, considered difficult as it requires high level cognitive activities, such as analysis 

and synthesis, early in the learning process. The pedagogical implication is that students 

should be given an appreciation of the synthesis (putting together base concepts) right from 

the start.  It has been practice, and seems to continue to be so, to give the students 

experience with small parts of programs, rather than expect them to write whole programs 

from scratch (Buck & Stucki, 2000). Porter and Calder (2004) suggest that the relevant 

aspects of programming that need to be understood for the application and analysis levels 

                                                 

1Benjamin Bloom created this taxonomy for categorizing level of abstraction of questions that commonly 
occur in educational settings. The taxonomy provides a useful structure in which to categorize test questions. 
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should be introduced in small increments. This approach would allow students to assimilate 

the aspects of relevance and, more importantly, to concentrate on the real skill of 

programming which is solving problems. 

 
2.9.3 Problem solving for life long learning 
 
From an Australian perspective, Slay (as cited in Slay, 2000) noted that many students who 

have difficulties across the first year of computer science or information systems as a 

whole do not know where to start with a task, irrespective of the subject area. Some effort 

has been made to incorporate training in problem solving skills and techniques into early 

computer science education to address this problem. This ranges from the use of Edward de 

Bono’s (“Edward de Bono- lateral…”, accessed February 2006) tools for lateral thinking, 

to the development of Polya’s (1957) approach of understand, design and review for 

problem solving. They have offered courses in these techniques within, and parallel to, 

early programming subjects. However, there is no empirical evidence to suggest that 

general problem solving skills improve programming. It may be argued that programming 

contributes to a wider development of the individual. Mayer et al. (1989) claims that 

programming may improve, or in turn be improved by, prior experience with very closely 

related skills, such as translating word problems into equations.  

 

There is, however, a process by which one can evaluate any new approach to a learning 

problem and that is to carry out an experiment based on the comparison of the old with the 

new. While the experiment, or the qualitative assessments of effectiveness might be easy to 

carry out, it is difficult to be clear-cut about the results, given the complexity of learning 

and programming. Research on evaluating teaching practice is important in improving 

practice, as is aptly captured in the quotation below. 

 
Given the current conditions, it is especially important to distinguish truth from assumption, to have 
practice that is well-founded. Evolving teaching practice is normal to good teaching, but evaluation 
reliant on anecdote is not good enough. Adding a research perspective allows educators to learn 
more from their practice. (Daniels & Berglund, 1998) 
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2.10  Thinking in programming 
 

It is imperative to consider the thinking skills required in programming so that students can 

be helped in acquiring an easier way of understanding this novel aspect of learning. 

Students lack ways of thinking about information systems and their implementation. 

Possible thinking frameworks, such as systems theory, are seen as things to learn and not as 

frameworks for understanding, interpreting and developing information systems solutions. 

Thompson (2003) suggests the following thinking frameworks with regard to 

programming: 

¾ Logic patterns 

¾ Systems thinking patterns 

¾ Higher-order processing patterns 

¾ Design patterns, and  

¾ Process or organizational patterns 

 

Logic patterns: In this framework, the patterns are those of sequence, conditional, loop, and 

procedure (method) call. These form the core foundation for procedural oriented languages. 

Systems thinking patterns: Programmers might more easily identify with input-process-

output pattern as being the core foundation of their programming. In object-oriented 

programming this may not be explicitly stated. They may also identify with a hierarchy of 

systems. The concepts of encapsulation and cohesion rely on the idea of a hierarchy of 

systems. 

Higher-order processing patterns: Emphasis on different programming paradigms used in 

implementing systems can further extend the students’ ability to work with complex 

program structures and logic. 

Design patterns: Design patterns can be seen as how-techniques. For example, on hearing 

the client talk of an invoice or order, an experienced analyst immediately has a pattern in 

mind of how that would be implemented. The creation, structure and behaviour of design 

patterns can provide the same thinking tools for the programmers both in writing their own 

codes and in interpreting the complexity of programming systems. 
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 Process or organizational patterns: Knowing how to approach a programming task is 

essential in accepting the challenge of a complex and unfamiliar task. Process or 

organizational patterns provide ways of thinking about how to approach different 

challenges and tasks. 

 

Bransford et al. (2000) emphasize the need to draw out, and work with, pre-existing 

understandings that their students bring with them. In the case of thinking patterns, this 

means helping students make explicit their current thinking patterns. The teaching process 

can then use this either to reinforce, or to test, those thinking patterns. The learners need to 

see the relevance of the thinking patterns in the context of the problem. In the discussion of 

thinking patterns, Bransford et al. (2000) explain that experts know which knowledge is 

appropriate for each problem situation. The students need to develop this same 

conditioning of knowledge so that they can make appropriate choices during problem 

solving. 

 

In a separate study, Eckerdal and Berglund (2005) have discussed the issue of what it takes 

to learn ‘programming thinking’ and compare it with the discussion by Hazzan (2003). The 

discussion with regard to the ‘process-object duality’ was developed in mathematics 

education as a means of reducing abstraction. This idea refers back to the work of Piaget 

(1972). Hazzan explains this in terms of a journey from the “process conception” to the 

“object conception”, which he refers to as ‘process-object duality’.  
 
Process conception implies that one regards a mathematical concept “as a potential rather than 
an actual entity, which comes into existence upon request in a sequence of actions.” (Sfard, 1991, 
p. 4). When one conceives of a mathematical notation as an object, this notation is captured as 
one “solid” entity. Thus, it is possible to examine it from various points of view, to analyze its 
properties and its relationships to other mathematical notations and to apply operations on it. 
(Hazzan, 2003, pp. 107 – 108) (Sfard, A., 1991) 

 

In Hazzan’s discussion of these theories, she concludes that “when a mathematical concept 

is learned, its conception as a process precedes – and is less abstract than – its conception 

as an object”. It would, therefore, be an instinctive process when learning abstract concepts 

to start at the ‘process conception’. This is conceivably a desirable development when 

learning computer science, including object-oriented programming. Hazzan refers to 
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‘canonical procedures’ as a means of reducing the abstraction level when dealing with 

concepts from different subjects. She explains this idea succinctly as follows: 

 
A canonical procedure is a procedure that is more or less automatically triggered by a given 
problem. This can happen either because the procedure is naturally suggested by the nature of the 
problem, or because prior training has firmly linked this kind of problem with this procedure. The 
availability of a canonical procedure enables students to obtain a solution without worrying too 
much about the mathematical properties of the concepts involved. It seems that this technical work 
gives students the assurance of following a well-known, step-by-step procedure, where each step has 
a clear outcome. In contrast, relying on abstract reasoning, for example by exploring properties of 
concepts or by relying on theorems, may be a shaky mental approach for the students. Using the 
process-object duality terminology we may say that solving a problem by relying on a canonical 
procedure is an expression of process conception of the concepts under discussion; solving a 
problem by analyzing the essence and properties of concepts is an expression of object conception of 
the concepts under discussion. (Hazzan, 2003, p. 108) 

 

In learning object-oriented programming, understanding abstract concepts like object, 

class, inheritance and other object-oriented concepts is essential. Therefore, the ‘process-

object duality’, as discussed above, is of immediate interest. Although programming is a 

skill, it also requires a deep understanding of the abstract concepts. There is a parallel 

between the analysis of these essential abstract concepts and the analysis and design phase 

in a programming problem. The analysis and design of the problem concepts are abstract 

skills. Just as in mathematics, where there are standard solutions to certain types of 

problems (canonical procedures) to learn and discover, these also exist in programming. 

Experienced programmers use these standard solutions to simplify and speed up the 

process.  It is a desirable goal to help students to perceive such procedures (repertoire of 

templates). Eckerdal and Berglund (2005) compared their results with the discussion on 

‘process-object duality’, developed in mathematics education and found that both point in 

the same direction. It is, therefore, of importance that students reach an understanding, that 

“learning to program is a way of thinking, which enables problem solving, and which is 

experienced as a “method” of thinking” (Eckerdal & Berglund, 2005). Students need to 

comprehend that ‘programming thinking’ is a special way of thinking.   

 

In another, very recent study by Gary et al. (2005), which was published while I was 

completing this review, it has been found (predictably so) that more abstract concepts are 

those most likely to have little meaning for novice programmers. Furthermore, the study 

indicates that high performers are more likely, while low performers are less likely, to state 
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explicitly that a concept lacks meaning for them. The low performers would rather choose 

to try some pattern-matching fit into the conceptual structure. This might be the cause of 

many misconceptions about low performers’ understanding. This has implications for the 

classroom teaching in trying to avoid these misconceptions. Furthermore, evidence was 

found that the meaningfulness of a concept is likely to be related to vocabulary used in the 

classroom. This suggests that students may assimilate abstract concepts into their 

conceptual structures quickly if one uses the terms more frequently in the classroom. For 

example, it was found that use of the “if-then-else” was always meaningful for 63% of the 

students while a related concept, “choice”, was always meaningful for only 33% of the 

students in the study. When teaching programming, the concept ‘if-then-else’ is frequently 

used, while the concept ‘choice’ is less likely to be used with high frequency. In a similar 

fashion, while iteration may be taught without frequently saying “iteration”, it is odd to 

teach “recursion” without saying the term. The rationale is that hearing the terms less 

frequently provides students with fewer opportunities consciously to consider and integrate 

them into their conceptual structures. The implication of this is that instructors may be able 

to help students build their conceptual organization by using key abstract terms frequently.      

 

2.11  Mental models and program comprehension 
 

I am (and so are other instructors as noted in the literature survey) very interested in the 

question of how students learn to program. This area is set in the context of cognitive 

psychology and other topics, such as knowledge representation, problem solving, working 

memory and mental models.  

When writing programs, many different kinds of “mental model” are involved. This is 

apart from a model or knowledge of the language itself. As indicated earlier, programs are 

usually written for a purpose in order to solve a task. It is clear that an understanding, or 

mental model, of this problem domain must precede any effort to write an appropriate 

program.  
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2.12  Summary 
 

Research on student learning of programming shows that students have difficulties with 

programming concepts and principles, and that they are often anxious about learning to 

program. The body of research on teaching and learning to program is vital and growing. 

While issues such as problem solving and programming, experts versus novices, 

knowledge versus strategies, comprehension versus generation and misconceptions in 

programming are discussed in this chapter, the difficulty of programming is acknowledged 

by considering factors such as aptitude, learning style and motivation. In the light of the 

above discussion, a number of teaching models have received attention. The kind of 

thinking that is characteristic of programming, and the role mental models play in the 

comprehension of programs, was discussed. Further, a concern with describing the above 

issues, while indicating an awareness of the problems facing programming education, does 

not offer a model for understanding the impasse — a first step towards alleviating it. 

However one must ask what characterises progressively successful introductory 

programming students, in particular a group of pre- and in-service students? My approach 

is to explore the issues underlying this impasse within a theoretical framework which 

relates students, their actions and the context (see Gordon, 1995c).  
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3 A FRAMEWORK FOR THE STUDY 

 
_______________________________________________________ 
 
 

his chapter describes the theoretical perspectives relevant to this study. The main 

theoretical perspectives drawn upon are naturalistic inquiry and phenomenography. 

Activity theory is used to complement phenomenography by analyzing an aspect of the 

system, namely, the learning context. Section 3.1 situates the study within the naturalistic 

inquiry paradigm, as naturalistic inquiry has informed the direction of the fieldwork and 

data analysis within the study.  

T 

 

In section 3.2 phenomenography is discussed in depth, with particular emphasis on its 

fundamental concern with “ways of experiencing” and “structure of awareness”. Other 

learning perspectives are considered in section 3.3. The phenomenographic dichotomy of a 

“deep” versus “surface” approach to learning, as well as the implications of a relational 

approach to learning to program are considered in section 3.4. 

The limitations of phenomenography are discussed in section 3.5. Section 3.6 briefly 

describes the system of activity theory and elements of activity theory which extend, and 

possibly complement, phenomenography that are appropriate for this study, are discussed. 

 

3.1       Naturalistic Inquiry 
 

From a naturalistic perspective, doing research means that the researcher is forced into the 

natural setting. The researcher cannot specify in advance what is important to control or 

even study in the setting. In general, naturalistic inquiry is an accepted (natural) way of 
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conducting qualitative research. Arguably, naturalistic inquiry, as espoused by Lincoln and 

Guba (1985), is a broader and more comprehensive statement of a paradigm, than Glaser 

and Strauss’s (1967) ground-breaking work, which is rich in methodological detail. The 

principles of both grounded theory and naturalistic inquiry derive from the ‘new paradigm’ 

of research, which has been developed largely in the twentieth century as a reaction to the 

dominance of logical positivism. Reese (1980, p. 450, cited in Lincoln and Guba, 1985) 

defines positivism as “a family of philosophies characterized by an extremely positive 

evaluation of science and scientific method.” Whereas positivism is characterized by a 

rational view of the world, which prizes objectivity and detachment from research 

problems as the greatest good, the new paradigm places intuition, interpretation and 

researcher involvement at the centre of the research enterprise. I will seek to examine the 

concrete features which set naturalistic inquiry apart as a distinct manifestation of the 

qualitative tradition of research for this study.  

 Key aspects of the naturalistic inquiry 

There are a number of defining features of the naturalistic paradigm outlined in Lincoln 

and Guba (1985), the chief architects of the term “naturalistic inquiry”. I shall examine 

aspects which are particularly relevant to this study, and go on to provide a diagrammatic 

summary of the research process, adapted from Lincoln and Guba (1985). 

The first key aspect of naturalism is that the researcher carries out research in the context of 

the proposed reality (i.e. naturally). The implication of a contextual understanding of 

research is that these settings are not contrived, but natural. The natural setting provides 

clues by which the researcher is enabled to probe and pick at meanings, gestures, and 

words in a way that will enable the researcher to construct a reliable picture of the 

phenomenon of interest.  

 

A second key dimension of naturalistic inquiry is the use of humans as instruments. The 

researcher is an integral part of the research. The responsiveness, adaptability, and 

interpretive skills are valued aspects of the researcher’s capacity to operate as an 

instrument. The human as instrument is the key instrument in grasping and evaluating the 
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meaning of differential interaction, i.e. the discrete differences in communication that may 

occur in relation to the interviews of, or descriptions by, students.  

 

Qualitative research methods are a third feature of the naturalistic research paradigm. 

These include, among others, interviewing, observation, the study of documents and 

records, case studies and journal writing. These methods expose, more directly, the nature 

of the issue (phenomenon) between the investigator and the respondent. Hence, a review of 

the extent to which the phenomenon is described in terms of the investigator’s own position 

is made easier.  

 

A fourth feature of the naturalistic paradigm is that of focus-determined boundaries. Based 

on the emergent focus of the inquiry, one is likely to set boundaries to the inquiry. 

Boundaries can only appropriately be set if intimate contextual knowledge exists. 

Knowledge includes factors that affect the learning and the actual learning material. 

 

The fifth feature of the naturalistic inquiry which is applicable to this study is that of 

purposive sampling. The inquirer is more likely to avoid random or representative 

sampling in favour of purposive sampling. Its purpose is to maximize information, not 

facilitate generalizations. Its procedures depend on the particular ebb and flow of 

information as the study is carried out, rather than on a priori considerations. The criterion 

used to stop sampling is informational redundancy, not a statistical confidence level.  

 

The sixth dimension of naturalistic inquiry which this study will employ is tacit knowledge. 

Heron (1981, cited in Lincoln & Guba, 1985) describes three kinds of knowledge which are 

employed in the process of inquiry. The first is propositional knowledge, i.e. knowledge of 

scientific laws and generalisations; the second is practical knowledge, (often referred to 

procedural knowledge) that is how it is done or rather the proficiency of doing it; and the 

third form of knowledge is tacit knowledge (that is intuitive), which could also be termed 

experiential knowledge. Every research inquiry employs some form of tacit knowledge in 

its conception and execution. The strength of the naturalistic paradigm lies in its 

willingness to acknowledge tacit knowledge as part of the process, rather than allowing it 
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to influence the process of research without being made explicit, or even recognised. The 

naturalistic inquirer seeks to make explicit his or her tacit knowledge at the outset, and this 

action adds rigor to, rather than detracting from, the credibility of a study. 

 

Another key feature of this inquiry is the preference to use inductive data analysis, because 

data analysis is more likely to identify the mutually shaping influences that interact, and to 

conclude that human-as-instrument is more inclined towards methods that are 

augmentations of human activities, namely: observing, speaking, reading, listening and the 

like. The human will be able to take into account nonverbal cues as well as be able to 

interpret unintentional self-effacing measures. These are more suitable to qualitative 

measures, which in turn are readily done using the inductive data analysis.  

 

The final dimension of naturalistic inquiry is that the design is emergent, rather than 

predetermined. For a number of reasons, including the human interactions and contextual 

richness of research of this nature, naturalistic inquiry is unpredictable. The indeterminacy 

and uncertainty of social and contextual factors prevents the research from being pre-

planned and organized to fit a fixed design. More significantly, the data analysis runs 

alongside and concurrently with data collection, and informs the next steps in the process. 

But perhaps most significant in the unfolding or emergence of research design, is the nature 

of data analysis and its very purpose. Whereas conventional research methods are 

deductive, in that, general laws and theories are confirmed or refuted by data, naturalistic 

inquiry builds up hypotheses, research questions and theory from raw data. The design is, 

therefore, necessarily emerging as the researcher pieces together, revises, and clarifies 

questions which emerge out of data. The purpose of naturalistic inquiry is not to predict or 

generalize behaviour  from tests, but to understand experience as it is ‘lived’ or 

‘experienced’, in order to create conceptual maps to aid in the understanding of various 

social behaviours (and in this investigation learning styles and approaches) and 

relationships. 

 

The following diagram, adapted from (Lincoln & Guba, 1985, p. 188) depicts the research 

process and summarizes the key aspects of the naturalistic paradigm relevant to this study.  
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 Figure 3.1 The flow of research process 
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ongoing unfolding of the inquiry and, secondly, lead to a maximal understanding of the 

phenomenon being studied in its context. Therefore “expected end products are also 

difficult to specify”. Probably all that can be promised in advance is that “understanding 

will be increased” (Lincoln & Guba, 1985). The following quotation aptly describes the 

characteristic nature of data collection within the naturalistic paradigm (Lincoln & Guba, 

1985, p. 332). 

Data is the substance of things hoped for, the evidence of things not seen.  

- (with apologies to King James) 

 

The term naturalistic in Naturalistic Inquiry alludes to the possibilities for collecting 

empirical material for analysis from real situations (Lincoln & Guba, 1985; Blumer, 1969). 

It is not about producing data in experiments or extracting data from speech events 

specifically arranged for analysis, but about recording what is actually said or what 

happens in a given situation, without direct manipulation or involvement from the 

researcher. In other words, what is registered as data is also possible to observe “naturally” 

as part of the routine interactions in a specific setting. The data can, therefore, generally be 

representative of other similar such settings. Against this background, the data and the 

interpretation thereof can be seen in a framework of the research specialization called 

phenomenography. A brief overview of the phenomenographic perspective will be 

presented in fairly broad terms.  

 

3.2       An overview of the phenomenographic perspective 
 

Phenomenography is an interpretative research approach. Marton (1986, p. 31) describes 

phenomenography as a method “for investigating the qualitatively different ways in which 

people experience, conceptualise, perceive and understand various aspects of, and 

phenomena in, the world around them”. The variation in ways of experiencing the 

phenomenon of interest (Marton & Booth, 1997, p. 111), and the implications thereof, is 

the object of the research. Marton and Booth point out that although phenomenography is 

not a method in itself, nor is it a theory of experience, there are methodological elements 

associated with it and theoretical elements to be derived from it. In other words, 
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phenomenography is a way of (or an approach to) identifying, formulating and tackling 

certain sorts of research questions which are particularly of relevance to learning and 

understanding in an educational setting (Marton, 1986). A fundamental assumption 

underlying phenomenographic research is that there are a number of qualitatively different 

understandings of a particular phenomenon. The research focus of phenomenography is the 

intention to uncover variation in participants’ experience. Sampling of participants for 

inclusion in a study, therefore, aims at capturing the breadth of variation in perspective in 

the population targeted. The phenomenographic approach was selected for this study on the 

basis of its potential to reveal variation in ways (Bowden & Marton, 1998) introductory 

programming students (pre-service) and experienced students (in-service teachers) of 

programming experience the act of learning to program in a new language; the new 

language being an object-oriented language.  

 

Using a phenomenographic perspective in this investigation implies a particular way of 

looking at learning in terms of method and epistemology. From the point of view of 

method, phenomenography is concerned with what Marton (1981) terms an “insider’s 

perspective” of what the learner is trying to achieve within the process of learning. An 

insider’s perspective (Marton, 1981) is a second order perspective. This means that our 

concern is primarily focused on how the learner construes (experiences) the world. From a 

first order perspective, focus would be on the object of the research; that being tacit 

statements about the world (in other words, about phenomena) while keeping the 

experience in abeyance1.  

 

The insider’s perspective that the phenomenographic method uncovers is not about the 

“inner world” of the learner, but about how the learner sees his or her relation to the world. 

The phenomenographic method brings to the fore “the student’s externalization of his or 

her relation to the learning task” (Ramsden, 1988, p. 20). As such, a conception (category) 

of a particular phenomenon is not regarded as something that is inside the individual, but as 

something “between the student and the learning task”. This relational perspective has 

important implications with regard to learning. The unit of research in phenomenography is 
                                                 
1 To suspend judgement according to Marton & Booth (1997). 

 50



“a way of experiencing something”, which has been posited to be related to how a person’s 

awareness is structured. The experience as such contains a “what” aspect i.e. the content 

that is being learned, refers to the direct object, and a “how” (act) aspect i.e. the way 

learning relates to the phenomenon. The “how” aspect of learning is made up of its own 

“how” and “what” aspects. The latter “what” refers to an indirect object that means the 

quality of the act of learning, while the “how” aspect refers to the act of learning.  Marton 

and Booth’s diagrammatic representation of the structure of learning (as shown Figure 3.2) 

enables us to consider the meaning of learning in terms of the how and what of learning. 

Marton and Booth (1997) remind us that these distinctions are made merely to distinguish 

different research points of view, even though they are not separate entities.  

 

Figure 3.2  Structure of Learning 

 

This study adopted a relational perspective in order to explore the relation between the 

structural aspects (how) and the referential aspect (what – the meaning) of the experience 

of learning to program. The referential aspect relates to the overall meaning that the 

students attribute to the research questions. The structural aspect of the experience is 

further delimited into external horizon (the boundary) and the internal horizon. 
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The rationale behind this type of research is the acknowledgement that people act on their 

interpretation of the situation in which they find themselves (Säljö, 1988; 36). 

Phenomenography shares this approach with other research perspectives, such as individual 

and social constructivism (Säljö, 1988). 

 

Phenomenographers are not only interested in the variation in ways of experiencing a 

particular phenomenon, but also in the “change in capabilities” for experiencing particular 

phenomena in the world. These capabilities, as a rule, can be hierarchically ordered with 

some capabilities being more complex than others. Differences between them may be 

“educationally critical” (Marton & Booth, 1997, pp. 125-126) differences, and changes 

between them are considered to be the most important kind of learning. In this regard, 

Dahlgren (1984) aptly describes learning as a change in capabilities as follows: 

 
In other words, when learning has occurred, there is a shift from one conception to another which is 
qualitatively distinct. …Thus learning, within this perspective, is not a discrete and self-contained 
entity but one which has the potential of enabling individuals to consider afresh some part or aspect 
of the world around them. (Dahlgren, 1984, p. 31). 

 

The set of variation in ways of experiencing a phenomenon is presumed “finite” (limited), 

but not closed. With new discoveries, there may be possibilities of new ways of seeing a 

phenomenon. It is prudent to point out that, phenomenographically, we claim only that the 

student has shown a capability for experiencing something in a certain way, and we do not 

say that he or she is incapable of experiencing it in another, perhaps more complete, 

advanced or competent, way. If one conducts another similar study, the possibility may 

exist that the variation in ways of experiencing learning to program in an object-oriented 

language could change. 

 
3.2.1 Categories of description 
 
The characterizations of the variation in ways in which a phenomenon is experienced are 

logically related to one another, generated by, in phenomenographic terms, “categories of 

description” (Johansson, Marton & Svensson, 1985). The qualities of the set of categories 

of description are determined by a set of criteria that are considered to be grounded in the 

structure of awareness. These criteria are: 
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(i) “each category tells us something distinct about a particular way of 

experiencing the phenomenon”; 

(ii) “the categories have to stand in a logical relationship with one another” and can 

be hierarchically arranged; and 

(iii) “as few categories should be explicated as is feasible and reasonable, for 

capturing the critical variation in the data.” (Marton & Booth, 1997, p. 125)  

 

The set of categories of description capturing the different ways of experiencing a 

phenomenon is called the “outcome space” (Marton, 1992b). The outcome space is a 

“complex of categories of description comprising distinct groupings of aspects of the 

phenomenon and the relationships between them.” When one talks about a way of 

experiencing something one usually does so in terms of individual awareness, and when 

one talks about categories of description one usually does so in terms of qualitatively 

different ways in which a phenomenon may appear to people at a “collective level” 

(Marton & Booth, 1997). The system of categories should be complete with respect to the 

collective experience of the population under investigation, in this case, the pre- and in-

service students. However, the system of categories presented can never be claimed to form 

an exhaustive system. 

 
3.2.2 The Structure of Awareness  
 
From the text comprehension studies (Marton & Säljö, 1976a), it was found that the 

outcome of learning is always related to the approach that the learner employed to arrive at 

it. Similarly, in the study of conceptions, it was found that people’s understandings of 

phenomena are related to the ways in which they approach them. A way of experiencing is, 

therefore, discernible as containing a “what” and a “how” aspect. Marton (1988) explained 

this in terms of the theory of gestalt, which means that for whatever one sees or 

experiences, one perceives a gestalt quality; that is, a whole (figure) which is discernible 

from its surrounding (ground). Furthermore, a gestalt is never without a structure, as a 

gestalt can be defined as an ensemble of items which mutually support and determine one 

another (Gurtwistch, 1964). 
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Based on the gestalt theory Marton and Booth (1997) analysed a way of experiencing as a 

basic unit and explained the awareness as constituting two aspects: (i) the delimitation of a 

theme (or figure) from the context; and (ii) the discernment of the parts that contribute to 

the theme. To experience something in a particular way, there is always a discernment of 

the whole from the context. A figure is composed of its component parts and the interplay 

of each part contributes functionally to the whole figure, which carries an overall meaning. 

In other words, it involves the delimitation of the parts and their relationship to one another 

within the whole (Svensson, 1984).  

 

The delimitation of the theme further suggests that certain elements or aspects of the 

context come into our focal awareness to constitute the theme, while other aspects recede 

to the ground of a particular conception (understanding). It would be wise to ask the 

question: “how can a certain aspect or aspects of the phenomenon become one that 

occupies our focus and become discerned?” Marton and Booth (1997) explain the answer 

in terms of variation. They argue that without variability, many of the conceptions that we 

employ would not have been there (“e.g. gender would not be noticed if there were only 

one (Pong, 1999)!”). The whole, the parts, and the relationships between them, are 

discerned in terms of various aspects such as frames of reference, topics, subtopics, etc. 

Such aspects represent dimensions of either explicit or implicit variation in awareness. 

 

At this point, it is necessary to clarify the two aspects of variation alluded to in the 

discussion of phenomenography. Marton and Pang (1999) explain this in terms of two 

faces of variation within phenomenography. The first face of variation refers to the 

categories of descriptions and the outcome space which are derived from the study of the 

variation between ways of experiencing the same phenomena. The second face of variation 

refers to the variation corresponding to the critical aspects (discerned and focused upon 

simultaneously) of the phenomenon, i.e. the dimensions of variation, which are scrutinized 

within the framework of the structure of awareness, within a unit of conception.      
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In section 3.4, phenomenography and its implications for this study will be discussed in 

detail. But for now it seems appropriate briefly to review cognitivist perspectives on 

learning. 

 

3.3       Cognitivist perspectives on learning 
3.3.1    Constructivism 
 
Empiricists emphasize those aspects of scientific knowledge that are closely related to 

experience, especially as formed through deliberate experimental arrangements. Marton 

and Booth (1997) describe the empiricist’s view of learning as knowledge that exists “out 

there” and is taken in “ready-made” from the environment. Constructivism provides an 

alternative explanatory framework for this “inner” and “outer” dichotomy (Marton & 

Booth, 1997), by assuming that the human being constructs his or her knowledge through 

his or her acts (an active role) and through interaction with the environment (cultural 

practices, language, and other people). Constructivism emphasizes not merely how 

individuals receive materials to be learned and how they ‘construct’ such material inside 

their heads, but how they and their teachers construct it between them, through dialogue. 

Bruner (1973), one of the chief proponents of constructivism, believes learning is an active 

process in which learners construct new ideas or concepts based upon their current and past 

knowledge. Different emphases exist within this perspective. Plato and the likes assumed 

that knowledge is innate, whilst “radical” constructivists assumed that knowledge about the 

world corresponds to reality as we experience and make sense of it. The perspective 

offered by the radical constructivists is that human knowledge is evaluated according to its 

cognitive viability in the minds of individuals. Radical constructivism is closely related to 

individual constructivism, which grew out of the work of the Swiss psychologist, Jean 

Piaget (Huit & Hummel, 2003).  

 

3.3.1.1 Piaget’s individual constructivism 

Piaget’s epistemology is based on the biological influences on “how we come to know”. 

He believed that what distinguishes human beings from other animals is our ability to do 

“abstract symbolic reasoning”. The concept of cognitive structure is central to his theory. 
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Cognitive structures are patterns of physical or mental action that underlie specific acts of 

intelligence. Cognitive structures change through the processes of adaptation: assimilation 

and accommodation. Assimilation involves the interpretation of events in terms of existing 

cognitive structure, whereas accommodation refers to changing the cognitive structure to 

make sense of the environment. Cognitive development consists of a constant effort to 

adapt to the environment in terms of assimilation and accommodation. In this sense, 

Piaget’s theory is similar in nature to other constructivist perspectives of learning (e.g., 

Bruner, 1973; Vygotsky, 1978). In a study of conceptions, Marton (1981) compares the 

work of Piaget with phenomenography, suggesting that Piaget’s initial research was very 

much akin to the work of phenomenography. A departure occurs when Piaget shifts from 

describing the world as it is seen by the child, to describing the child as he or she is seen by 

the researcher.  

 

3.3.1.2 Vygotsky’s social constructivism 

As mentioned earlier, constructivism — particularly in its "social" forms — suggests that 

the learner is actively involved, in a joint enterprise with the teacher, of creating 

("constructing") new meanings. Whereas Piaget has been particularly associated with 

individual constructivism, referred to as radical constructivism by Bettencourt (1993), the 

Russian psychologist, L.S. Vygotsky has contributed to the notion of social interaction in 

the construction of knowledge. Vygotsky (1978) states: 

 
Every function in the child’s cultural development appears twice: first, on the social level, and later, 
on the individual level; first between people (interpsychological) and then inside the child 
(intrapsychological). This applies equally to voluntary attention, to logical memory, and to the 
formation of concepts. (Vygotsky, 1978, p. 57) 

 

Vygotsky believes that the development of language and the articulation of ideas is central 

to learning and development. For Piaget, maturation is the central factor in development, 

for Vygotsky it is the social world. The potential for cognitive development depends upon 

the “zone of proximal development” (ZPD): a level of development attained when children 

engage in social behavior. Full cognitive (of ZPD) requires social interaction. The range of 

skill that can be developed with adult guidance or peer collaboration exceeds what can be 
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attained alone.  Stated differently, learning is seen as an activity that takes place “between 

the individuals in a social group rather than solely within the individual.” Although 

Vygotsky considers teaching and nurturing as preceding development, he recognizes a 

“zone of proximal development” within which instruction is most feasible and productive. 

In this regard, he comes very close to the Piagetian view. The difference between Piaget 

and Vygotsky can be summed up as follows: where Piaget believes that cognitive 

development consists of four main periods of cognitive growth (an internal structure): 

sensorimotor, preoperational, concrete operations, and formal operations, a theory that 

suggests that development has an endpoint in goal, Vygotsky believes that life long process 

of development was dependent on social interaction (emphasis is on external structure) and 

that social learning actually leads to cognitive development. In this sense, Piaget’s theory 

(individual constructivism) and Vygotsky’s theory (social constructivism) are “mirror 

images” of each other (Marton & Booth, 1997).   

 
3.3.2 Cognitivist perspectives on problem-solving 
 

Information processing: an expert centred approach 
Information processing (IP) is a general perspective held by cognitive psychologists. This 

perspective holds that cognition means input, storage, transduction and transmission of 

processed information. 

 

Cognitivsm embraces strains of both rationalism and empiricism (Marton & Booth, 1997). 

Empiricists claim that ideas and knowledge comes through experience (that is from the 

outside); while rationalists believe that knowledge comes from within. In its broadest sense 

rationalists have a view that appeals to reason as a source of knowledge and justification. 

This implies that, as far as problem solving is concerned, students will solve problems on 

the basis of their internal schemata1. The views of rationalist and empiricism are not 

mutually exclusive. It can be said therefore, that information processing derives from both 

the empiricist and the rationalist perspective. 

 

                                                 
1 See paradoxes four, five and six (Marton and Booth, 1997: 8-11). How is knowledge received from the 
outer world meaningfully integrated by the learner if that knowledge is not pre-possessed by the learner? 
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Information processing emerged as a result of research on logic of the brain and the 

analogy between the brain and the computer (Capra, 1997). Artificial neural nets (a branch 

of AI) are basically mathematical models of information processing. They are modeled by 

the architecture of the brain – biological neural network – with neurons (which are discrete) 

as its basic processing elements. Capra contends that these basic elements are the means by 

which the human nervous system processes information. The process of cognition, 

therefore, involves the cognitive system “picking up” these discrete elements which 

presumably already exist in the outside world. Shneiderman and Mayer (1979) proposed a 

model on a similar basis to account for the cognitive structures, as well as the cognitive 

processes, involved in programming. According to the model, information from the outside 

world enters via perception into short-term memory (to some extent a limited memory 

store) to be processed (Miller, 1956). Two processes most likely to move information into 

long-term memory are elaboration and distributed practice. The organization of 

information in long-term memory may take the form of declarative, procedural, and /or 

imagery. To determine individuals’ performance in problem solving, researchers compared 

their performance with how well they remembered and organized the information to 

complete the steps leading to the solution. An expert centered approach to problem solving 

will require a similar type of organization of concepts, information and relationships into a 

meaningful system.  

 

3.4     A phenomenographic perspective on learning: deep versus surface     
           approach 
 

Most phenomenographic studies on learning have used Marton’s categorization of a “deep” 

and a “surface” approach to learning. This study, however, has placed its investigation at a 

slightly different level. Rather than addressing the matter of  learning approach (relating 

directly to Marton’s categorization), the three research questions in the study respectively 

refer to learning to program experiences (research question 1), problem-solving strategies 

(research question 2) and factors influencing the strategies (research question 3). As will be 

seen in the analysis (chapters 5, 6, 7 and 8), different tendencies were observed with regard 

to these issues.  
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The deep versus surface dichotomy, therefore, does not offer a specific framework of 

analysis for the study. This does not mean, however, that it is without relevance. It was 

possible to perceive features in the tendencies highlighted that, even though they did not 

correspond directly to the deep and surface categorization, they certainly demanded an 

interpretation in the light of it. 

 

The work of Biggs (1999), Entwistle (1988) and Ramsden (1992) provides some very 

valuable characteristics of the approaches to learning, and highlights the way in which how 

the curriculum is managed has a bearing on the learning process.  

The compiled work of the above researchers, with regard to the distinction between the 

deep and surface approach, is reproduced in the table to follow (Deep and surface…, n.d.). 

It compares the characteristics and factors that encourage deep and surface approaches to 

learning. 

 

Table 3.1 Deep and Surface Learning (compiled from Biggs (1999), Entwistle (1988) and Ramsden (1992)) 

 Deep Learning Surface Learning 

Definition: Examining new facts and ideas critically,  
tying them into existing cognitive 
structures and making numerous links 
between ideas. 

Accepting new facts and ideas 
uncritically and attempting to store them 
as isolated, unconnected, items. 

Characteristics • Looking for meaning. 

• Focusing on the central 
argument or concepts needed to 
solve a problem. 

• Interacting actively. 

• Distinguishing between 
argument and evidence. 

• Making connections between 
different modules. 

• Relating new and previous 
knowledge. 

• Linking course content to real 
life. 

• Relying on rote learning. 

• Focusing on outwards signs and 
the formulae needed to solve a 
problem. 

• Receiving information 
passively. Failing to distinguish 
principles from examples. 

• Treating parts of modules and 
programs as separate. 

• Not recognizing new material 
as building on previous work. 

• Seeing course content simply as 
material to be learnt for the 
exam.  

Encouraged by  

Students 

• Having an intrinsic curiosity in 
the subject. 

• Being determined to do well 
and mentally engaging when 

• Studying a degree for the 
qualification and not being 
interested in the subject. 

• Not focusing on academic 
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doing academic work. 

• Having the appropriate 
background knowledge for a 
sound foundation. 

• Having time to pursue interests 
through good time management. 

• Positive experience of education 
leading to confidence in ability 
to understand and succeed. 

areas, but emphasizing others 
(e.g. social, sport). 

• Lacking background knowledge 
and understanding necessary to 
understand material. 

• Not enough time / too high a 
workload. 

• Cynical view of education, 
believing that factual recall is 
what is required. 

• High anxiety.  

Encouraged by 

Teachers 

• Showing personal interest in the 
subject. 

• Bringing out the structure of the 
subject. 

• Concentrating on and ensuring 
plenty of time for key concepts. 

• Confronting students’ 
misconceptions. Engaging 
students in active learning. 

• Using assessments that require 
thought, and requires ideas to be 
used together. 

• Relating new material to what 
students already know and 
understand. 

• Allowing students to make 
mistakes without penalty and 
rewarding effort. 

• Being consistent and fair in 
assessing declared learning 
outcomes, and hence 
establishing trust (see 
constructive alignment). 

• Conveying disinterest or even a 
negative attitude to the material. 

• Presenting material so that it 
can be perceived as a series of 
unrelated facts and ideas. 

• Allowing students to be 
passive. 

• Assessing for independent facts 
(short answer questions). 

• Rushing to cover too much 
material. 

• Emphasizing coverage at the 
expense of depth. 

• Creating undue anxiety, or low 
expectations of success, by 
discouraging statements or 
excessive workload. 

• Having a short assessment 
cycle. 

 
 

The relational view of learning furnished by phenomenography has formed the basis of 

much of the research into student learning in higher education. Phenomenography has been 

fruitful in exploring students’ conceptions, and understanding, of a number of topics, 

including physics (Prosser & Millar, 1989); literature interpretation (Marton, Carlsson & 

Halász, 1992); essay writing (Prosser & Webb, 1994) and computer programming (Booth, 

1992, 1997). 
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In summary, this research indicates that learners’ experiences should be considered as 

involving the ways students relate to the learning environment, their goals and intentions, 

as well as their learning strategies.  

 

A diagrammatic representation of the phenomenon to be investigated follows. 

 

 
Figure 3.3  The Phenomenon being investigated  

 

3.5  A limitation of Phenomenography 
 

In the phenomenographic tradition, issues related to the learning environment and its role 

in learning, are normally relegated to the background, since research in this tradition 

focuses on and explores different aspects of the relation between the learner and what is 

learnt. As was expressed in Adawi et al. (2002), “the analysis deliberately strips away 

contextual features of the data in order to focus clearly and exclusively on the 
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phenomenon”. However, there is always a situation with social, spatial and temporal 

dimensions which lends the phenomenon meaning. Marton and Booth (1997) point out that 
 

not only is our experience of the situation moulded by the phenomena as we experience them, but 
our experience of the phenomena is modified, transformed and developed through the situations 
we experience them in (p. 83).    
 

Adawi et al. (2002) proposes that if “situation” is replaced with the synonymous “context”  

then they would be persuaded to study the context which gives meaning to the 

phenomenon. The use of phenomenography alone, as a guide to research in teaching and 

learning in an educational setting, is limiting, as any educator should know the importance 

of the learning environment to learning. This study, therefore, borrows elements of activity 

theory to complement phenomenography. A brief summary of activity theory is offered in 

the next section.     

 

3.6  Activity Theory 
 

The theory of activity derives mainly from the work of Vygotsky (1962, 1978). Vygotsky’s 

contribution to the notion of social interaction in the construction of knowledge relates 

directly to an activity system; that is, according to Engeström (1993), knowledge 

construction relates to the context. In this study the activity system is the learning 

environment centred around the course which the subjects’ (in this study, students) aim at 

learning. Vygotsky’s (1978) definition of the zone of proximal development (ZPD)1 

emphasizes the child’s potential to develop with strategic help. This support is called 

scaffolding by some researchers. Activity theory aims at formulating a framework for 

describing, analyzing and understanding complex systems or activities. Hence an activity 

system basically describes the interaction between the subjects (students), and the object (a 

programming task, or a computer science concept to understand) that is transformed, by 

interaction, into an outcome.  

 

                                                 
1 See section 3.3.1 for a full explanation. 
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Wertsch (1981) describes the actual framework as being concerned with how abilities are 

developed: “to carry out socially-formulated, goal-directed actions with the help of 

mediating devices.” Activity conveys the notion of purpose and affect, and includes 

intellectual, as well as physical, processes. These notions are bound up with the social 

world surrounding the individual. 

  

According to Leont’ev (1981) activity both orients individuals in the world in which they 

live, and continuously transforms the object. Leont’ev (1981, p. 46) describes activity as a 

functional unit of life: “a system with its own structure, its own internal transformations, 

and its own development.” 

 

The idea about the design of an activity system, being a functional and dynamic unit, sheds 

light on how students’ learning activities develop and how they both shape, and are 

organised by, the setting surrounding them. The activity of learning is a process in which 

people grapple with new information to make it meaningful, to solve problems and to adapt 

to new conditions. The analysis of research question 3 is on the individual acting in his/her 

social and cultural world, what the learner does, why he/she takes those actions and how 

those actions relate to the learning context.  

 

The ways that students experience learning to program are also likely to contribute to the 

difficulties that many students have with the subject. How students understand 

programming is related to how they interpret it in the context in which it is presented. This 

is an aspect of students’ learning to program which has received scant attention in the 

research literature and, in my experience, is rarely accorded importance in the teaching of 

programming courses in higher education.  

 

Leont’ev (1978) makes an important distinction between meaning and personal sense. 

According to Leont’ev, meanings are connected with the reality of the outside objective 

world, the life of society. Personal sense, on the other hand, is connected with the reality of 

the person’s own life and motives. In other words, personal sense involves the 

incorporation of socially constituted meanings into the psychology of the individual.  
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The main principles of activity theory are summarized in the next section. 

 
3.6.1 Principles of Activity Theory 
 
3.6.1.1  Activity is the explanatory principle of psychology 

Leont’ev (1981) stresses that consciousness is “generated” by and inseparable from 

external activity. In his view, activity must have associated external behaviour and mental 

images are direct products of contact with the world of objects. Leont’ev proposes that 

activity is at the centre of a person’s connection with others and the external world. 

Activity includes interaction with others and it also includes reflection, but Leont’ev’s 

emphasis is on external actions (Leont’ev, 1981). In other words individual psychological 

experiences are expressed through external, practical activity. Activity connects individuals 

to their communities, and connects material objects to the mind that illuminates these 

objects. 

 
3.6.1.2  Activity Is Purposive 

According to Leont’ev (1981, p. 59), there can be no activity without a motive. 

‘Unmotivated’ activity is not activity devoid of a motive; it is activity with a motive that is 

subjectively and objectively concealed. Hence to Leont’ev, a motive, whether conscious or 

unconscious, always stands behind activity. Motives, needs and desires are translated into 

action by means of goals. Motivation and goal formulation are inherently socially 

constituted. They connect psychological phenomena to the social world. Leont’ev (1981, p. 

50) proposes that when a desire meets the object of desire, it is filled “with content from 

the surrounding world”. 

 
3.6.1.3  Activity Is Mediated 

Activity can be thought of as a structure consisting of the individual, the environment and 

the tool, which, as a cultural mediator, is both the agent and reflector of change. Leont’ev 

(1981) explains that the tool mediates activity and, in this way, connects humans with 

concrete objects, and also with other people. He specifies that it is not the cultural tool, as 

an artifact, but the use of that tool that mediates or shapes mental processes. That is, “the 
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formation of uniquely human functional systems takes place as a result of mastering tools 

(means) and operations” (Leont’ev, 1981, p. 67). 

 
3.6.1.4  Activity Theory emphasises the interdependence and interaction of sociocultural 
             and cognitive processes 

The view that the cognitive abilities of the child or novice emerge from interaction with 

adults or experts was developed by Vygotsky (1962), who proposed that cognitive 

processes are carried out from the social to the individual plane. That is, they are first 

carried out initially with help from an adult or expert, and then transformed to a way of 

working independently, via the zone of proximal development (Vygotsky, 1978). Speech is 

the major mediational means which directs this process. 

 

In order to present a framework of how activity theory can be applied to computer 

programming, it is important to explain both the context of the learning being investigated, 

and the theory by which the findings are interpreted. The theory used is drawn from the 

framework developed by Leont’ev (1981). 

 
3.6.2 The Activity of Learning to Program 

 
While activity may be viewed as an abstract construct, Leont’ev (1981) emphasises that in 

reality we always deal with specific activities, within a finite time, space and setting. His 

three levels of analysis provide three vantage points on a fundamental question for any 

investigation from the perspective of activity theory: the question of what an individual or 

group is doing in a particular setting. 

 

In order to understand what a particular group of students is doing in learning to program, 

responses can be formulated in terms of each of these three levels. The first level concerns 

the cultural or historical situation of the students’ actions. This is an account of students’ 

learning from the perspective of the global level of activity. To respond to the question at 

this level it is necessary to understand students’ actions in the institutional context — while 

studying a university course. 
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A university has its own well-defined social practices. Students’ interpretations of these 

practices are bound up with their perceptions of what is expected of them and will be 

fundamental to their actions. According to Wertsch (1985, p. 212): An activity setting is 

grounded in a set of assumptions about appropriate roles, goals and means used by the 

participants in that setting. This setting guides the selection of actions and choice of tools. 

It also determines the function of the activity. Wertsch (1985) explains that settings are not 

determined by the physical context, but are created by the participants in the activity. 

Further, assumptions about the setting are often implicit, rather than consciously identified. 

Participants may not identify what organises their performance. An individual’s 

understanding of the setting emerges as a “byproduct” of interacting with others in it 

(Wertsch, 1985, p. 216). To say that a student is engaged in the activity of learning a 

university subject, programming, simply tells us that the student is working in a particular 

socioculturally-defined setting.  

 

To understand activity at Leont’ev’s (1981) second level of analysis, one must look at the 

actions which, in his view, are defined by goals or partial goals. These goals are not 

automatic or fixed in advance. They are tested by action and remain fluid throughout the 

process of selection and testing.  

 

Finally, a response to the question about a student’s learning to program can be formulated 

in terms of the tools and operations that the student has at his or her command. This is the 

third level of the activity of learning to program that may be investigated. The availability 

of tools as mediating devices will partly be determined by the setting, for example, what 

resources are deemed appropriate for students to use. Tools and operations also depend on 

the student’s personal history, i.e. his/her experiences, including the student’s repertoire of 

skills, such as his/her ability to use a computer and the specific IDE of the language being 

used. Affective elements are important as well. If the student’s memory of using a 

computer at school is linked to negative emotions, this tool will not be readily utilised. The 

tools or operations used by a student affect how successfully the student is able to carry out 

his/her intentions. 

 
 

 66



3.6.3 Background to my application of Activity Theory 
 
In this section I describe how activity theory can be used as a lens to understand students’ 

learning to program.  

 

A focus on learning, as an activity that is socially and culturally situated, is related to 

exploring what Varela, Thompson and Rosch (1991, p. 213) term “histories that are lived”. 

From a societal perspective, each person is spatially and temporally situated. The self 

speaks “not only as an individual voice but also as a collective voice”, reflecting values and 

beliefs of communities and cultures which are significant to the individual (Hermans & 

Kempen, 1995, p. 112). From an individual perspective, each person develops a personal 

story, a history of his/her own experiences which have left their mark. These perspectives 

of lived histories, act in tandem in human activity; such as the activity of learning to 

program. A student's activity is related to his/her situation in an institutional and societal 

setting. Interwoven with these other histories, is the personal narrative of the student, both 

the biological and social development, which contributes to his/her ways of understanding 

programming and of interpreting the context in which he/she encounters it.  

 

A key argument of activity theory is that personally meaningful goals have an “energising” 

function (Leont’ev, 1981, p. 60). Varela et al. (1991) specify two aspects of goal 

directedness or intention. These correspond to (p. 206) what the system takes as the 

possibilities for action to be, and to how the resulting situations fulfil, or fail to fulfil, these 

possibilities. In this investigation, it means that actions taken to learn to program are 

directed by how the student construes his/her goals in context. In turn, how these goals 

become fulfilled, or fail to become fulfilled, is affected by the conditions surrounding the 

students’s actions. Hence the principle that learning is purposeful, or goal driven, links the 

two aspects of activity theory that have been explained; the sociocultural situatedness of 

activity, and the directed actions comprising the activity. 

 

In summary, interpreting a student’s learning from the activity perspective means attending 

to the “system of activities” (Leont’ev, 1981, p. 46) or practices in which the student is 

engaged and understanding how the student is oriented or positioned with respect to these 
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particular practices. At the level of the individual, activity brings together a goal, the means 

for realising this goal, the actual process of transformation and its effect or outcome. Each 

of these is organised within a societal setting. The “system” (Leont’ev, 1981, p. 47) of 

collective activity which relates people to one another, their cultural history and their realm 

of action is called an “activity system” by Engeström (1993, p. 66).  

 

In the next section, some elements of the framework of activity theory, which are of 

interest in defining the activity of learning to program, are presented. These features are 

illustrated with examples drawn from my teaching practice. 

 

3.6.4  Views of activity from My Practice 
 
In order to clarify the ideas introduced in section 3.6.1 and 3.6.3, a summary is presented of 

my interpretation of key features of activity theory, by means of examples. The following 

excerpts are from transcribed interviews with students during the programming course, and 

journal entries of in-service teachers. They function as “snapshots” taken from different 

angles, of an activity system of students acting in their institutional worlds. They capture 

images of ongoing and dynamic processes. 

 
Activities are distinguished by their energising motives 

 
In an interview with a pre-service teacher, he said this: 
 

S2: It’s challenging, it tackles your mind; it makes you think. The fact that your 
program is running, makes you feel good it makes you think that you can do 
something, therefore, I feel challenged. 

 
The above quote illustrates the essence of activity as encompassing his total perspective on 

programming. His actions in the educational setting were guided, and directed, by his 

underlying need to learn to program, and this resulted in a very favourable outcome. 

 
Activity theory emphasises the interdependence and interaction of learning 
processes and cultural background 

 
The following excerpts are from the journal entries of two experienced in-service teachers. 
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We find that by just meeting and talking about our subject has a positive impact on us. We 
wish to continue with our meetings even after the course is over. We also feel that we can 
learn a lot from each other and share our materials and resources. 
  
I think the idea of study groups is excellent – but I would rather work with people I see 
almost every day – not with people I’ve never seen in my life. I think the advantage of 
impromptu discussions (sometimes at funny places) is useful. 

 
From the activity theory point of view, the role of social interaction is important in the 

learning process. 

 
Actions are socially formulated 

 
S6: From the onset and I did speak to Mr[lecturer]…, I did not have the grades to do 

this course and no mathematics. I had to write a motivational letter. All because I 
wanted to do computer science education because the way things are going 
technologically speaking 
It’s going to be a must for kids to come. Somewhere along the line it’s changed 
now. We’ve become a little bit of a family now, those guys that made it from first to 
second year. Although it is a primary motivation, I keep going each day and each 
lesson and also I don’t want to let the guys down or Mr … down, myself down. 

 
Hence student S6’s actions were prescribed by unwritten codes of social conduct in 

lectures, as he perceived them. 

 
Activity involves self regulation 

 
S7: I… as I was saying to Mr… I was so fine with last years work and I was getting to 

know it properly. But now we started this object-oriented, I’m a bit lost with that. 
I don’t…But I was like that at the beginning with the other one, so at the moment 
I’m a bit unstable…like ooh! like I don’t know what I’m doing,  but I’ll get there.      

 
The above quote illustrates the common formation of the student’s conceptions of learning 

to program, and her regulation of her actions to learn it.   

   

3.7 Summary and Conclusion  
 

In this chapter a background to phenomenography as a research tool is provided using a 

naturalistic perspective to draw on the rich accounts of pre- and in-service teachers. The 

results of phenomenographic analysis are categories of description, which in itself is not 

the sole aim of the investigation, but rather the investigation of learning and teaching based 

on these categories of description. The importance of contextual factors, which are stripped 
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away in the phenomenographic analysis, is considered. Elements of activity theory are 

introduced to overcome this limitation. 

 

Activity theory provides a framework for understanding the processes of teaching and 

learning. In this study, I focus on the students’ activities in learning to program, as the 

students themselves report them; their actions and perceptions and how these relate to the 

contexts surrounding them. These activities implicitly include students’ goals and 

evaluations. Other aspects remain in the background.  

 

As stated in chapter 1, the national curriculum for the discipline, computer studies, at 

school, spells out a change in the programming language from one of procedural, to one of 

object-orientation. It is, therefore, necessary for an understanding of both in-service and 

pre-service teachers’ experiences of learning to program. In this study, the research 

framework presented here serves as a tool to study the experience of learning to program in 

the perceived learning context. The use of phenomenography is therefore extended to 

include also the variations contextual to the study object. I try to analyse the emerging 

relationships among components of the students’ orientations to learning to program: 

affective aspects, personal histories, conceptions of the subject matter and approaches to 

learning to program and problem solving. 

 

My methodologies for these studies will be explained in the next chapter. 
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4  RESEARCH DESIGN AND METHODOLOGY 

 
______________________________________________________ 
 
 

his study consists of investigations into understanding how pre-service and in-service 

teachers learn to program in an object-oriented language. This study is based mainly 

on the journal entries of in-service and pre-service students from which I tried to elicit 

students’ feelings about learning to program, their conceptions of the subject matter and 

their approaches to learning to program and programming (problem solving). I also 

interviewed the pre-service students (see Appendix D) and selected in-service teachers 

involved with teaching procedural programming.  

 T

 

As was seen in chapter 3, the theoretical framework adopted in this study not only takes 

into consideration the relational aspect of learning as espoused in phenomenography, but 

also the relational aspect of context-place, as espoused in the activity system within the 

naturalistic paradigm. In practical terms, this framework translated into the method 

described below (section 4.1 – 4.4). 

 

This chapter describes the principal and sub-principal research questions, explains how a 

range of research tools are used to investigate them and describes some key features of my 

approach. In Section 4.1 some issues and controversies, which are important to the current 

discourse on methodology in education research, are presented. The methodology, which 

explains the rationale for the ways of collecting and analysing data are outlined. The 

procedures followed are summarised. I indicate how I have attempted to satisfy criteria for 

good research as advocated by researchers such as Kirk and Miller (1986); Merriam (1988, 
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1996); Miles and Huberman (1984, 1994) and Van Maanen (1983).  In section 4.2, the pilot 

study, which gave me insight into a very problematic aspect of programming, problem 

solving, is described. A description of the main study is presented in section 4.3 in which 

the student (participant) profile; the methods of data collection and the research setting are 

discussed. In section 4.4, the method of analysis is discussed. In particular, I explain the 

research specializations based on Marton’s (1986) and Leont’ev’s (1978) work, from which 

I developed my research approaches. These research specialisations, or combinations of 

research orientations and research approaches, include naturalistic inquiry, 

phenomenography and elements of activity theory. The validity of the study methods is 

considered in section 4.5. Section 4.6 summarizes and concludes the chapter. 

 

Research Questions 

The main research questions which I investigate are: 

• What are the qualitatively different ways in which pre- and in-service teachers learn 

to program using the object-oriented language? 

• What are the qualitatively different ways in which the students program (problem 

solve)? 

• What factors (contextual) affect their approaches to programming? 

 

As explained in the previous chapters, these questions are important, not only in isolation, 

but also from an activity theory1 perspective; the way students orient or position 

themselves to learn is critical to the quality of learning that unfolds. That is, the way 

students feel about learning to program, their conceptions of programming and their 

approaches to learning reflect their engagement with the learning task — their activities. 

These activities are inseparable from the setting in which the students’ learning is 

organised. They are shaped by, and transform, that setting continuously. 

 
 
 
 

                                                 
1 The activity theory perspective suggests that a focus on teaching, should be related to 
    students’ perceptions about their own learning and its context. 
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4.1  Research design and rationale 

 

This section, in which the methodology is embedded, the issues and assumptions and 

rationale that guided my planning and investigations are explored. 

 
4.1.1 Research Methods 
 
Education research is the systematic investigation of educational phenomena: a mode of 

thinking rather than a shortcut to answers (Nisbet, 1980.p. 10).  

Qualitative methods have interpretation and exploration as the rationale for research. Some 

major characteristics of qualitative methodology are described by Merriam (1988, pp. 19-

20) as follows: 

• the primary instrument is the researcher; 

• the research involves natural settings or fieldwork; 

• the results are qualitative description, that is “thick” rich text (Guba and Lincoln, 1981,  

  p.119) which gives depth to the experience; 

• the inductive, rather than deductive, method is followed; that is, abstractions are built     

  from examples. 

 

Qualitative research is an empirical, socially-located phenomenon, defined by its own 

history, not simply a residual of all things that are ‘not quantitative’. To me, the essence of 

the qualitative approach to research is the contextualising of the data. As Van Maanen 

(1983, p. 9) explains: 
 

The data developed by qualitative methods originate when a researcher figuratively puts brackets 
around a temporal and spatial domain of the social world.  

 

This awareness of context implicitly signifies that the research framework is nonpositivistic 

— the research cannot uncover laws about humans which apply at all times and places. 

This is particularly important for research inspired by Vygotsky’s insights in which human 

processes are “historically and socially determined” (Vygotsky, 1962, p. 23). In this 

investigation, the context in which students learn to program is an important aspect of my 

analytic understanding of their learning processes. 
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4.1.2 Methodology 
 
The primary aim of the methodology used is holistic and descriptive interpretation, seeking 

for depth of understanding. Consistent with a Vygotskian perspective, I consider the 

sociocultural context to be inseparable from individual actions. Hence my primary concern 

is to interpret the network of relationships between learner, subject matter and learning 

context. In attempting to make the data meaningful, I have drawn on various techniques of 

data collection and analysis. Overall, my mode of doing research is consistent with what 

Lincoln and Guba (1985, p. 36) term the “naturalistic paradigm” because I take it as 

axiomatic that: realities are multiple; myself as researcher and the objects of research are 

inseparable; my working hypotheses are bound by time; and context and all entities are in a 

state of mutual, simultaneous shaping. Moreover, my inquiry is “value bound” (Lincoln 

and Guba, 1985, p. 161). That is, my investigation is bound by my assumptions, theories 

and perspectives and is regulated by both cultural norms, and my individual beliefs.  

 

As with any style of research, reliability, validity and generalisability are prime concerns. 

However, these terms have different meanings according to the position of the researcher. 

In a positivist framework there is an assumption that there are “true” scores which, given a 

good enough instrument, can be measured reliably and with validity (Kirk & Miller, 1986). 

From a non-positivist perspective, however, there are no absolute truths or universal laws 

about human processes which can be captured. In such frameworks, the ways in which 

research findings are validated are socially construed (Lancy, 1993; Lincoln & Guba, 1985; 

Merriam, 1988, 1996; Miles & Huberman, 1984, 1994; Van Maanen, 1983). 

 

4.1.3  Model for Methodology  
 
The design of this study reflects my consideration that the naturalistic paradigm (Lincoln & 

Guba, 1985) fits best with the aims described above. That is, in this study I have adopted 

the attributes of the naturalistic paradigm described below (Lincoln and Guba, 1985, pp. 

39-43). What I studied was, to some extent, described in advance, informed by my 

understanding of the importance of context, which relies on the activity theory proposed by 
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Leont’ev (1981). The attributes of the naturalistic paradigm are detailed below, along with 

a description of how I complied with each in the study. 

 

• Characteristic 1: Natural setting 

The study was carried out in the context of my colleagues teaching the pre-service students 

during their two semester course of introductory programming as well as the in-service 

students learning to program through a distance learning course. My observations of them, 

for the purpose of the study, are inseparable from my actions designed to assist them with 

their learning. 

• Characteristic 2: Human instrument 

I consider myself to be the primary data gathering instrument. That is, the evaluation of 

what the students said, did or wrote, is personal and subject to my own perceptions, beliefs 

and values. 

• Characteristic 3: Utilisation of intuitive knowledge (tacit) 

My analysis takes account of my experience of teaching them, and others who have sought 

my assistance in learning to program in general. 

• Characteristic 4: Qualitative methods 

Qualitative methods of data collection and analysis were used, namely descriptive and 

exploratory techniques, aiming to illuminate multiple truths in context. 

• Characteristic 5: Purposive sampling 

The students were not selected as being representative of any general group of students. 

Rather, as described above, it appeared to me that owing to their singular characteristics 

(described in section 4.3) exploring these students’ orientations to learning to program (in 

particular object-oriented programming) would be of value in understanding how students 

learn programming. 

• Characteristic 6: Inductive data analysis 

I have tried to construct general themes from the particular examples provided by the 

students’ accounts. 

• Characteristic 7: Emergent design 

The design unfolded as I observed the students and it was influenced by my interactions 

with them. My research questions evolved from informal observations and intuitions. They 

 75



were incorporated into the questionnaires completed by the students during their study of 

learning to program (both during the pilot and main study) and, thence, into the semi-

structured interviews conducted with the students after they had completed a test on 

programming. Themes emerged in these interviews, as well as subsequent interactions with 

colleagues and experts in education. The design of the study was only fully completed 

when I had written up a report on the pilot study (Govender & Grayson, 2006) for review. 

• Characteristic 8: Tentative application 

While I hope that my research will be of value to other education researchers, and to 

practitioners of teaching programming, my findings are confined by temporal and physical 

boundaries — a “snapshot” perspective of a situation. However, as outlined in section 

4.2.2, I have taken what steps I can to ensure that the extent of transferability and 

applicability of the study can be judged by others. 

• Characteristic 9: Focus-determined boundaries 

The boundaries of this study are determined on the basis of the theoretical concepts which 

frame the study, and by the particular activities undertaken by the students in the social 

setting. 

 

4.2  The Pilot study  
 

A pilot study was carried out among a group of pre-service teachers learning to program in 

the University of KZN, and a group of grade 10 and 12 learners, learning to program in a 

high school. In the first few lessons the grade 10s were given an introductory course on 

computer architecture before learning to program.  

The participants were: 

• 40 students in grade 10 starting to learn to program. 

• 35 students in grade 12, after having studied computer programming in grades 

10 and 11. 

• 20 pre-service teachers learning to program over 2 semesters. 
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The collection of data for the pilot study was informed by two data sources. These were the 

author’s personal notes, based on observations of teachers teaching computer programming 

in the classroom over a period of two terms, and the results of a study conducted in 

computer programming with pre-service teachers of computer science education over a 

semester. Research instruments used were three questionnaires, one of which dealt with, 

among other aspects the background knowledge of pre-service teachers with regards to 

mathematics, computing knowledge, grade 12 achievements and general comments 

(Appendix A1). The second questionnaire was used to capture the problem solving steps 

followed and the experiences in programming (Appendix A2). The group of pre-service 

teachers and the group of grade 12s were given a problem (included in Appendix A2) to 

solve using the computer and were asked to answer the questionnaire. The questionnaires 

were administered towards the end of the semester for the pre-service teachers and during 

the middle of the year for the grade 12 students, bearing in mind that the students had a 

fairly good knowledge of the language of programming (which were Delphi and Pascal, 

respectively). In planning their solution, they were asked to write down their thinking 

process at each step of the plan, using the questionnaire which captured their approach to 

solving the problem. In addition to the use of this questionnaire, five of the pre-service 

teachers were interviewed. The pre-service teachers were asked to explore their 

understanding of the problem and I was able to capture a sense of their feelings, 

frustrations and/or achievements during the course of their study in programming. These 

semi-structured interviews were audio taped. Furthermore, the teachings in the classroom 

of two sets of grades 10 and 12 students, from two different schools, were video-taped for 

later analysis. This enabled me to observe both teachers and students teaching and learning 

respectively. 

 

To further consolidate the experiences of teaching and learning programming in the high 

school, a (third) general questionnaire (Appendix A3) on problem solving was 

administered to the grade 12 students. This questionnaire consisted of questions related to 

the kind of problems they solve, as well as the processes used to solve problems during the 

last two years of their study. Students ranked the statements with strongly disagree, 

disagree, neutral, agree, and strongly agree. 
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I was interested in the processes students used to complete programming problems in 

general. The survey responses to the ranking questions were analyzed by simply 

calculating the frequencies of the agreements and disagreements for each question. The 

responses were further categorised according to the questions: “How do you learn to solve 

problems?”, and “What types of problems are you given?” 

 

The analysis of the pilot study paid attention to the issues with regard to high school 

learners, pre-service teachers and in-service teachers, learning and teaching programming. 

From the pilot study it became clear that: 

9 Maths is essential to successful programming, in particular the problem solving 

abilities that are gained from mathematics.  

9 The participants’ problem solving skill, within the context of programming, is 

weak. Learners are challenged by programming and often drop out of the course, 

maintaining that it is difficult. 

9 Teachers do not teach problem solving techniques explicitly and, hence do not 

emphasise the problem solving techniques required to solve problems in 

programming. More time and effort is given to the syntax of the programming 

language. 

 

These findings point to an important concern in programming education: problem solving 

and the teaching thereof. In this sense, the pilot study has motivated and contributed in part 

to the main study: understanding pre- and in-service students learning to program, 

particularly in the light of the new programming language being introduced.  
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4.3        The main study: How pre-service and in-service students learn to   
            program in a new language 
 

4.3.1 Selection criteria for research participants 
 
The participants were pre-service teachers in an introductory programming course and in-

service teachers within a distant learning programming course. It is important that focus be 

placed not only on the experience of learning but also on problem solving within the formal 

situation in which problem solving takes place, namely that of the test, assignment and 

examination. The tests were the normal, routine tests, given as part of the course work for 

the pre-service students, while we relied on the assignments as part of the course work for 

the in-service students and the examinations gave us the overall assessment of students’ 

ability in programming.  

 
4.3.1.1 Student profile 

The participants were: 

• A group of 315 in-service teachers registered at UNISA in the department of 

CIMSTE for the course “Computing for Teachers 1b: Introduction to programming 

using Java”. The purpose of this formal course was to help the practicing teacher (in-

service), not only to learn how to program in Java, but also to teach programming in 

an effective way. The in-service teachers resided in different provinces in South 

Africa; however, the majority of the participants (in-service teachers) resided in the 

province of KwaZulu-Natal.  It must be noted that the full complement of journal 

assignments and background questionnaires were not submitted for assessment and 

analysis. There may be many reasons for this; however, with most distant learning 

courses, it is common for many students not to submit all assignments or for 

students to drop out during the course of the year. Furthermore, the full complement 

of the in-service teachers did not sit for the examination.  

• A group of 12 pre-service students learning to program over a period of two 

semesters. 

 Features of the students’ profiles are highlighted and summarized in Table 4.1 below.  
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Table 4.1 Student profile 

In-service teachers Pre-service students 
• Mature 
• Experienced in 

Pascal 
programming 

• Strong 
pedagogical 
content 
knowledge (pck) 
of Pascal 
programming 

• Mature 
• No previous 

experience in 
Pascal or 
general 
programming 

• No pedagogical 
content 
knowledge 

• Not so mature 
• No previous 

programming 
experience 

• No 
pedagogical 
content 
knowledge 

• Not so mature 
• Previous high 

school 
programming 
experience 

• No 
pedagogical 
content 
knowledge 

 
 

Distinguishable features of both in-service and pre-service teachers are tabulated. The 

kinds of comments made in their journals are indicative of their differing characteristics. 

Observations made by in-service teachers, who are experienced in programming (Pascal), 

are insightful and supply valuable material for stimulating reflections on teaching (Slotnick 

et al., 1993).  

 

4.3.2 Research Instruments: Data collection  
 
4.3.2.1. Reflective journals  

Teachers’ reflections on their experiences in teaching programming and learning a new 

language in programming, were reflected in the journal. The journals served as records of 

growth and were the main source of information about the in-service teachers’ learning 

processes. These journals were part of the compulsory assessment for the in-service 

teachers, who were enrolled at UNISA. The in-service teachers submitted two journals 

during the (year) course of their study. In a tutorial letter, the following extract was given 

to students to clarify the kind of entries to be written. 
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What to write in your journal 
 
Other than the specific activities which we ask you to do in your journals, you are 
also required to reflect on your experiences as you work through the course material. 
It is important that you discipline yourself to make regular entries as you progress. 
Your journal will help you to reflect on your own learning and also think about how 
to teach the various aspects of Java to your learners. Some of the things you may 
want to write in your journal are: 
 
 

• Thoughts and ideas you have as you go along e.g. if you notice something that 
relates to your prior knowledge, if you find yourself making an analogy, if you 
get stuck and what you do to get “unstuck”.  

• Questions and problems you have as you go along. Note that you might find 
answers to these questions later on, but still jot them down. It can be useful to see 
later on what questions you had at the time.  

• Your feelings (frustrations, excitement, confusion, etc) as you are working 
through a section. This could serve as a reminder to you how you felt when you 
worked through a given section, so that you can anticipate how your learners 
might feel. 

• Notes to yourself. These can include any new facts that you want to remember 
or summaries of sections, etc. One teacher used her journal to keep a record of the 
file names she used for each exercise, so that she could easily find them later. 
Include anything that you would find useful. 

• Ideas you get along the way about how to teach a certain topic, or problems your 
pupils may have. 

• Specific comments about the workbooks and the study guide which could lead to 
improvements, e.g. “on page 24 I found it confusing when it said…..it would be 
easier if it said…’. 

 
 
In assessing the journal, marks were awarded based on how regularly they wrote in their 

journals, and how much careful thought, honesty and effort went into writing in the journal. 

There was no right or wrong answers. 

 

These journals are useful tools in aiding understanding of the mental processes that 

students engage in as they read, write and problem solve (Carr, 2002). The group of pre-

service students was also asked to keep a journal of their reflections of learning to program 

as part of their assessment. The pre-service students submitted one journal at the end of the 
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semester. A similar extract to the one given to in-service teachers was given to the pre-

service students to clarify the kind of information to be entered. Their questions and 

comments on problems were based on a Java guide produced for the pre-service students at 

the University of KZN. 

 
4.3.2.2  The interviews 

Two sets of interviews were conducted with 7 pre-service students during the course of the 

semester programme. The first set of interviews dealt with their learning of programming 

in general. The second set of interviews was conducted after a test was written. The 

interviews were audiotaped and transcribed. 

The interview focus 

In the light of the research questions, the interviews primarily sought to elicit the 

following: 

With respect to research question 1 (which dealt with the qualitatively different ways in 

which the students go about learning to program) there was an overriding concern with 

students’ low achievements in programming; i.e. they had to explain what they did during 

the process of learning to program. 

With respect to research question 2 and 3 (which dealt with the different ways in which the 

students go about solving problems as a means of learning to program) there was an 

overriding concern with students problem solving strategies, students’ appraisals of the 

context of learning to program and how they saw themselves in that context. 

The interview situation 

Before the interviews took place, analysis was done of the pre-service students’ attempts at 

given problems, as reflected in their test scripts and observations during lab time. Although 

the course of the interview was still largely dependent on the student, this procedure helped 

in formulating the questions to be used during the interview. It is in this sense that the 

interview could be regarded as “semi-structured”. This approach also made it possible to 

draw attention to discrepancies between students’ problem-solving attempts, in the test and 

during the interview (as well as other problem-solving contexts), and to elicit the students’ 

rationalizations of such discrepancies. This brought into focus the question of “contextual 
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dependency” – the extent to which the different contexts of problem-solving lend 

themselves to different approaches, strategies and conceptions on the part of the students. 

The interview design and method 

It is important for both the researcher and the interviewees to understand the parameters of 

the interview contexts, so as to ensure that the interviewees do not focus on “perceived 

contextual demands, but on the content of the problems under discussion” (Booth, 

1992:60). In this sense, the validity of the research study is seen by Booth to be dependent 

on the interview. The two most significant qualities that characterize a phenomenographic 

interview method are its sensitivity with regard to “shift in focus” and with regard to 

“potentially productive turns in the discourse” (Booth, 1992, p. 60-61). Therefore, the 

degree of awareness and reflexivity on the part of the researcher are important concerns 

(Hammersley & Atkinson, 1983). 

On the basis of the research questions, the semi-structured interview concentrated on two 

sets of questions. The first set of questions used in this study was based on those from 

previous studies on learning to program (Booth, 1992; Stoodley et al., 2004). 

1. What is “programming”? What do you understand by the term? 
2. Can you write a program that works? How do you know? 
3. Can you write a good program? How do you know? 
4. How do you see your current ability to program? 
5. Can you describe the process you go through when you write a program? 
6. How have you learnt to program? 
7. Describe for me how you went about learning to program when you first started? 

What language did you learn first? 
8. What are the most demanding/ difficult parts of programming? 
9. Do you enjoy programming? What makes it enjoyable or not? 

 
 
The second set of questions was adopted from Good and Smith’s framework observation of 

student’s problem-solving practice (see Good & Smith, 1987, p. 33-34). Good and Smith’s 

framework was adopted for one important reason; that is, they clearly advocate the use of 

naturalistic methods into problem-solving inquiry.  

1. What were your feelings about the test? 
2. How did you prepare for the test? 
3. How did you interpret the problem? 
4. Why did you follow this interpretation? 
5. How did you go about solving the problem? 

 83



6. Why did you go about solving the problem the way you did? 

 
4.3.2.3  Questionnaire 

Two sets of questionnaires were used in this study. The initial questionnaire dealt with, 

among other issues, the background knowledge of pre-service teachers with regards to 

mathematics, computing knowledge, grade 12 achievements and general comments with 

regard to their perception of programming (refer to Appendix A1). A similar questionnaire 

was also administered to in-service teachers learning the new language (see Appendix B).  

 

4.4  Analysis of data 
 
4.4.1 Criteria 
 
Sieber (1976) suggests that good analysis usually involves the following: 

•  intertwining of analysis and data collection; 

• formulating classes of phenomena — that is, categorisation of concepts; 

• identifying themes — linking concepts, noting regularities and patterns; 

• provisional testing of hypotheses — looking for associated variation, ruling out 

confounding factors, and identifying intervening variables, which are relevant for 

quantitative research. 

 

4.4.2 Analysis of data related to Research Question 1 
 
What are the qualitatively different ways in which pre- and in-service teachers learn to 
program using the object-oriented language? 
 

I based my analysis of students’ experiences of learning to program on the 

phenomenographic method that was developed by Marton and Booth (1997), in which 

categories of description are formulated. The categories of description, and their patterns of 

distribution, are considered to be major results of the study. These will be described in 

detail in chapter five.  

 

The phenomenographic analysis of the data on students’ conceptions involved three stages.  
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The first stage in the analysis of the data was to identify a set of qualitatively different 

categories of description of students’ conceptions of learning to program. This involved the 

following procedure: 

1. An initial set of categories was identified by another colleague at my institution and I. 

This was achieved by our independently reading and classifying the entire set of 

journal entries, as well as the interview transcripts. 

2. We then compared and discussed our initial categories and agreed on a draft set of 

categories and sub-categories.  

 

The second stage consisted of classifying the in-service and pre-service teachers’ responses 

into these categories. The analysis also involved identifying themes which connected the 

categories. The themes were derived from what the students said; that is, common threads 

in the interview data and journal entries. During the course of this process the categories 

were clarified and refined.  

 

In the third and later stage I checked each transcript to identify any that I felt had been 

misclassified, and submitted these to further examination and analysis. The analysis 

involved integrating my interpretations and explanations into a coherent description 

resulting in an outcome space as depicted in figure 5.2. 

 

4.4.3  Analysis of data related to Research Question 2 
 
What are the qualitatively different ways (strategies) in which the (in-service and pre-
service) teachers go about solving introductory computer programming problems? 
 

The strategies with which the problems were solved constituted the students’ structure of   

awareness (see section 3.2.2). These strategies were analysed on the basis of different steps 

that characterized the students’ problem-solving process. 

 

A phenomenographic method was used in identifying different steps in the students’ 

approaches to programming (problem solving). Each pre-service student’s test script and 

the interview transcript were analysed and distinct steps were identified. The interview 

transcripts from the pilot study were subjected to this analysis as well. The in-service 
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journal entries were also considered and during this process, the steps were clarified and 

refined. The second stage of analysis involved grouping the steps into approaches to 

programming by checking each transcript for the specific step identified, which posed the 

greatest challenge.  

 

4.4.4 Analysis of data related to Research Question 3 
 
How does the setting or learning context influence the approach adopted during learning 
to program and problem-solving?  
 
In this study, the thematic field consists of those spatial and temporal factors that have a 

bearing on the students’ approaches, as reflected through their intentions and conceptions 

of problem-solving and the meanings attached to the different settings of problem-solving. 

Familiarity (structure of relevance) is an important concept for characterizing the meanings 

students attached to the various instances of problem-solving across the different settings. 

The purpose of the analysis was to discern how the learning context, delineated into 

different settings, influenced their learning and problem solving approaches. The 

exploration of students’ familiarity with the problems brought to the fore the students’ 

personal contexts, which related to the meaning the students attached to their problem-

solving approaches. This level of analysis (personal context) incorporated ideas of 

institutional context. 

 

In the first level of analysis, I arrived at categories of description that were: demographic 

information; students’ goals with respect to learning to program; their perceptions of 

programming; perceptions of context in the activity of learning to program and approaches 

taken to learn to program. Themes were derived from what the students said and wrote in 

the journals. Leont’ev (1981) identified three levels of analysis of activity: milieu or social 

setting of the activities, the goals directing the actions and the operations. For the purpose 

of this study, the global level (that is, the milieu or social setting of activities) was used as a 

vantage point for analysis.  

The following considerations served as guidelines to the analysis: 
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a) How students used particular settings (and – in the case of studying, for example – 

the different means of studying at their disposal). How the setting used reflected the 

influence of physical context on problem-solving; and 

b) based on the findings of a), How the students related the physical context to their 

personal contexts – bringing to the fore their intentions and conceptions.  

 

A further dimension of the learning context was considered: teachers’ perceptions and 

experiences of teaching programming. Two teachers were interviewed, which offered some 

insight into the influence of teachers’ perceptions. 

 

4.4.5   Higher Levels of Analysis: Developing Relationships and Themes 
 
I analysed students’ background questionnaires from the pilot study, as well as those of the 

main study, to explore the inter-relationships among the variables. That is, I explored the 

relationships among students’ conceptions of programming, their attainment in tests and 

examinations on programming, and various demographic and individual difference 

variables, such as prior level of programming studied. Strong patterns and relationships 

were found. These are discussed in chapter Eight. 

 

The data collection and analysis was not a linear process. I was interviewing students at the 

same time as I was analysing the tests and exam results, and some of the interviews of 

teachers (from the pilot study). Each stage of the analysis and data collection resulted in my 

reviewing the earlier stages and, in many cases, rethinking my conclusions and proposing 

new conjectures. For example, the analysis of data on students’ marks, which became 

available at the end of the year, guided me to new insights about the students’ experiences. 

My exploration of students’ responses also suggested questions about lecturers’ perceptions 

and led to my (informally) interviewing two lecturers. Themes emerged — such as the 

relation between students’ “personal sense” (Leont’ev, 1978, p. 92) of programming and 

the meaning of programming as collectively understood. 

 

Finally, themes arising from the study are synthesized and are explained in chapter nine. 
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4.5       Validity and reliability of the study 
 
Three aspects of validity are highlighted in phenomenographic research: 

• Content-related validity – the research has to be grounded on a sound understanding 

of the subject content; 

• Methodological validity – the phenomenographic perspective should permeate the 

study from its data collection stage, to the analysis and presentation of the results; 

and, 

• Communicative validity – the study should have both “internal” (relative to the 

participants in the study) and “external” (relative to other researchers, both within 

phenomenography and outside) reference (Booth, 1992). 

 

With regard to content validity, the researcher has to have a “deep but open familiarity with 

the topics taken up by the interviewees” (Booth, 1992, p. 65). As was mentioned earlier 

(chapter 1)  I had taught computer programming to pre-service teachers and was part of the 

examining panel for the senior certificate examination, as well as instrumental in assessing 

the assignments of the in-service teachers learning the new language. While assessing the 

journals of both in-service and pre-service teachers, as well as discussions with lecturers 

who taught the programming modules, I was able to gain a sound perspective on their 

expectations and understanding of the programming course.    

 

The phenomenographic perspective informed all the stages of the study: formulating the 

research questions, collecting data, analyzing data and summarizing the results. Particular 

care was taken with regard to documenting the variation in the students’ conceptions. At 

the same time, the analysis of the data, in particular, was done in such a way as to draw 

attention to the variation in the experience of the phenomenon, learning to program. The 

study, however, also drew on other research perspectives, most notably activity theory in 

terms of the context in which the students experienced learning to program. While it cannot 

prescribe methods to be applied in specific instructional settings, it does provide a 

perspective for educators and researchers to see students, the learning context and the links 

between them in new ways. The activity approach provides insight into the roles of 
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teachers. It suggests a view of students as active participators in their own learning — a 

view which, I think, fits with the intuitions of many teachers. It draws attention to the 

diverse ways in which students seek meaning within the cultural and social arena of their 

actions. 

 

Phenomenography deals with descriptions of lived experience. Booth compares a 

phenomenographic researcher to an explorer. She points out that if another (second) 

explorer were to be given “original charts, the observations and the sightings, the diaries 

and notebooks”, she would be likely to reach similar results to the first, on condition that 

“both the explorers have similarly thorough experiences of what it is to explore foreign 

lands, and prior understanding of the sort of territory and culture which might be 

encountered” (Booth, 1992, pp. 66-67).  

 

Cross-checks to improve the methodological reliability of this study were made during the 

process of iteration in the data analysis phase, in which the categories of description were 

formulated. Fortunately, another colleague, who was also involved in the assessment of the 

students’ journals, was able to agree on the descriptions of the categories of conception.  

Informal discussions with students (both pre- and in-service) also revealed consensus about 

these categories, and the contextual factors that influence their experiences and 

perspectives of learning to program.     

 

To what extent can this study draw on other researchers?  As shown in chapter 2, 

programming research has, to a large extent, been dominated by cognitivist “expert versus 

novice” studies. While several phenomenographic studies have shown interest in students’ 

conceptions of learning to program, as well as particular programming constructs (for 

example Booth, 1992; Bruce et al., 2003),  relatively little attention has been paid to 

studying learning to program (from the perspective of in-service and pre-service teachers) 

and problem solving  as a process which takes place in space and time. A particular 

challenge in this study was, therefore, the difficulty of characterizing the problem solving 

process.   
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4.6  Conclusion 
 

The aim of research is to illuminate the phenomena under investigation. To do this, a 

spectrum of methodologies is available to the researcher. Methodologies are not defined by 

the types of data collection or analytic techniques deployed, but by the purpose of the 

investigation. In this research, my aim was to understand students’ orientations to learning 

to program from their own perspectives, taking into account the context of their responses. 

The research tools I used depended on the questions I wanted to answer. In this study, these 

required exploration, rich description and qualitative interpretation. Moreover, some 

questions required a more systemic analysis, involving categorization of concepts, 

distributions, patterns and relationships. By using a variety of methods of data collection 

(interviews, journal writings and questionnaires) and analysis, I have endeavoured to shed 

light on some aspects of the complexity of learning to program as experienced by pre- and 

in-service teachers. 

 

Chapters 3 and 4 have set the theoretical and methodological frameworks used in this 

study. This has laid the foundation for the presentation of the results of the study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 90



 
 

 

  A PHENOMENOGRAPHIC ANALYSIS OF LEARNING 

 
5 TO PROGRAM 

_______________________________________________________ 
 
 

ata analysis, in this chapter, aims at describing the variation of understanding of a 

phenomenon, learning to program, found in a group of pre-service and in-service 

teachers. Hence research question 1 is addressed in this chapter. The process involves 

formulating the essence of understanding as categories of description. It is important to 

state that the analysis is on a collective level, and not individual students’ understandings. 

For each category of description, those aspects of learning to program (dimensions of 

variation) which differ in each category are found. In order to achieve this level of analysis 

a rigorous, iterative approach was required involving different sources of data as input.             

 D

 

Initial analysis of the data involved becoming familiar with the interview transcripts and 

the journal entries. Each transcript was read and re-read numerous times in an attempt to 

reveal differences in the data to which Marton and Booth (1997) refer as “a pool of 

meaning”. During the initial reading of the in-service teachers’ journals, notes were made 

with regard to commonalities in the teachers’ experiences. Relevant quotes to the common 

categories were then extracted from the transcripts and journal entries. These quotes were 

then analysed for their meaning. This served as a means of decontextualising the quotations 

from the individual respondent. Analysing the quotes for their meaning was used further to 

clarify and refine categories, and to reveal structural differences (how students experience 

the phenomenon) between the categories. While the variation in the way the act of learning 

to program experienced by students was being analysed and seemed to be the focus, it was 

becoming clearer in the analysis of the journals and transcripts, that problem solving was 

the key issue in learning to program.  

 

 91



5.1  Ways of experiencing the act of learning to program 
Illustrative data analysis of how the students experience learning to program 

 

The categories of description that emerged from analysis of the data are described below. 

Direct quotations1 from interviews and journals are provided to illustrate the described 

features of the categories. Before the categories of description of experience are described, 

some important terminology with regard to phenomenography will be discussed to enable 

the reader to better understand the experiences of learning to program. 

 

Phenomenography is based on Marton and Booth’s (1997) understanding of learning. An 

experience has a structural aspect and a referential (meaning) aspect. The structural aspect 

of a way of experiencing something is twofold: discernment of the whole from the context 

on the one hand, and discernment of the parts and their relationships within the whole, on 

the other. The aspects that surround the phenomenon (in this case, learning to program) are 

referred to as its external horizon. The parts and their relationships, together with the 

contours of the phenomenon, are referred to as its internal horizon. The referential aspect is 

the overall meaning which is “intimately intertwined with the structural aspect of the 

experience.” 

 

In the analysis presented in this chapter, the names given to the categories of ways of 

experiencing learning to program refer to their referential aspects. 

 

I extend figure 3.2 and obtain figure 5.1 to illustrate a unit (category of description) of 

experience of learning to program relevant to this study.  

 

                                                 
1 The grammatical errors made in the transcriptions are acknowledged. I have not altered any part of the  
   transcribed statements in order that they may reflect the students’ truthful comments.  
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Unit of Experience 
(Category of description) 

Structural 
aspect 

Referential 
aspect 

External 
horizon 

Internal 
horizon 

Dimensions of 
variation  

 

                  Figure 5.1  Structure of a unit of experience 

 
Five categories of description were created, namely: meeting the requirements, learning the 

syntax / learning by comparison, understanding and assimilation, problem solving and 

programming in the large. In the sections that follow, the referential and structural aspects 

of each category will be described, together with the dimensions of variability.  

 

5.1.1 Category 1: Meeting the requirements 

Referential  Aspect  
 
Students whose experience is classified into this category are those who are acutely aware 

of what must be done in order to get through the particular unit or module, e.g. making sure 

that the assignments are done and submitted on time. It seems the motivating factor for 

them is to get credit for the course.  Those aspects of the course that will allow students to 

generate marks become the focus of the learning activity. Feedback is sought from the 

teaching staff, particularly to indicate how well they have achieved in the task at hand. 

The following quotes from students’ journals illustrate the approach to learning to program 

taken by people whose experience falls into this category: 
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While examining the activities that’s required, we are not guided as to the depth that we should 
explain the activities, amount of pages needed? I really enjoyed the first assignment and hope to 
get 100% 

…. 
I am aware that I have to do these problems and that I have a goal in mind to complete this Unisa 
assignment with success. [in-service teacher] 

------------------ 
I’m worried that I am behind the schedule in the proposed timetable provided for us as a guide to 
complete all the work. Although I work almost every day I am still behind. However, I do make 
my own notes in each section. Perhaps this is taking time. 

So far I managed to meet the deadlines for the assignments. However, I find that there is a long 
period between the date of the last assignment and the examination date. Perhaps we should be 
given more time to go through the sections and complete the assignments [in-service teacher] 

----------------------  
 
 

I can’t believe today is our last lecture and it’s up to me to pass the exam. [pre-service teacher] 
 

 

There are some students, both in-service and pre-service teachers, who see the course as a 

means to an end. In other words these students see the acquisition of a certificate (that 

indicates that they have knowledge of Java programming) as all that matters. Meeting the 

requirements of the course fulfils this goal.  

Structural Aspect 
  
External horizon 
  
The act of learning is seen within the bounds of the learning institution or formal learning 

environment. In the case of the pre-service teachers this formal learning environment 

includes the attendance of lectures, and issues such as achievement in tests and 

assignments, and feedback from lecturers forms the backbone of the learning environment.  

In the case of the in-service teachers, the act of learning is focused on the course 

requirements, which include the submission of, and achievements in, assignments, and 

feedback from the assignments and tutorial letters. 
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Internal horizon 
 
Students focus simultaneously on the structure of the course and the tasks that need to be 

handed in for assessment and feedback. The score obtained form the focus. The structure of 

the course seems to play a role in the way in which the student learns to program. 

 
Dimensions of variation 
 
Learning approaches  
 
Students approach learning at a surface level when they experience learning to program in 

this category. The course content is seen simply as material to be learnt for the exam. The 

activities that require completion by the course are pursued actively in order to meet the 

requirements of the course, even if it means that some aspects of the course are not well 

understood.  

  
Learning the programming language         
 
In-service teachers that have prior programming experience understand learning the 

programming language as learning the syntax of a new language. Ordinarily, this would be 

what is expected of in-service students, given that they have a grounding of problem 

solving in another programming language. However, it must be stated that generic problem 

solving skills are applicable to “programming in the small”1; the kind of complexity that 

can occur within a single subroutine. On this level, complexity is provided by control 

structures. The two types of control structures (loop and branches) can be used to repeat a 

sequence of statements, and to choose among two or more possible courses of action 

respectively. In a study conducted by Wiedenbeck and Ramalingam (1999), they found that 

there were no differences between the two cohorts of students studying procedural and 

object-oriented programming respectively, for short programs (consisting of a single class 

with encapsulation): programming in the small. Programming in the large requires a 

different approach to problem solving from the procedural approach. 

                                                 
1 Refer to chapter 2 for a discussion of “programming in the small.” 
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Pre-service teachers, on the other hand, see learning to program as following the course 

doggedly as a means to an end, which is attaining the course certificate, as opposed to 

seeking an understanding of programming.  

 
Learning motivation 
 
As far as the pre-service students are concerned, the motivation is to get through the 

course. This is illustrated by the following pre-service teacher’s journal entry quote: 

 
I guess ….. is really going to get his goat… stressing to us once again that we can’t afford to miss 
one single lecture because of the nature of the stuff we’re learning …amen to that… I can’t afford 
to even come late once…I really need to succeed with this course. 

 

The in-service students are motivated to learn the new language so that they do not get “left 

behind”. They are driven by the fact that they will have to learn the new language in order 

to teach it in 2006, even if it means that they do not have a deep understanding of the 

language.  

 

5.1.2 Category 2: Learning the syntax (Learning by comparison) 
 
Referential Aspect 
 
Learning the rules of the constructs, such as the declaration of variables, writing the 

different loops, use of methods (subroutine) and so on, is what characterizes this category. 

Since Java is perceived to be a new, “hip” and popular programming language, the 

importance of coding is a priority for the students learning Java whose experience falls into 

this category. If simple constructs can be coded correctly, then the goal has been achieved. 

Learning the syntax of the language is a high priority. Some students (particularly in-

service teachers) are over-confident in their ability to learn and use the new language. They 

are learning by comparing a known programming language (in most cases, Pascal) and 

Java. The following quotations from in-service teachers’ journals illustrate this category: 

 

Because I teach Pascal and Delphi, my understanding of new syntax is always in terms of 
“What is different, and what remains the same. 

----------------------- 
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This is really simple as there are no major differences in data types compared to Delphi, 
having previous programming knowledge is a big plus in doing this course. 

------------------------- 
Note: difference between the while...and the do…while. The do… while is similar to the 
repeat…until in Pascal/Delphi. 

-------------------------- 
      Length is just like length in Pascal character handling. 

        ------------------------ 
The section on variables was easy to understand. It is similar to Turbo Pascal except that a 
real variable is declared as type double and the syntax is slightly different.   Exercise 4B 
was exciting to work with. I was very pleased to see that I could answer the exercise quite 
easily. 

------------------------ 
I realized that the getChar method in Java is similar to the readkey character handling 
function in Pascal. They both allow the user to type in a single character. In Pascal, the 
readkey will read a key without displaying the input on the screen. In Java, the getChar 
method allows the character to be type in without having to press the <enter key>. 

----------------------- 
After working through chapters 1 and 2 of “exploring Java-grade 10”, I find that I can 
easily relate programming in Java to programming in Turbo Pascal….. I also know that 
Java is case sensitive unlike Turbo Pascal. 

----------------------- 
I find units 1 and 2 straight forward – basic to programming. I try to make comparisons to 
Pascal with regards to syntax. Sometimes the brain is still functioning in Pascal level and 
you realize you are working in Java. 

 

The above quotations are from seasoned teachers who have a strong Pascal background. 

The in-service students see learning to program in this category as learning only the syntax 

of the new language, with the notion that all other aspects of Pascal and Java are the same. 

They seem to think that only the syntax of the new language is required in order to transfer 

their existing problem solving skills to the new programming environment.  

The above quotations indicate a false sense of confidence in object-oriented programming, 

because many of them have not realized the full potential of object-oriented programming. 

However, at this stage of learning, their comparison may be a realistic assessment of 

learning the new language, from their perspective. They are still seeing programming as 

“programming in the small.”  The following quotes from the journals of pre-service 

teachers illustrate this category: 
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The first thing I have to mention about programming is that you really have to type a    hell 
of a lot to achieve so little as the end result… no matter I’m glad my program ran 
eventually… the other thing I grasped was that Java is case-sensitive… 

------------------------- 
If you had asked me last semester what syntax and methods were I would never have been 
able to tell you. The syntax of Java is definitely something to get used to because you don’t 
type what you say in English. You have to convert your language into JAVA language and 
although this seemed as familiar to me as German in the beginning, I am getting more 
comfortable with it and learning to use it better. I had no idea what a program was, never 
mind methods, looked like so this is all completely new to me. 

---------------------- 

These students see learning the syntax of a programming language as central to learning to 

program, while it is not to say that it is not essential, it is not the only way to create a 

working program. As discussed in section 2.1, the syntax is only part of the programming 

environment. This kind of experience may involve rote learning.  

Structural Aspect 
 
External horizon  
 
The act of learning to program in this way is seen within the bounds of the Java 

programming language syntax. In other words, getting to know the programming language 

is seen as the ultimate aim. In-service teachers see the Java language syntax as re-skilling 

themselves in order to be relevant in the wake of the new curriculum. 

 
Internal horizon 
 
Students experiencing learning to program in this way focus on the syntax, the coding task 

and the IDE (Integrated Development Environment). Practice seems to be the key point 

with which they engage, in order to become better at coding. The way in which the 

component parts (syntax, task, IDE) relate to one another forms the internal horizon. The 

following quotes from in-service teachers illustrate this structure. 

   
 

Fortunately, due to experience in Pascal this is quite interesting as the concepts are the same 
but the syntax is different. Can be quite confusing with different syntax. 
…. 
There are a lot of things I have not written down because the programming concepts are 
very similar to Pascal and the rules may change but the idea is still there. 

--------------------- 
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“The content of the units is fine. I have confidence in my programming ability so am not 
finding too much difficulty with concepts. This will be my 3rd language so it’s just a case of 
learning new syntax. Practice is essential.” 

 
------------------------ 

 
The above quotation indicates that the student sees the general programming principles as 

the same in both the languages; however, the student is still programming in the small, 

where simple principles such as variable declaration, assignment statement, Boolean 

operators for comparison purposes and so on are similar. The student has not reached the 

level of discerning the distinction between OO design principles and traditional design 

principles as alluded to in chapter 2.  The students realize that getting used to the new 

syntax necessitates practice. 

    
Dimensions of Variation 
 
Learning approaches  
 
When experiencing learning to program as learning the syntax, students focus on the 

syntax of each construct and compare it with that of the language in which they are 

experienced, in this case, Pascal. The approach used is one of comparison. This is 

particularly characteristic of most1 of the in-service teachers. This way of learning leans 

towards a surface approach. 

 
Learning the programming language 
    
Learning to program is seen as learning the syntax of the language. The understanding of 

learning the programming language in this way influences the learning activities and 

approaches used by the student. In learning the language, focus is simultaneously on object 

creation, classes, public and static methods. The following quote, from the journal of a pre-

service teacher, illustrates this focus: 

 
 

But what I’m really struggling to get to grips with is the whole classes and public story…I 
asked     Mr… the explanation but I didn’t want to look silly the second time 
around…anyway I’m sure I’ll get it next time… 

 
 

                                                 
1 There are some in-service teachers who are learning to program for the first time; their issues are large 
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Learning motivation 
 
Students are motivated by comparing the new language with the syntax of a known 

language such as Pascal.  Perseverance and long hours of work are features in this category 

of learning. Note-taking for memorization is a key aspect of learning in this way as well. 

Seeing their program compile and run motivates the students. A quote from the journal of a 

pre-service teacher illustrates this motivation. 

 
Today we went through all those masses of questions we had to do during the holidays. I 
am still finding programming very challenging but it is such an accomplishment when it 
eventually runs. 

 
After a number of attempts at possibly correcting syntax errors (indicated by the quote 

“when it eventually runs”), the program runs; this gives students a sense of knowing that 

they are learning.  

 

5.1.3 Category 3: Understanding and Assimilating  
 
Referential aspect 
 
The act of learning to program is seen as learning through understanding and assimilating 

the concepts involved. When going about learning to program in this way, students see 

understanding as integral to learning. It is not enough to type in the code and ‘see if it 

works’, rather these students seek to understand what they have done in order to affect the 

outcome. These students may view learning to program as building on prior experience, 

involving a developing sequence of concepts. They may struggle to understand one concept 

before moving on to the next, although sometimes they feel the need to progress through 

the course is more important and so persevere without the sense of understanding they 

seek. 

As an example of students whose experience falls into this category, consider the following 

strategy that was given by an in-service teacher who was asked to study a given program 

and was asked why the program prints nothing at all when it is meant to produce the 

output:  
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        54321 
                    4321 
                                321 
                    21 
                                1   
 Here is the student’s reasoning. 
 

In the first For statement “row < 0” should be “row > 0” and in the second For statement 
“num < 0” should be “num > 0”. This was easy to spot since the output produces numbers 
higher than zero. 

After running the program I got the following output: 

Enter the size of the number triangle: 5 
543214321321211 
    

I then made the statement “c.println();” part of the first For statement, by inserting opening 
and closing brackets. The following code is free from errors: 
 

c.print (“Enter the size of the number triangle: “); 
int size = c.readInt (); 
for (int row = size ; row > 0 ; row--) 
{   // Opening brackets: Start For… 

for (int num = row ; num > 0 ; num--) 

    c.print (num); 

  c.println (); 

}  // Closing brackets: End For…   “ 

 

------------------------  

The student is able to link the Boolean expressions contained in the “for” loops with the 

c.print(num) statement and compared it with the expected output given. He realized that the 

numbers have to be greater than 0.  Therefore, he made those changes to the comparison 

operators. He then further realized that the c.println() statement has to be part of the outer 

for loop so that each sequence of numbers is output (printed) on a new line. This suggests 

an understanding of the individual code statements and the assimilation of the code 

(program) statements collectively. The quote below from the same student demonstrates 

this understanding and assimilation. 

 
The ‘switch and case’ was easy to understand and enjoyable to work with. Number 2 from 
exercise 7H took me long to understand and interpret. (Tutorial letter 101 helped me with 
this question). When I eventually solved this problem I was excited and on top of the 
world. Some of the problems up to this stage took me a long time to solve and I think that 
my ‘never say die’ attitude helped me to achieve the correct solutions. 
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The above quotations reveal a clear pattern of reasoning that indicates commitment to 

understanding. The following quote, from the journal of a pre-service teacher, illustrates 

this category of learning. 

 
The exercises of page 3.11 were in such a way okay. I kept on referring to the examples on 
how to tackle the ones that were in the exercise. It took me quite a long time to complete 
because I wanted to understand what was really required of me. However there was a single 
program that I wrote or modified where I did not refer to examples on the study guide. 
When it was marked in class there was only a single error and that made me feel good and I 
said to myself that I was beginning to master this... 
  

The pre-service teacher’s quotation above clearly illustrates that the student is also 

experiencing learning to program as understanding and assimiliating the concepts required 

to write a program. Although there is no detail with regard to the concepts used, it is 

understandable that the pre-service student is still not confident enough in the language to 

express himself using the technical features of the programming language.   

Structural aspect 

External horizon 
 
The concepts and principles that underlie programming are seen as the boundary, which is 

not limited to the language under study, or to a single program, but to the idea of programs 

and programming in a broader sense. The student might be aware of techniques and / or 

concepts from his/her previous programming experience that can be brought to the present 

learning situation. 

Internal horizon  
 
Students experiencing learning to program in this way are focusing simultaneously on the 

task, tracing through the code and the understanding of concepts. The experiences 

described are in terms of gaining insight from doing tasks apart from those set as part of the 

course. 
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Dimensions of Variation   
 
Learning approach 
 
In experiencing learning to program as the means of bringing about understanding and 

assimilation, it is tracing through programs that have been written by others that are 

required. A deep approach to learning is adopted in this category of experience. The 

following quote from the journal of an in-service teacher illustrates a deep approach: 

 
Passing variables gets a bit confusing. It seems to complicate things. 
I misread the Card program and created a randomized value selection for the card after the 
user chooses the suit. It worked out fine except I didn’t use the constructor to pass value & 
suit so it got dumped and redone.  I thought my little program was quite sweet though. 

--------------------- 
 

Units 5 and 6 were difficult to understand. I did not really grasp all the study material 
presented. I am going to do all the exercises with another student so as to understand the 
concepts covered… I do understand the concepts of procedures with parameter passing but 
I still can’t grasp this concept in JAVA. 

 

In the first instance the student is able to diagnose her problems with regard to the Card 

problem given as an assignment. She realizes the importance of the constructor in creating 

and initializing the values of the instance variables value and suit. The student is able to 

make connections and is able to focus on the central concept of constructors in order to 

diagnose the problem. This is characteristic of a deep approach to learning.  

 

In the second quote, there is the commitment to understand the material contained in units 

5 and 6 of the study guide, which deals with writing classes in Java and aspects of object-

oriented programming that include passing of parameters in Java. The student even makes 

reference to eliciting support from a peer (“I am going to do all the exercises with another 

student so as to understand the concepts covered…”). The implied confidence gained from 

the peer support is important, especially in light of the course being a distance learning 

course. The quote suggests that the student has an intrinsic curiosity in the subject matter. 

A deep approach to learning is encouraged by the student.  
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Learning the Programming language 
 
The language, as well as the understanding of the concepts, and how they relate to one 

another, becomes the focus of the experience. The desire to understand the structure of the 

language calls for a focus on code; however, the code may be seen from a broader 

perspective than in category 2. Learning the language of the program makes possible the 

reading and understanding of code.  The next quote, from the journal of an in-service 

teacher, illustrates the focus of learning the programming language in this category.             

 
I always had trouble myself with understanding the concepts of objects, methods and 
classes.  Objects and methods became clear when working a lot with Delphi.  Classes are 
like creating a TYPE or RECORD in Pascal?? I think.” 

  Constructors: what?          
  Ok – I sort of get it.  It seems like a lot of information is given here, but I am finding it hard 

to organize the info in a structured way in my head.  I need to try and draw up a diagram or 
something to put all these terms together.  I keep falling back to trying to compare new 
Java things with older concepts I’ve learned in other languages.  Maybe I haven’t made a 
proper mind shift and therefore I struggle with the classes thin[g]. 

 

Learning motivation 
 
Students are intrinsically motivated. The challenge of understanding this novel aspect of 

learning to program is stimulating. Success in attaining the correct output of the program 

motivates students to study further. The following quote, from an in-service teacher’s 

journal, shows this motivation: 

 
I ask other computer studies teachers, I have a lot of friends working in the private sector 
and my brother is a programmer in C++ & Java.  I always make sure that I find the solution 
or error to be able to get back to a student’s problem. I often show learners how to use the 
step/trace debugging facility in Pascal.  It helps them and me to find errors in code not 
traced by executing the program. I might ask other learners in class to try and find the error 
(usually in this case – I have found the answer, but want others to be able to identify it as 
well).  
I will tell learners to use the help file to assist in parameter orders etc. I often give them 
books where they can read up on how to do certain things that their own text books do not 
cover. I do this especially when they need help with the graph unit. 

 
 

Students (in-service teachers) indicated their motivation by their resourcefulness, which is 

in turn encouraged by them. From the above quote, it is possible to see that the learner 

views programming in a broader sense than just learning to program in Java. The teacher’s 

quote is with regard to teaching Pascal, yet he is able to enlist help from his brother who is 
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a programmer in C++ and Java. Another quote, from an in-service teacher’s journal 

below, exhibits the intrinsic motivation of learning to program in this category. 

 
 

Having had no previous experience in any programming language except a keen interest in 
Computers and reading up a little on programming in a computer magazine, I must admit 
that the first few weeks were extremely challenging to me.  Trying to understand the 
different concepts was an exhilarating experience and took me back to the time I had been 
studying mathematics years ago. 

 
Even for a novice in-service teacher, the educator is motivated to go on learning to 

program. His keen interest in computers has helped to motivate him. The statement, “To 

understand the different concepts, was an exhilarating experience”, illustrates an intrinsic 

motivation and can only be possible if a deep approach to learning is assumed.  

 

5.1.4 Category 4: Problem Solving 
 
Referential aspect 
 
In this category learning to program is experienced as learning to solve problems. When 

going about learning to program in this way, the student begins with a problem and sets out 

to discover the means to solve that problem. The understanding that is sought in category 3 

is a fundamental component of this category. It does seem that this is one of the more 

difficult aspects that students experience. With the change from a procedural language to 

an object-oriented language, this category seems to pose an even greater challenge, 

especially for the in-service students. The following quote, from an in-service teacher’s 

journal, illustrates this challenge: 

 
Exercise 7E- At first I really battled with the question. After I spoke to Isabel I realized that 
I was reading the question completely wrong. They didn’t expect you to alphabetize all the 
entries but only to find the first and the last!! How stupid of me!! I always tell my learners 
that they lose marks because they do not read the question properly and here I go and do the 
same thing. Now I can really identify with those “stupid” learners. I feel small now!!! 

------------------------- 
Problem solving is a process, it includes: 
Planning 
Writing test cases 
Implementation 
Remember; thinking and planning of an algorithm should take 90% of the time and coding 
only 10%. 
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-------------------------  
I found that most learners especially grade 10 don’t plan out their solutions, they are very 
eager and just want to start typing out their solutions. I try to teach the learners that for 
every program that they are given they must analyze the problem, outline the requirements 
and then design the steps to solve the problem. Learners are not allowed to type in their 
solutions until they have written solutions. 

--------------------------- 

 
From the above quotation, it may be inferred that novice students find it more natural to 

tackle a problem in a single step, rather than stepping back from the problem and looking at 

it more strategically.  

 

The following quotation is an example of a response to the experience with problem 

solving, based on the questions given as an activity in the journals of in-service teachers: 

  

DDoo  yyoouu  ffiinndd  iitt  aa  cchhaalllleennggee  ttoo  kknnooww  hhooww  ttoo  ssttaarrtt  ssoollvviinngg  aa  ppaarrttiiccuullaarr  pprroobblleemm??  

  
In some cases it is a challenge. When I am solving a problem, I think about it very logically 
and break up the steps in my mind. If I’m unsure as to the solution, I take simple test values 
and see how to solve using these. I make sure each step or method works properly before 
moving on to the next. 

 

HHaavviinngg  aa  ggoooodd  kknnoowwlleeddggee  ooff  tthhee  llaanngguuaaggee  ccoonnssttrruuccttss  ddooeess  nnoott  nneecceessssaarriillyy  mmeeaann  tthhaatt  oonnee  iiss  
aabbllee  ttoo  ssoollvvee  aa  pprroobblleemm..  DDoo  yyoouu  ffiinndd  aa  ssiimmiillaarr  ssiittuuaattiioonn  iinn  yyoouurr  ccllaassss  ooff  lleeaarrnneerrss??  

  
Yes. I find that learners use the language inappropriately. Instead of adapting, they 
regurgitate code as per the text book. This is a real problem as they are totally confused if 
the questions are phrased even slightly different to that of their notes. 

  

DDoo  yyoouu  aallwwaayyss  hhaavvee  ttoo  bbrreeaakk  ddoowwnn  tthhee  pprroobblleemmss  iinnttoo  ppaarrttss  ffoorr  yyoouurr  lleeaarrnneerrss??  DDoo  yyoouurr  
lleeaarrnneerrss  nneeeedd  aa  kkiicckk--ssttaarrtt  wwhheenn  ggiivveenn  aa  pprroobblleemm  ttoo  ssoollvvee??  

  
I do. I normally get them to write procedures instead of an entire program. I usually give 
them the declaration and expect them to use local variables thereafter. They do need hints 
otherwise they are at a loss! 

------------------------- 
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The above quotations serve to illustrate the perception of learning to program as problem 

solving and the challenge it poses. The quotations do not necessarily indicate the approach 

to solving problems at this stage.  

Structural aspect 
 
External horizon 

The act of learning to program is seen in the realm of commercial programs, and the 

concepts that underlie programming form the external horizon. The achievement of a 

working program to solve a problem within the programming environment makes up the 

external horizon.  

 

Internal horizon 

Students experiencing learning to program in this way are focusing simultaneously on the 

problem to be solved, understanding the concepts, and the method or technique they were 

taught to solve problems. The following quote, from the journal of an in-service teacher, 

displays this method: 

 
Making myself thoroughly familiar with the 4 steps in solving problems in an object-
oriented approach, contributed greatly in my successful arrival of most of my solutions in 
assignments 4 and 5. To re-iterate they include the following: 
1. Planning the class (data members and methods) 
2. Test by writing a main method 
3. Write the methods for those planned in step 1 
4. Test the class by running the main method. 

 
-------------------------------- 

 

Dimension of variation  

Learning approaches 

The problem is seen as a starting point. The approach followed by some students is, 

understanding the problem and determining the inputs, the processing involved and the 

outputs required, while others used a trial and error method.   A quote, from an in-service 

teacher’s journal, exhibits one of the methods used: 
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Trial and error is one of the methods used when I program. Keep trying until the correct 
solution is obtained. If I sill cannot solve the problem, I try using values and trace tables to 
get a clear picture of the program and why it is not working. 
If I do not know certain commands, I use the help facility. 
Group work is also a good idea for discussion on solving problems. Many minds and idea 
put together can come up with the solution. 
Sometimes taking a break helps clear the mind and the solution to the 
problem is found. 

 

-----------------------------  

 

By using the trial and error method, the student is not interpreting the problem as such but 

is focusing on the program that has to be written, with no specification in mind. While this 

characterizes a surface approach, Marton and Booth (1997) refer to this as a constructional 

approach. The quotes below, from the journals of in-service teachers, display other 

methods which were learnt as a technique to solve problems: 

 
First understand the problem Æ what is required. 
Remember the different programming structures and syntaxes in Java.(compared to Pascal) 
Use the IPO (principal) which stands for Input Process Output and use a pseudocode or 
flowchart as an algorithm to solve the problem. 
Use the KISS principal also – Keep It Simple, that is use simple structure and technique. 
Write the program on paper before typing the program. 
Use test value to verify the program output. 

 

----------------------------    

For convenience the following quote will be repeated: 
 
Problem solving is a process, it includes: 
 Planning 
 Writing test cases 
           Implementation 
 Remember; thinking and planning of an algorithm should take 90% of the time  and 
coding only 10%. 

 

-----------------------------------  

The above quotes are characteristic of a deep approach, in which meaning and 

understanding are sought. The quote (from the journal entry above), which I will repeat 

below, demonstrates that although the above process is known, the process is not always 

followed.  
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I found that most learners especially grade 10 don’t plan out their solutions, they are very 
eager and just want to start typing out their solutions. I try to teach the learners that for 
every program that they are given they must analyze the problem, outline the 
requirements and then design the steps to solve the problem. Learners are not allowed to 
type in their solutions until they have written solutions. 
 

-------------------------------------  

When experiencing learning to program in this way, there is the acknowledgement that 

planning is important prior to coding. However, there seems to be tension between the 

desire to solve the problem in this way, and wanting to code almost immediately in a 

“hacker’s way”, which tends to ignore software engineering principles. The above 

quotations seem to indicate a commitment to a deep level of learning approach, which 

seems to be encouraged in high school classes by in-service teachers. 

 

Learning the programming language 

Learning the programming language is seen as a tool to solving the problem. Students see 

the importance of mastering the language as a prerequisite to solving the problem. 

In the interviews conducted with the pre-service teachers, some of the responses to the 

questions: “What do you understand by programming?” and “What do you perceive 

programming to be?”, are given below. 

 
Quotes, from pre-service teachers’ transcripts of interviews, are presented below. The “R” 

refers to the researcher and S1-S7 refers to the students. 

 
S1: Well I wouldn’t say too much. Actually what programming is about ... I 

think it’s the way things are made simpler and implemented … To find 
easier ways to do things. 

--------------------------- 
S2: Basically its problem solving. 

 
------------------------------ 

S5: Programming is… a for example you got a question and you need to have 
a program in which you can get answer for the question... Ja 

R: So that is how you perceive programming, an answer to a problem 
S5: Ja in which somebody can use it 

----------------------------- 

S6: The first thing that comes to my mind… is the idea of a problem and 
programming is the way in which we go about solving a particular 
problem…We use lots and lots of tools… use various tools to do that.   
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The above quotations from the pre-service students indicate that programming is perceived 

as problem solving. This is an important view and one that is supported by several studies 

(Palumbo, 1990a; Liao & Bright, 1991; Rucinski, 1991; Choi & Repman, 1993; Thomas & 

Sylvester, 1996 and Deek, 1999).   

 

Learning motivation  

Having experienced the success of running a program motivates students to want to 

continue solving problems in this way. The achievement of a working program serves as 

motivation to learn. The response to the question, “Do you enjoy programming?” and 

further questions asked of the pre-service students are given below: 

 

 
 S4: Yes 
  R: What makes it enjoyable? 
 S4: Solving the problems and getting it right. My favourite... I like working out 

sequences. Like when we get a number like 4, 16, you work out the 12 in 
the sequence of numbers 

   R: You mean the pattern in a series of numbers? 
 S4: Yes.  

------------------------------- 
 

  S2: Yes I do 
   R: What makes it enjoyable? 
  S2: It’s challenging, it tackles your mind, and it makes you think. The fact that 

your program is running, makes you feel good it makes you think that you 
can do something, therefore I feel challenged. 

 
------------------------------ 

 
S1: Yes I do because it demands a lot of thinking and when you’ve thought of 

something and solved the problem you feel good about yourself. You feel 
that you’re a great thinker. 

------------------------------ 
 

S5: I do at times if I get to the answer then I’m happy but if I don’t You get so 
confused if you don’t get to the answer, because you don’t know really 
where the problem is. You find that always you think your answer is right 
and if it doesn’t run you get so confused.  

R: Does it not motivate you to get down and find out what went wrong? 
S5: Yes it does. Because for instance when we were doing the corrections it’s 

like ‘oh I went wrong there’ and you can correct it for the next time. 
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R: What makes it enjoyable? You say you do enjoy it. 
S5: It’s challenging and it gets you to think...I don’t know how to put it...to 

think, .at that time this thing you want to do now. 
------------------------------- 

 

The dimension of variation, learning motivation, is seen to be similar to that of category 2 

(learning the syntax). However, the motivation in this category of experience is enhanced 

by the conceptual understanding behind the working program. In other words, the focus is 

not the code/syntax itself, but on coding as a means to achieving understanding and a 

solution to a problem.  

 

Programming is synonymously known as solving problems by many students and this 

notion is reflected in the literature reviewed (see chapter 2). Therefore, how students go 

about programming (solving problems by means of a program) will be further analyzed in 

the next chapter. 

 

5.1.5 Category 5: Programming in the large  
 
Referential aspect 
 
Learning to program is seen as creating a realistic product (that is, a working product that 

can be used by an individual or company) and experienced as learning what it takes to be 

part of the programming community. The following quotation, from pre-service transcripts 

of the interview, demonstrates this point: 

 
R: When we talk of programming, what comes to your mind? How do you see 

programming or learning to program? 
S7: I feel that it’s finding a niche, like a market in a programming atmosphere 

where somebody hasn’t already developed a program to do a certain thing 
and that you will fill that…that  gap and maybe design a program to do 
something that somebody needs; or even upgrading programs to make 
them… you know further with technology.      

R: Do you think it has anything to do with problem solving? 
S7: Oh sure, definitely, because you have to first, have a problem to solve it 

and then program it. 
-------------------------  

 
R: So that is how you perceive programming, an answer to a problem 
S5: Ja in which somebody can use it 
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Structural aspect 
 
External horizon 

The creation of a complex program or project, which is a realistic product that can satisfy  

a customer/client in the application environment, forms the external environment. 

 
Internal horizon 

When learning to program in this category, the working product, coding, understanding 

concepts and design principles are simultaneously focused upon. These aspects of 

programming form the internal horizon. 

 
Dimensions of variation 
 
Learning approach 
 
This fifth way of understanding programming is conceptual, rather than merely syntactic or 

semantic (as the first two categories were). It relates to the conceptual framework and is an 

abstraction of the problem solving and understanding and assimilation that were the focus 

of the previous two categories. Linking the course content to real life problems, and  

recognizing the higher level of thinking that is required of programming, is indicative of a  

deep learning approach.  

 

Programming language 
 
The students are not particularly concerned with what language they learn as long as it is  

current and allows one to create a realistic product (a program that can be used by a real  

customer or client).  This notion is evident in the quote below, from an in-service teacher’s 

journal: 
Solving problems in general, I find it interesting especially when the problem is associated 
with reality and current affairs example – working a problem associated with lights and 
water etc. I sometimes like to bring reality problems into the classroom for the pupils to 
solve. If the school is having a prom-the pupils will be given a problem associated with the 
school’s prom.  
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Learning motivation 
 
The realistic, working end-product is what the learners wish to achieve. The internal  

horizon, again (as in category 4, problem solving) includes the solution to a problem and 

the programming language, but in addition see the relationship between  them in terms of a 

whole working product. The students are encouraged by their intrinsic curiosity and they 

are motivated by the fact that somebody can use the program to meet his/her needs. This 

motivation is highlighted by the quotes, “... It’s challenging, it tackles your mind; it makes 

you think…The fact that your program is running, makes you feel good it makes you think 

that you can do something, therefore I feel challenged” and “Yes in which somebody can 

use it”.       

 

The student looks beyond the learning institution and the programming language to 

understand what is involved in the application environment. Very few students reached this 

category of experience. It is possibly critical for these students to become capable of 

experiencing learning to program in terms of ‘programming in the large’, if the students are 

to develop into reflective computer programmers, rather than routine-bound producers of 

‘toy’ programs. 

  

The findings of research question 1 are summarized in Table 5.1. 

 

 

 

 

 

 

 

 

 

 

 

 



Structural aspect 
External horizon Dimensions of Variation Internal horizon 

Category of 
description 

Referential aspect 

 Learning 
approaches 

programming language Motivation  

Meeting the 
requirements 

Learning to program is 
doing the prescribed work 
that enables them to get 
through the course 

The learning 
institution/or learning 
environment 

Oriented towards a 
surface approach 

In-service: see the 
language as another 
programming tool  
 
Pre-service: not evident 
in the data 

Need to pass the 
course 

• Structure of course 
• Essential tasks 
• Feedback of score 

Learning 
syntax/learning by 

comparison 

Pre-service: learning the 
rules of the construct for 
coding 
 
In-service: learning the new 
language by constant 
comparison to the known 
language 

The programming 
language 

Leans towards a 
surface approach 

In-service: see the 
language as another 
means to arrive at their 
existing level of 
programming. 
 
Pre-service: sees 
learning the syntax and 
the structure of the 
classes and objects.  

Want to see some 
change in their work 
(e.g. compiling and 
executing the 
program) 

• Syntax 
• The coding task 
• IDE 

Understanding and 
Assimilation 

Learning to read and write a 
program through 
conceptualizing the 
principles 

Programs/programming Orientation towards 
a deep approach 

Seeks to understand the 
language and concepts 
and how they relate to 
each other 

Motivated by the 
challenge of 
understanding novel 
aspect. Intrinsically 
motivated. 

• Task 
• Tracing through code
• Meaning of concepts 

and constructs 

Problem Solving Learning to solve  problems The programming / 
problem task 

Leaning towards a 
deep approach, 
although trial and 
error is a strategy 
used sometimes 

Language is a tool to be 
used to solve the 
problem 

Motivated by the 
working program that 
solves a problem 

• Problem task 
• Understanding 
• Method/technique to 

be used 

Programming in the 
Large 

Creating a realistic product The application 
environment 

Deep approach 
indicates an active 
learning strategy 

Wants to create a 
working product 
irrespective of the 
language used 

Wants to program 
usefully and the 
working product 
gives a sense of 
fulfillment 

• The working product
• Understanding 

concepts and design 
principles 
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In summary, the two groups of students, namely the in-service and pre-service teachers, 

experienced learning to program in the following categories: 

In-service: meeting the requirements, learning by comparison, understanding and 

assimilating, problem solving, and programming in the large. 

Pre-service: meeting the requirements, learning the syntax, understanding and assimilating, 

problem solving, and programming in the large. 

 

Descriptions of the five ways of experiencing learning to program identified in this study 

empower the teacher to address difficulties students have with programming. They offer a 

framework within which the teacher can identify what aspects of the total understanding 

are essential for adequate future development. 

 

5.2  Outcome Space 
 

The outcome space represents the relationship between the different ways of experiencing 

the phenomenon of interest, namely, learning to program. The outcome space, depicted 

graphically in Figure 5.2, indicates an evolving awareness by the researcher as the different 

categories are represented.  Those who experienced learning to program in the outer 

categories had to learn or develop the cognitive accomplishments in the inner categories. 

This can be compared to Linn’s (1985) proposal of the chain of cognitive accomplishments 

(discussed in chapter 2).  

 

The five ways of experiencing (understanding) learning to program become successively  

more complete, moving toward the underlying aim of programming. One can infer, from  

the hierarchical nature of these results, that the development of more sophisticated 

categories of descriptions  does not mean that the preceding levels are relinquished. When 

an individual shows evidence of holding a particular conception (or experiences 

programming in a particular way), it can be assumed that he or she also holds conceptions 

of learning to program that fall below this level. In other words, students who hold a high-

level conception of learning to program also have access to the preceding lower levels. By 
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contrast, students who hold low-level conceptions of learning do not have access, at this 

point in their learning, to higher level conceptions of learning.  Some of the students, 

however, had not come beyond the first category and more had not come beyond the 

second category at this point in their learning.  

 

It was not possible to determine the exact number of students that fell into each category. 

In respect of the in-service teachers, not all teachers submitted both the journals for 

assessment. Therefore, keeping an audit of each teacher’s account throughout the year was 

difficult. Empirically, too, many students’ responses indicated a way of “learning to 

program” encompassing two or more categories (excluding the “meeting the requirements” 

category). In these cases, their conceptions were classified into the “highest” of the 

categories indicated. Finally, although the merit of the conception was not used to 

determine the hierarchy, the higher categories can be seen to express more educationally 

desirable conceptions of learning to program, than the lower ones.  
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5 
Programming in the Large 

3 4

Understanding &  Problem solving 
Assimilating 

Learning the syntax/ Learning 
by comparison 

Meeting the 
requirements 

 

Figure 5.2 Outcome Space depicting the expanding horizon of the experience 

 

5.3  Further analysis 
 

Categories 3 and 4 appear on the same level of the outcome space. Both categories adopt a 

deep approach to learning and the external horizon (context) is the same for both 

categories. The activities are related in that, during generation of a program (problem 

solving), the development and debugging of code necessarily involves reviewing and 

understanding it. One would, therefore, expect there to be a high level of correlation 

between the two categories. However, this is not so as studies have shown that this 

correlation is not necessarily evident in students’ attempts of learning to program 
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internationally (Winslow, 1996). Observations of students and their assessment reveal 

results that are different, and which will be discussed in chapter 8.     

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 118



 
 

 
  DATA ANALYSIS: HOW DO S

AND SOLVE PROBLEMS? 
 

____

TUDENTS PROGRAM  

_____________ _____________ 

he aim of this chapter is to present the results of research question 2. As discussed in 

even pre-service students were interviewed after they had written a problem solving test 

.1  Description of the four “steps” evident in the students’           

our steps of problem solving were identified, which were regarded as constitutive of the 

(i) Description of the scanning category 

1984) describes as the students’ 

6
_ ________________________

 
 

chapter 4, the results were obtained through an analysis strongly informed by a 

phenomenographic research perspective. This analysis will have, as its outcome, the 

different ways in which programming (solving problems) is experienced. 

 

T 

S

in programming for the main study, and five students were interviewed for the pilot study 

(Appendix D).    

 

6
            programming (problem solving process) 
 

F

students’ problem solving strategies. These were (i) scanning; (ii) planning; (iii) 

translation; (iv)  re-interpretation. 

 

This step can be compared to what Laurillard (

“initial approach” to the problem. It represents one of the many stages and 

phases that students go through in trying to discover the essence of what the 

problem is about. This step, in a way, alludes to how students describe and 

interpret the problem at hand, through the process of reading and figuring out 
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the problem, thus allowing glimpses into the different aspects that inform the 

strategies that students use. Scanning essentially entails the extraction of the 

familiar and main features perceived to be the defining characteristics of the 

problem. The following considerations, pertaining to the students’ constitution 

of relevance structure, were seen to be central to this process: 

• What are possible sources of difficulty in the problem? 

m? 

(ii) Description of the planning category 

Th ate on, a level, and a type of link to 

        

(iii)   Description of the translation category 

ati the problem statement (its               

 

  (iv)   Description of the re-interpretation category 

se o this step, in that they 

• What is perceived as the ultimate objective of the proble

• What knowledge is required to make sense of the problem? 

 

 
s c gory consists of a starting cue, a directii

explore next. 

 

  

Transl on refers to the students’ transformation of 

perceived structure of relevance: significant constructs) into a physical 

representation of program code. The category encompasses four of the heuristic 

steps to problem solving (see Schoenfeld, 1978): analyzing the problem, exploring 

the information to be used, planning the solution and executing the plan. It is in 

this category that descriptions and interpretations of the problem are actualized.  

The re arch-created interview contexts lend themselves t

provide the students with the opportunity to confront themselves with unanswered 

questions, concepts or misunderstandings. In other words, students are given an 

opportunity to explain how the problem was perceived during the evaluation test 

and what the shortcomings were of a particular way of looking at the problem. 

The process of reflection allows for the joint monitoring (by both the researcher 

and the student) of students’ particular ways of experiencing the problems. In this 

way, the step encourages new ways of “focusing” on the problem. This results in 

reliving and experiencing the first three steps again, which relates to what Linder 
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and Marshall (2001) refer to as “mindful repetition”. This reflection and possible 

change has an impact on the overall evaluation of the problem-solution that was 

worked out initially. 

 

.2  The two qualitatively different approaches used by the students 

 was observed that the steps of scanning and translation were common to all pre-service 

(i) A problem solving strategy which involves a way of focusing that brought 

(ii) of focusing, 

 

6.3     A brief summary of the content of the problem task (test) used in  

 

Students were given a simple problem which tested their ability to create objects, in order 

 

Problem

6
 

It

teachers, while the steps of planning and re-interpretation were apparent in the data of only 

some of the students. The step of re-interpretation was uniquely a characteristic of 

Approach A. This observed variation formed the basis upon which two qualitatively 

distinct problem solving approaches were identified: 

 

about a change in the students’ focal awareness of the algorithm they 

employed during the test (to which I refer as Approach A); and 

A problem solving strategy that does not involve such a way 

meaning that there is no change in the students’ focal awareness of the 

algorithm they employed (to which I refer as Approach B).   

the study  
  

to compare the two investments, based on the interest rates and the initial capital invested. 

:  Write a Java program to calculate the result (Amt) of investing a sum of money      
(P) at a given interest rate (r %) for a number of years (n). The compound interest 
formula is:  Amt = P (1+ r/100)n . 
You are required to make use of classes, methods and objects in your programming. 
Your program must cater for two sets of investments and then compare the overall 
interest per investment and output an appropriate message as to which is a better 
investment. 
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6.4     Illustrative data analysis of Approach A and Approach B 

 aspect 

g is characterized by the process of organizing what the students  

  

ripts 

forms the external horizon and the focus is on the problem at hand; that 

neous identification of the problem-type as well as the algorithmic 

anscripts from the pre-service teachers, illustrate this kind of scanning. 

needed first what processes were needed and what will be the 

 
-----------------------  

 
R: What steps did yo  solve the problem? Think 

back.  

cts, and I created those 

-------  
 

R:  How did you go a oblem? Can you trace back 
your steps as soon as you got the test? 

nstructor and … I just laid it 
out I just made an outline of the...(inaudible)   

 

 
Approach A: Focus on the step of scanning  

Scanning 
 
Referential
 

The step of scannin

know. It is important to note that the students categorized as having used Approach A

employed this process throughout the problem solving algorithm. The following transc

of pre-service interviews below illustrate the step of scanning. 

 
Structural aspect 
 
The problem task 

is, the internal horizon. 

 
Scanning(i): the simulta

skill necessary. 

The following tr
 

S3: I read the question and saw what needed to be inputted, what’s 

output. 

u follow in order to

S5: I made my class and I was thinking of what type of methods I use for 
my obje

 
---------------

bout solving the pr

S1: Okay I thought about the methods that needed to be in the class and 
the input values that should be in the co
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Although the p  the 

pplication of p each problem in the light of 

eir own familiarity with the problem. In the previous descriptions, students focus on the 

e weekend. I 
printed them all out and looked for similarities between the three. I 
managed to break down each of the programs into their structure by doing 

 
The student sees

programming. 

anning (organization of the knowledge system) of students categorized as 

ation of the meaning of the problem, the 

nning of the students categorized under Approach B was essentially “algorithmic” or 

ognition according to familiarity 

 number of the pre-service teachers’ transcripts of the interview below are evidence of the 

ind of scanning that was dominant in their approach to solving problems. 

roblems were focused upon within the conventional context of

rogramming principles, the students interpreted a

th

importance of understanding the problem.  With regard to the OO approach, this means 

being able to create the relevant objects using constructors.  The type of scanning indicated 

(simultaneous identification of the problem-type and algorithmic skill) allows for the 

conscious delineation by the students of both the qualitative essence, and the consequential 

aspects of the problem. The key aspect that characterizes this category of experience is to 

understand the problem. What are the required data (input)? What are the conditions or 

criteria and so on? The pre-service teacher’s transcript of the interview below gives an 

indication of the kind of understanding involved in the step of scanning: 

 

S6: Well I went over 3 specific examples that we had done last week that Mr 
… had gone over with us as well. I broke it down over th

that it finally clicked in my head how this whole object-oriented 
programming works. 

 the need for understanding the underlying principle of object-oriented 

 
Approach B: Focus on the step of scanning  
   
Whereas the sc

having used Approach A reflected an explor

sca

“sequential”. The exploration of the overall meaning of the problem is kept to a minimum, 

as are the features dominant to the problem. They were more concerned with finding the 

appropriate algorithm.  

 
 
Scanning(ii): pattern rec
 
A

k
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R: What were your feelings about the test?  

S7:    Just did questions that Mr …suggested that …we did programs that he 
he ones that he done with us in 

previous examples and examples the lecturer had 

you…? 
S5: Yeah 

e test? 

amples from what we worked and got an idea of how to 
do it.   …like specific order which you do, like what’s needed 

R: You mean the structure 
S3: Yes 

u did in the lectures. Was it similar? 

 

 
t or 
s it 

making use of classes, objects, designing the methods? 
S1: Creating the objects… actually. 
R: That’s where you had a pr

S1:      

 
 

These de s interpret the 

problem statement. According to L etation focuses “attention, not on 

S7: hmm… I was a bit confused with my objects, but… I didn’t think it was too 
bad. It wasn’t a complicated program that he set for us to write.  

 R:     How did you prepare for the test? 

suggested we try to do. We went over t
class. 

R: Was it anything similar to what you’ve done in the test?  
S7: I hadn’t done that one. 
R: But the similar kind? 
S7: Yes. Creating objects 

----------------------  
 

 the test?  R: How did you prepare for
 , S5: I worked on examples

given us and (paused) 
R: Mostly just examples the lecturer had given 

R: Was it similar to what you had in th
S5: Yes it was similar 

----------------------  
 
 

R: How did you learn for the test? 
S3: I looked at other ex

R: Was the problem anything like yo
S3: Similar, He took little bits of different questions and put them together. 

-------------------  --

R: Now that you say you had a few problems interpreting it. Which par
aspect do you think you misinterpreted or had a problem with? Wa

 creating the objects 
oblem. 

S1: Yes. 
R: Do you understand what an object is in programming? 

 I do have an understanding of what it is but not the entire thing  
 

---------  ---------------

scriptions point to the criteria according to which the student

aurillard, this interpr
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the problem itself, but on the problem as set by the instructor in the context of a particular 

ourse” or educational setting (Laurillard, 1984:131).  All students looked for some kind of 

eferential aspect: 

f control, and the actual steps involved in 

olving routine tasks, is the way in which students in this category solve a problem in 

ns between the given information and the 

aracterizes the students’ problem solving strategy. 

ary, or rather the 

eriphery, of the student’s external horizon.  

izon 

blem domain, the kind of inputs that are required, the kind of 

neous identification of the problem-type as well as the algorithmic 

lanning fairly well: 

No unfortunately and this is thanks to or no thanks to Mr …  
 

g to call 
for the different methods that I needed. In other words, in the class itself I 
had a method for display heading, a method for input request and a 

c

similarity to what they had studied for the test. Furthermore, this way of focusing on the 

problem depends strongly on familiarity. The impression is created that the greater the 

familiarity with a particular algorithm, the lesser the need to engage with the problem 

conceptually.  

 

Approach A: Focus on the step of planning 
 

Planning: 

R

Drawing diagrams to indicate both the flow o

s

programming. Finding a connection or connectio

unknown is what ch

 

Structural aspect 

    The external horizon 

The problem within the programming language forms the bound

p

    The internal hor

The focus is on the pro

outputs that should be generated and the flow of control. 

 

Planning (i) the simulta

skill required.  

The pre-service teachers’ transcripts explain this way of p

  

R: Did your program run? 
S6: 

After I understood the problem I decided to have nothing in the main
method, but my object creation for instance initializing I was goin
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method for working out. The only thing that was going to be in the main 
ds. So I asked 

  
The above quot who first identifies the type 

of problem and tors 

that are needed.

If I struggle to solve any computing problems I usually contact my former classmates 

method was the output statement and the calling of the metho
him, I can’t remember what I had asked him about, and he came over and 
looked at my program. He said, what are you doing, why are you putting 
the display heading in the class it should be… or shouldn’t be there…  So I 
realized it can be, normally it is in main method.   
I also realized for neatness and my own sake I didn’t mind it being in the 
method because I was calling for the input statements twice I had two 
separate objects. Subsequently I changed that and couldn’t see it run… 
there wasn’t enough time to make anymore changes? 

e suggests planning on the part of the student, 

then plans the algorithm in terms of the objects, methods and construc

 The student clearly demonstrates engagement with the problem task.  

 

On a more general note, the following quotations, from the journals of in-service teachers, 

show a form of planning that is closely related to this type of planning: 

 

(some of them are now in top positions in the corporate programming world) and get some 
help. Alternatively I have a habitual peak at http://java.sun.com or the like. 

 
If the student cannot solve the proposed problem then he or she solicits help either from 

his/her p nate 

resources

ed similar problems. Practice, Play around with programs. Practice makes perfect. 

What is noticeable in the above quotes from in-service teachers, is their commitment to 

obtaining

 

 or 

Use the KISS principal also – Keep It Simple, that is use simple structure and technique. 
ram. 

 

eers, or from others with more expertise in programming and other alter

.  

  
I would investigate/ research solutions. A good strategy would be to keep myself updated. 
Read as much as possible about current & future trends. Visit web-sites like Microsoft if I 
can’t solve the problem myself. Communicate with other educators & find out how they 
solv

 

 help from more experienced programmers or other available resources.   

First understand the problem Æ what is required. 
Remember the different programming structures and syntaxes in Java. (compared to 
Pascal) 
Use the IPO (principal) which stands for Input Process Output and use a pseudocode
flowchart as an algorithm to solve the problem. 

Write the program on paper before typing the prog
Use test value to verify the program output. 
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The prev er a 

strong le asis on 

the need arly indicated is the 

 
only 10%. 

 
The com ing may be misleading in the in-service quotes, as this is “head 

knowledge”, given their previous programming experience. They may inform their students 

of the stage of planning, but m

interview, illustrates 

se we did compound interest last year in one of our 

R: Why did you go about solving it the way you did? Is there any particular 

 

 

The stud se le to 

recognize m ore. However, he failed to 

ious quote, from an in-service teacher, again indicates a commitment, or rath

aning towards, planning before implementation. There is also a strong emph

 to read and understand the problem. Moreover, what is cle

continuing comparison of Pascal to Java. As a result of this constant comparison, it might 

be possible that they do not see identifying the objects in the problem as the defining 

feature of problem solving in OOP. An extract from an in-service teacher’s journal (used in 

chapter 5 and reproduced for convenience below) indicates some form of planning:   

  
Problem solving is a process, it includes: 
 Planning 
 Writing test cases 

 Implementation 
Remember; thinking and planning of an algorithm should take 90% of the time and coding

mitment to plann

ight not actually be doing it themselves. There is not enough 

empirical evidence to suggest that they are planning in this new approach. The approach to 

problem solving must be re-examined; if we accept that object-oriented problem 

decomposition is different from top-down decomposition.  

 

Planning (ii) involves pattern recognition 

The following extract, from the transcript of the pre-service teacher’s 

the planning step described:  

 

R: Were you able to grasp the formula for compound interest? Did you 
understand how that works?  

S7: Oh! Ya,becau
programs. 

way or is it the only way? 
S7:  No, Yes it’s what makes sense to me, it’s what I did 

I just heard that you could notR:  actually get it to run. 

ent u d an existing/known schema to solve the problem. The student was ab

 a co mon pattern in the problem to the one he did bef
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pick up the ‘essence’ of this problem: he failed to apply the general principle that lies at the 

When I am solving a problem, I think about it very logically and break up the steps in my 

 each step or method works properly before moving on to the next. 
 learners use the language inappropriately. Instead of adapting, they 

regurgitate code as per the text book. This is a real problem as they are totally confused if 

 

The quot they 

are total their 

otes) that is recognizable, before embarking on a plan. Clearly the teacher (high school 

ucators who can handle programming when the NCS kicks in and so broaden the 
pool of potential programming teachers in KZN; unfortunately only those educators who 
already have a programming background are able to handle this course.  We are going to 

  

The abov ning 

are diffic

 

heart of the problem. There is a lack of conceptual engagement with the problem itself.  

 

A similar situation is experienced by high school students, as reported by an in-service 

teacher’s quote below: 
  

mind. If I’m unsure as to the solution, I take simple test values and see how to solve using 
these. I make sure
Yes. I find that

the questions are phrased even slightly different to that of their notes. 
I normally get them [learners] to write procedures instead of an entire program. I usually 
give them the declaration and expect them to use local variables thereafter. They do need 
hints otherwise they are at a loss! 

e gives us an indication that students look for familiarity or rather a pattern (

ly confused if the questions are phrased even slightly different to that of 

n

teacher) experiences a similar situation (of lack of conceptual engagement) among the 

learners, even if it is a procedural language which he/she is referring to. From an analytical 

perspective, it is important to note the experiences of a teacher of programming in grades 

10 to 12. Here, again the above quote highlights the teaching approach adopted by the 

teacher.  Aspects of the entire problem are required to be written in the form of procedures 

(analogous to methods in OOP). An important observation, (transcribed below) made by an 

in-service teacher, gives an idea of the difficulty novices experience with regard to 

programming: 

 
* A big problem for the inexperienced student is planning and starting.   
We as subject advisors had hoped that this course will bring on board a good number of 
new ed

lose most of the rest.   

e quote confirms what has been said in the literature; that starting and plan

ult for, if not absent in, the novices’ problem solving strategy.   
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Approach A: Focus on the step of translation 
 

Translating   

eferential aspect 

e (or language) that is recognizable by the 

ng the necessary language constructs characterizes this moment. It is 

at this way of experiencing problem solving encompasses the previous 

 and external horizons that are formed by the syntax and semantics 

f the language blend together. Students experiencing or going about programming this 

n the implementation of code and different constructs that are required. 

he following pre-service teachers’ transcripts give us some indication of this step of 

R: How did you prepare for the test? 

     How did you interpret this particular problem? 
     What do you mean? 

R: What’s the first thing you did when you saw this question that you? 
 you did? 

rest part first. First I 
m input, 

started typing.  

S5: 
R: ck.  
S5: I made my class and I was thinking of what type of methods I use for my 

objects, and I created
 
 

R

In this step, converting the plan or idea into cod

computer, usi

important to note th

step of planning.  

 

Structural aspect 

In this step, the internal

o

way are focusing o

 

Translating (i) simultaneous identification of problem-type as well as the application of  

       the algorithm  

 
T

translating:  

 

         S4:       Just looked at the examples and wrote out the solution 
                R: 
               S4: 

 Can you trace back your steps that
S4: Okay, first I wrote down the… that calculating the inte

ed the main prograwrote how you write it in Java, and then I start
ods, and output, then I just then call for all meth

 
---------------------  

 
I did because it was… compound interest. Yes...and it was quite logical 
What steps you followed in order to solve the problem? Think ba

 those. 
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The stud re s 

uiding the vari resentation. They are able to translate the 

 

Translating (ii): pattern recognition according to familiarity 

he students’ problem analysis and execution of the features elicited in the step of scanning 

formulae duplication” (Caillot 

as-Carre, 1989).  

em? 
S3: I read the question and saw what needed to be inputted, what’s needed first what 

processes were needed and what will be the output. 

S3: 
  

R:  trace back your steps as soon 

ought about the methods that needed to be in the class 
  and the input values that should be in the constructor  
  

R:  S work, run?  

 
 solve the problem? Think back.  

5: I made my class and I was thinking of what type of methods I use for my objects,   
   and I created those 

R: Did your program work, run? 

---------------- 
 

w did you go about solving the problem? 
 rst figured out what kind of methods I needed, I needed to create two  

          objects, then broke down the methods then just programmed it. 
R: So you mean you did planning on the paper first. 

ents a  simultaneously aware of the algorithm required, as well as the concept

ous parts of the problem repg

problem into a structure that resembles a program, using the algorithmic structure needed 

for this program, even if their algorithm is incorrect.  

 
 

Approach B: Focus on the step of translation  

 

T

are characterized by a procedure of “pattern recognition and 

and Dum

 

R: Think back and trace back your steps. What was the first thing you did when you 
saw the probl

R: Were you able to create the objects? Err... 
Yes 

How did you go about solving the problem? Can you
as you got the test? 

S1: Okay I th

and … I just laid it out I just made an outline of the...(inaudible)   
o did your program 

 
--------------------------- 

R: What steps you followed in order to
S

S5: It did run even though... I don’t know how. 
R: Did it give you the desired output? 
S5: I think so 

-------

R: How did you interpret the problem? Ho
S7:   Oh well, I fi

S7: Yes. 
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If one l

roach in some of the reflections. S3 is a student who has 

ep of re-interpretation  

e-interpretation (i) 

problem solving in programming is characterized by looking 

ining the solution (or part solution) obtained. 

comprises the 

e logic of the problem task.  

ffer examples of students not 

ply exploring the problem task, but questioning their own interpretations of algorithms. 

The other thing was for the display, when we output it I think it was supposed to be 
is not going to be output separately; we 

c. 
d problems with. 

R: 
S4: 
R: 
S4:     to the class; in  

    ve two objects, but in the output you give which is the  
   hat’s why I choose the static method. 

 

ook ery carefully at the previous quotations from ps v re-service teachers, one can see 

the influence of the procedural app

a Pascal programming background from high school. The approach of identifying inputs, 

processes and outputs in a problem are what characterizes the procedural approach. 

Whereas the other students (S1, S5, S7) are thinking first of the objects, methods and 

classes that are required. 

  

Approach A: Focus on the st
 

R

Referential aspect 

This category of experiencing 

back techniques and by exam

Structural aspect 

While the problem domain forms the external horizon, the internal horizon 

semantics of the language and th

 

The descriptions below (pre-service teachers’ interviews) o

sim

In this sense, the students arrive at a change in understanding, which is a shift in focus:  

 
S4: mm…I made lot of mistakes, the only thing  
R: Mistakes in which respect? 
S4: Like missed out semicolons and brackets 

static, I’m not sure, because not each object 
output in one so I made that method stati
so I don’t know if  its right that’s what I ha
But it still worked? 
Yes it still works  
What does static mean? 

Static is… the method does not belong to the object, it belongs
      that  problem you ha
       better of the two. T

S6:   No unfortunately and this is thanks to or no thanks to Mr …  
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After I understood the problem I decided to have nothing in the main method, but 
my object creation for instance initializing I was going to call for the different 

 a method for display 

f 

 

During the test, student S4 realizes that the output should be in one method and that the 

ethod should be static; however, upon further interpretation, she is not sure if there 

ds 

hould be structured.   The following pre-service teachers’ transcript from the pilot study 

ld actually solve it. 

S8: Yes, I think I can. I’ve been working on it. I know I’m a little bit behind to what we 

S8: 

as saying that in 15 ...you’ve got R15000 
ithdraw R1000, what will you do? 

methods that I needed. In other words, in the class itself I had
heading, a method for input request and a method for working out. The only thing 
that was going to be in the main method was the output statement and the calling o
the methods. So I asked him, I can’t remember what I had asked him about, and he 
came over and looked at my program. He said, what are you doing, why are you 
putting the display heading in the class it should be… or shouldn’t be there..  So I 
realized it can be, normally it is in main method.   
I also realized for neatness and my own sake I didn’t mind it being in the method 
because I was calling for the input statements twice I had two separate objects. 
Subsequently I changed that and couldn’t see it run... there wasn’t enough time to 
make anymore changes? 
 

-----------------------------  

m

should be two methods for the output, since there are two objects. Whether this further 

interpretation is correct or not is irrelevant for the purposes of this study, because it does 

show that the student is capable of re-interpretation (comprising looking back techniques). 

The correct re-interpretations would follow once confidence is gained in programming.  

 

Student S6 also displays an instance of re-interpretation with regard to how the metho

s

shows the step of re-interpretation (problem appears in appendix A2).     

 

R: But once you’ve interpreted the problem do you think you cou
You think you could actually implement it in Delphi code? 

are doing in class. I’m sure I can work this out. I thought I’d done this perfect,…and 
then I found out it was countdown that was because I did not understand what it was 
asking for. 

R: But I think you have, according to what you’ve done in the test you’ve actually did 
what was required. It is this portion here where you had to say that if thousand rand 
is withdrawn every year, according to you you’ve divided by a thousand rand. 

S8: You take off a thousand rand 
R: But do you divide or subtract? 

Take that amount, you divide it by that. 
ng? R: Every year you are withdrawi

 S8: Yes, no I understand that but I w
R: And at the end of the year you want to w
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S8: You subtract it off, yes sure off-co urse, but the way I worked it out was I said okay, 
th and you 

 

During the te

ow sees his error in the interpretation and realizes that one has to subtract R1000 every 

itive monitoring” 

ee Dufresne et al., 1992). Although phenomenography has no such cognitivist view, it 

nd 

as, students do in 

                                                

I‘ve got R15000, you take 15 divided by how much you take out every mon
get how many months you have. Look, I realize I’ve done it wrong, but… 

st, the student interpreted the calculation of interest completely incorrectly. He 

n

year. While this is a problem task to be solved in programming, it is important to note that 

the error was not a conceptual programming one, but rather a lack of knowledge regarding 

interest in the domain of banking. The instructor assumes general knowledge of interest 

earned at the banking institution. 

The instance of re-interpretation is present in the strategy employed.  

 

Research on problem-solving has highlighted the importance of “cogn

(s

does propose that students bring certain relevant structures to the learning situation, a

that these learning structures mediate the constitution of understanding. Closely related to 

the idea of monitoring what one does in a learning situation, is the recent theoretical 

development in phenomenography of the concept of “reflective learning”1 by Linder and 

Marchall (2001, p. 25), which derives from the notion of metacognition. 

The above illustration(s), of the “reflective monitoring”2 that students do during problem 

solving, indicate that through conscious reflection and testing of their ide

fact show themselves capable of developing their relevance structure in this way.  

The results of research question 2 are summarized in table 6.1. 

 

 

 
1 When learners encounter a novel, complex or confusing phenomenon they need to have a conception of 
learning which will facilitate the discernment of critical aspects of the phenomenon in order to make sense of 
it, solving the problem it presents, or conceptualizing what it represents. In other words, they need to confront 
those aspects of the phenomena, which are taken for granted to become invariant, and vary them. As such 
reflective learning is the exploration of the object (content) of learning through a mindfulness of the act of 
learning. 
2 “Reflective monitoring” refers to the monitoring of students’ understanding and conceptions during problem 
solving. This process of monitoring fulfils a diagnostic purpose. It draws the students’ attention to the 
interpretative framework being used to solve or make sense of a particular aspect in the problem task. In other 
words, reflective monitoring reveals the “status’ (Hewson and Thorley, 1989) of students’ understanding 
during problem solving.  
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Table 6.1 Summary of findings of Research Question 2 

solvin ming 

Approach A Approach B 

Instances of 

 problem-

g/program

Sc
Scanning (i) involves the 
simultaneous identification of the 

e 

Scanning(ii): pattern recognition 
according to familiarity anning 

problem-type as well as th
algorithmic skill necessary   

 

Planning Planning (i) involves the 
simultaneous identification of

e 
 the 

problem-type as well as th
algorithmic skill  
Planning (ii) involves pattern 
recognition according to 
familiarity 

No planning 

Translation 
 of the 

Translation (ii): pattern 
recognition according to 

Translation (i) involves the 
simultaneous identification
problem-type as well as the 
algorithmic skill 

familiarity 
 

Re-interpretation  a 
formed by a 

 

ation Re-interpretation (i) involves
change in focus in
new relevance structure to 
evaluate solution representation

No re-interpret

 

.5    Summary 

he results obtained point to the following implications for programming (solving 

the expert and novice programmers respectively (as discussed in chapter 2, section 2.3).  

6
 

T

problems in programming). Students categorized as employing Approach A (re-

interpretation of the problem representation subsequent to scanning, planning and 

translation) challenged their understanding of both the concepts, and the algorithms, they 

used. In this way, modifications of relevant structures/changes in understanding became 

possible, to which varied levels of commitment were expressed.  The students categorized 

as Approach B (scanning and translation without planning and re-interpretation), in 

contrast, were more concerned with the formal requirements of the problem tasks than with 

their understanding of the content of the problem, and did not engage in a conceptual 

exploration during the solving of the problem task. The factors that were seen to bring 

about those two distinct strategies are the subject of chapter 7, which explores Research 

question 3. Approach A and Approach B have a strong leaning towards characteristics of 
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An important distinction has been observed between the two groups of students; pre-

ervice and in-service teachers. In the planning step which is evident in Approach A, the s

pre-service students that have had no prior programming experience always approached the 

problem task by trying to identify the objects and methods that are required (as seen in their 

scratch sheets that were handed in, together with the test). A diagrammatic representation 

of the plan, indicating the class and objects of the program, is shown. Although their plans 

might not be accurate representations of the approach to object-oriented programming, they 

do indicate that they are thinking in terms of “objects”. On the other hand, the in-service 

teachers, who seem to have a better grasp of programming, do not display this approach in 

the planning step. They continue to refer to the inputs, processes and outputs that are 

required; an approach which is characteristic of the traditional procedural way of thinking. 

(see figure 2.1 chapter 2) They therefore do not realize that this is a different paradigm.  
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EARNING TO PROGRAM AND PROBLEM SOLVING 

 

on made, refer to the immediate context of the problem as it 
curs in that course. The criterion is not “is that what this type of microcomputer needs?”, but “is 
s what this teacher is looking for?” …The problem is not an isolated event; it comes after a certain 

as 

In this  

influence of the learning context, an aspect of the activity system, is considered. It was 

 research there is no specific divide between the act of knowing and 

e context in which it occurs. Marton and Booth (1997) make this point as follows: 

 

THE LEARNING CONTEXT: IMPACT ON APPROACH TO 
L

 
_______________________________________________________
 

7 
 

ccording to Laurillard (1994), A 
[e]ach step, and each strategic decisi
oc
thi
lecture… it will be marked by a particular lecturer, and the solution should take that into account 
well. 
 
 
chapter, the results relevant to research question 3 are presented. In particular, the

possible to identify three sources of influence, on the learning context of learning to 

program: institutional and its subcategory, disciplinary context; personal context; and 

teacher perceptions. The institutional and disciplinary context may be further delineated 

into various settings, namely: studying, lecture, test, previous knowledge. This chapter will 

argue that students’ experiences of the learning context have important implications for 

teaching and learning. Laurillard (1984) highlights that, while with experimental studies 

the problem situation can be treated in isolation, the case is different for students solving 

problems as part of a programming course. The solutions that most students work towards 

in order to solve a problem are an indication of an essential aspect: the learning context. 

Both the problem and the learning context have an effect on students’ understanding and 

performance.            

 

In phenomenographic

th
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We cannot separate our understanding of the situation and our understanding of the phenomena that 

The theoretical framework developed in this thesis emphasizes the mutual shaping of the 

 order to address research question 3, the investigation of learning to program and 

 section 7.1 a description of the learning context, as used in this study, is discussed.   

                       

.1   Brief description of the context as used in this study 

chapter 5) and research question 2 (addressed in chapter 

lend sense to the situation. Not only is the situation understood in terms of the phenomena involved, 
but we are aware of the phenomena from the point of view of the particular situation. (Marton and 
Booth, 1997, p. 83) 
 

learner and the learning context. 

 

In

problem solving is based on Leont’ev’s (1981) first level of analysis of the activity theory 

approach, namely, the context in which the activity takes place. 

 

In

Section 7.2 presents a detailed analysis of research question 3 and the main points are 

summarized in section 7.3. A further dimension of the learning context, teachers’ 

perceptions of teaching and learning, is discussed in section 7.4. Section 7.5 concludes the 

chapter.                                                                                                                                        

 

7
7.1.1 Institutional context 
 

esearch question 1 (addressed in R

6) explored the content (Laurillard, 1984) of the experience and strategies that students 

employed. This chapter, by contrast, explores what constitutes the context of these 

experiences. What do we mean by context? The notion of context is multi-faceted. 

Ramsden (1984) argues that a student’s perception of the learning context is central to his 

or her experience of learning. This study, conducted within a university course, is 

obviously concerned with a certain type of institutional context. Most factors that influence 

the students’ approaches to learning to program/problem solving – and the meaning they 

attach to learning programming – can, in some way, be said to derive from the fact that 

they are learning programming at an institution of higher education. 
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A certain type of institutional context – that of a first year programming course at an 

institution of higher learning – is, however, of significance. In this study, students’ 

experiences of the learning context comprised two types of institutional context: face-to-

face and distance mode tuition.  

 

Disciplinary Context 

Within the institutional context there are a variety of disciplinary contexts. Each 

disciplinary context would have features that are specific to that discipline. For example, 

the discipline, computer programming, involves writing a program to solve a problem 

using the computer or reading program code to determine the output of the program. This 

study considers aspects of a university course such as, course content and structure, 

assessment and the perceived demands and support of the teaching staff. It is, therefore, 

necessary to give recognition to the features of the disciplinary context and its implications 

for problem solving (programming). In other words, the discipline of programming 

constitutes the first and principal context with which we are concerned. It follows that the 

context refers, and gives rise, to a variety of spatial settings (contexts) that are, in a sense, 

dependent on institutional context. This chapter is particularly concerned with the 

influences of these settings: the lecture, test, previous experience, distance learning 

environment and studying.  

 

7.1.2 Personal context    
 
Personal context refers to those “attitudes and aims which express the student’s (individual) 

relationship with a course of study and the university” (Gibbs, Morgan & Taylor, 1984, p. 

165). It is through focusing on this personal context that “we can aim to present a more 

holistic description of students’ experiences of learning” (Gibbs et al., 1984, p. 166). 

The notion of enrolment (involving factors forming part of establishing an “identity” of a 

programmer) is also critical in this case. The outcome of learning is seen not only as the 

interaction between the students and the task, but, in fact, as a function of how students 

“enrol” themselves into the discipline of programming. Enrolment is closely related to the 

notion of progress made by students within a particular discipline. In phenomenography, 

the concepts of students’ intentions and conceptions have been used in this regard.  
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Most studies that are concerned with factors that influence students’ approaches during 

problem solving (see Laurillard, 1984; Ramsden, 1984) bring to the fore the notions of 

intentions and conceptions of learning. In phenomenography “intention” is discussed in the 

phenomenological terms of intentionality, implying a unifying bond between the psychic 

(psychological) and the physical. The term “conception” relates to “the meaning that 

people see in and ascribe to what they perceive” (Säljö, 1988, pp. 38-39). The thought 

(conception) is never merely a thought; it is a form of conception intended towards 

something (see Marton & Booth, 1997, p. 84).    

 

Both intention and conception (personal context), and setting (physical context) influence 

what students do during programming. Rather than to establish a hierarchy between these 

two sets of factors (it would be impossible to argue that the one “precedes” the other), we 

may simply admit the constant influence – and interaction – of both. Laurillard (1984) 

makes a similar point that students’ choice of approach does not “wholly” derive from their 

intentions, but depends “on the nature of the problem solving task itself and also on how 

the requirements are perceived”.    

 

7.2  Analysis in terms of the settings  
       The meaning that the students attached to the different settings of problem- 
       solving 
 

A crucial concept for characterizing the meaning students attached to their various 

instances of problem solving (programming) across different settings is the concept of 

familiarity. Before looking more closely at this concept and how it informed students’ 

problem solving strategies, it is necessary to describe in detail from where this familiarity 

is derived. Students’ familiarity with the problem tasks was seen to stem from their 

exposure to the settings mentioned in the previous section, specifically the settings of 

studying, the lecture, previous knowledge (as in the case of in-service teachers) and the 

test. 
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The interview setting is not singled out as a separate setting here, seeing that it served as a 

mechanism of reflection, through which the meanings of different settings of problem-

solving (programming) could be explored. 

 

In analyzing the influence different settings have on the experience of learning to program 

and problem-solving, two aspects are described for each setting. They are: 

 

(i) how students use particular settings (in the case of studying, for 

example, the different means of studying at their disposal). How the 

setting is used is seen to reflect the influence of the physical context on 

programming; 

(ii) how the students relate the physical context to their personal contexts; 

bringing to the fore their intentions and conceptions of learning to 

program and programming.   

 

The use of interview transcripts and journal writings of both pre-service and in-service 

teachers were used to illustrate the influences of the settings by addressing the above two 

questions.  

 

Some quotations and extracts from transcripts will be repeated, in order to illustrate 

different aspects during the analysis. 

 

7.2.1. The setting of studying  
 
Studying refers to how the disciplinary “tools” such as textbooks, lectures notes, study 

guides and problems were used by students. The investigation of the setting of studying 

suggests perceptions that students have of these means of studying. Most students claimed 

to have studied in groups; the meaning attached to group versus individual problem 

solving, therefore, became another interesting aspect of this setting. 
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(i) How students use the setting of studying 

The analysis indicated that the students’ use of the disciplinary tools, whether it be the 

textbook or study guide, can be categorized as aimed at either reproducing or 

understanding the material learnt. The following descriptions, from the entries of in-service 

teachers’ journals, provide examples characterizing these two distinct ways of focusing on 

the disciplinary tools within the setting of studying:  

 
I found the work very easy.  Even though some concepts in Java are very new, I coped with 
the work after going through the sections in the books. 
 
 

---------------------- 
I find that the guide and textbook are good-clear and helpful. The different    exercises and 
tasks lead you from one section to another and it is not that difficult to get answers to your 
tasks, exercises and assignment questions. I plan to use the grade 10 workbook extensively 
when teaching Java to learners because it is precise and easy to follow and builds from one 
concept to another. Everything is not told to you there are things that you have to discover 
but the guidance makes discovery easy. 
Although the study material is within my ability, it is rather time consuming doing the 
various exercises and we have to do most exercises-I tried to skip some exercises once and 
got stuck and had to come back to find out my problem. 

 
An extract, from the transcript of an interview of a pre-service teacher, illustrates the use of 

a disciplinary tool, the textbook. 

 
S7: My textbook is very helpful; it’s got a lot more theory than actual 

programs. But I think it has a lot to do with doing it by yourself and 
working through the problem and you know trying to do it properly. 

  
Appreciation of the value of the study guide and reference book (text book) is evident in 

the descriptions. The importance of developing a solid foundation of programming, in an 

incremental manner, is apparent in the lines: “I tried to skip some exercises once and got 

stuck and had to come back to find out my problem”. 

The heavy reliance on the study guide and work-book is indicative of a distance education 

mode. Although “it is rather time consuming doing the various exercises and [students] 

have to do most exercises”, it is clear that every exercise teaches or highlights some aspect 

of programming.  
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Another important aspect of the setting of studying (particularly with respect to in-service 

teachers) that became apparent, is the support structure provided by study groups. This 

support is highlighted by the journal entry excerpts provided below: 
 
We find that by just meeting and talking about our subject has a positive impact on us. We 
wish to continue with our meetings even after the course is over. We also feel that we can 
learn a lot from each other and share our materials and resources. 

 
--------------------------- 

 
I am not part of a study group but I did manage to contact someone who is also doing the 
same course. We met once and managed to do some work together. Just meeting once 
made me realize the merits of group work. I think that I need to look at the letter which 
outlines my working group and I need to contact those people concerned so that we can do 
some constructive work together. 

 
------------------------- 

At the beginning we were all interpreting things differently and thanks to a common study 
session we managed to re-visit questions, brainstorm them and finally get onto the right 
path … 

 

(ii)   How the students relate the physical context (settings) to their personal       
        context 

Two distinct ways of relating the physical context to the students’ personal contexts were 

identified. They respectively pointed to the process of repetition geared towards 

memorization and reproduction, and repetition geared toward understanding. 

 

Studying setting: repetition concerned with memory and reproduction 

 

A quote from a pre-service teacher’s journal indicates some form of memorization and an 

expectancy to solve a similar problem: 

 
Everything that was in the test was something that was already done or covered in class. I 
had no complaints about the test but was not satisfied with my performance. 

 
While it is considered routine to test aspects that are covered in lectures and tutorials in a 

test, it might not give a true reflection of a student’s ability to solve a problem. The above 

quote refers to a problem solving test. The aspects asked of the problem were similar to 

what was done in lectures, but the scenario was different. 
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The following extracts from two pre-service teachers’ interviews also illustrate this point:  
 

R: Why are you feeling scared? 
S1: Okay…It was something that not what I expected...it was totally different from 

what I expected. 
R: How was it different from what you expected? 
S1: The way I studied wasn’t what the way it was in the test.  
R: Okay…You said that the problem in the test was different from what you 

expected? 
S1: yes 
R: So what were you expecting for the test? 
S1: The actual problem was very different from what we usually do. 
S1: I expected some problems like the ones we did in class. 
R: What kind of problems did you do in class? 
S1: It’s actually the question… the way it was…  
R: … worded 
S1: Yeah… it was worded 
 

-------------------------------- 
 

S5: I worked on examples, previous examples and examples the lecturer had given 
usand… 

R: Mostly just examples the lecturer had given you…? 
S5: Yeah 
R: Was it similar to what you had in the test? 
S5: Yes it was similar 
R: Do you think if you were given a completely different problem from what 

you‘ve been going through, would you be able solve it?  
S5: I would try but not certain it would work.   

 
 
The above descriptions point to the importance the students attach to previous encounters 

with problem tasks. The statements:  “Everything that was in the test was something that 

was already done or covered in class.”,  “Okay…It was something that not what I 

expected...it was totally different from what I expected.”,  “The actual problem was very 

different from what we usually do” shows the familiarity that students expect from tests. 

These tasks were encountered in different settings, namely the lecture and possibly a 

tutorial.  The way in which the students decide to treat the problem tasks in the setting of 

studying is characterized by memorization. The intention is clearly to reproduce them in a 

test setting, in response to the lecturer’s hint that the particular problem tasks will be part of 

the test. The factors that play a role in the students’ approach to the problem are clearly 

related to “external requirements” (Ramsden, 1984). 
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Studying setting: repetition concerned with understanding 

 

The following quotes are from the journals of in-service teachers: 

 
In question four of assignment 5, we were required to use the print method of the Card 
class which was created in another program. I did not know at first how to call the print 
method of the Card class from the PackOfCard class. After a closer analysis of my first 
attempt, and in particular the call statement to the Card class, I was able to rewrite the 
program as required and obtain the expected output. 

 
---------------- 

 
Exercise 7d took up a lot of my time. I worked with all the problems and managed to solve 
all the problems (took up a lot of my time but was very proud when I was able to solve the 
problems). Number 3 from exercise 7d took me a bit of time to understand. I had to go 
through the question several times before I interpreted the question correctly. 

 
I was able to understand “Comparing strings in Java” the first time round. I worked with 
the ASCII table before, so I knew what was happening. I enjoyed working with the trace 
tables. This is a ‘tool’ which I will teach to my learners since it is an important ‘tool’ as far 
as debugging a program goes.   

 

What we observe, however, is an orientation aimed towards understanding the principles 

underlying the problems to be solved. This is apparent in the lines “After a closer analysis 

of my first attempt, and in particular the call statement to the Card class, I was able to 

rewrite the program” and “I had to go through the question several times before I 

interpreted the question correctly”. The descriptions point to the students’ awareness of the 

critical factors which need to be focused on when dealing with the problem task. Through 

the process of exploration aimed at understanding the underlying structure of the problem 

tasks, the students’ encounters with the tasks are repeated in a meaningful way. 

There is little evidence of external motivation, as seen in the previous category; the 

problem task is done “for its own sake” (Ramsden, 1984). 

 

7.2.2. The setting of the lecture (in the case of pre-service teachers)  

 
Descriptions of the studying setting reveal the differences in how students interpreted the 

hint of the lecturer during a class to “go over” the problem tasks in their preparation. What 

happens in the classroom not only depends on how teachers conceptualize their roles, but 
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also on how students perceive and conceptualize their learning, as well as the 

(authoritative) role of the teacher. 

 

(i) How students use the setting of the lecture 

Many students who referred to the lecture associated it with understanding of 

programming.   

One category was identified for this setting: the lecture as a form of authority or 

convention. 

 

The lecture as a form of authority / convention 

Some of the responses, from pre-service teachers to the questions below, are quoted: 

 

R: How have you learned to program? Through lectures, internet, textbooks? Is 
it just attendance at lectures? What do you use as your main resource? 

 
S6: It was exclusively from lectures. I came into this course without very 

much...knowledge, without any knowledge as far as programming was 
concerned. So everything was new to me. 

   
 S7: I think I learnt most obviously in my lectures. Mr… does a lot with us in the 

lectures. If we miss any lecture we do miss a lot.  
 

S5:   Only through lectures. 
 R:   Have you not supplemented this learning with any other material? 

                S5:    No 
 R:    Just by attending lectures and listening you were able to come to this point          
         of programming? 

                S5:   Yes 
 
S2: In my case it’s been mostly from lectures. Last semester the more I practiced    

the more I understood. 
 

The following quote, from a pre-service teacher’s journal, demonstrates the reliance on 

lectures as a form of authority: 

  
I did not know what was happening and wished that somebody would teach me the work 
like a kindergarten child. I never grasped this section. I did understand when the lecturer 
was demonstrating on the board but when I was alone, I did not know where to start.  
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What is apparent in the above descriptions is the authority the students associate with the 

lecture setting, especially as represented by the lecturer and the programming discipline: 

“If we miss any lecture we do miss a lot; it was exclusively from lectures I came into this 

course without very much...knowledge, without any knowledge as far as programming was 

concerned.” The setting of the lecture is strongly associated with the idea of enrolment into 

the programming discipline through acceptance of authority and convention. 

Linn and Clancy (1992) have argued that many introductory programming courses foster 

the development of syntactic knowledge and do not place enough emphasis on the 

development of conceptual knowledge and program design skills, which are often left to 

unguided discovery. This concurs with the results of the pilot study conducted (Govender 

& Grayson, 2006). In this way, the “discrepancy between the [students’] way of thinking 

about the subject matter and the new way desired by the teacher” may, indeed, never be 

confronted (Ramsden, 1988, p. 22). 

 
(ii) How the students relate the physical context to their personal context 

The total reliance, by many students, on the lecture setting to promote learning presents 

itself in two ways. Firstly, the lecture setting contributes to the achievement of 

understanding. Secondly, there is the passive role the students assume in the setting of the 

lecture.  There seems to be the conception that lectures do not require active learning to 

program. The students do not participate, they receive. This is suggested by the following 

pre-service teacher’s journal entry below. 

 
During the lecture Mr… went on with chapter 8, but this time we concentrated on nested 
loops and he tried by all means to show u how they worked. I found this lecture to be 
boring and as a result fell half asleep and therefore I have no clue how to deal with nested 
loops  

 
If students are engaged in active learning to program then they should be able immediately 

to apply the information “gathered’ during lectures and be able to attend to the critical 

aspects of the principles covered. An excerpt from another pre-service teacher’s journal, 

illustrates this point.   

 
So today started chapter 4 and “rushed” a bit through it I guess…but at least I did have an 
inkling of what Mr … was talking about…I really like the way he used the block drawing 
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explanation of what goes on in memory…(maybe I’ll remember to use that myself when I 
teach it at school….  

 

In the above pre-service teacher’s quotation, it appears that the explanation given, with 

respect to memory allocation of variables, has stirred his intention to use this method of 

teaching when he practices at school.  

 

7.2.3. The setting of previous learning/ teaching experience 
 
This setting makes up the bulk of what constitutes the students’ previous learning exposure 

to programming. It reveals the students’ pre-university history of programming (problem 

solving) or previous programming background. The role that previous knowledge plays in 

any new learning context is accepted by most educationists, irrespective of their theoretical 

framework – whether they be cognitivists (the importance of background knowledge for 

task analysis), constructivists (to quote Ausubel (1968); “the most important single factor 

influencing learning is what the learner already knows; ascertain this and teach him 

accordingly.”) or phenomenography. 

 

 (i)  How students use the setting of previous learning/teaching experience 

The students’ reference to a previous learning encounter with the problem tasks at high 

school or teaching focused on representing the past learning experience in such a way as to 

acknowledge the “discipline trajectory” along which they had moved. In other words, it 

focused on how students had enrolled themselves into the discipline of programming. The 

students showed strong identification with the competencies gained through their history 

with programming through schooling or teaching. This was apparent in the journal entries 

of the in-service teachers below: 

 
I did not find units 5 and 6 difficult because I have previous programming experience with 
Turbo Pascal. I find that certain structures are the same between Turbo Pascal and Java but 
that the syntax only differs. Drawing parallels between the two languages has made my 
task easier. 

----------------------------------- 
 

After working through chapters 1 and 2 of “exploring Java-grade 10”, I find that I can 
easily relate programming in Java to programming in Turbo Pascal….. I also know that 
Java is case sensitive unlike Turbo Pascal. 

------------------------------------- 
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The following quote, from an in-service teacher’s journal, reveals how previous 

teaching experience may be used in the teaching environment:  

 
In my experience of teaching variables I found that learners have extreme difficulty in 
understanding the concepts of a variable, that is, how variables are kept in memory. I think 
using variable box diagrams to teach the concept of a variable is very effective. The 
variable box diagram is a very fresh, novel and interesting way of introducing variables to 
learners. When I taught the concept of a variable to my learners in the conventional way at 
the beginning of the year many learners grappled with the understanding of how variables 
are stored in memory especially when a variable takes on a new value i.e. how one value 
replaces another in memory. The box approach has sorted out this difficulty that learners 
were experiencing. I can therefore report that from this experience the variable box 
approach is excellent and very effective. 
 

--------------------------- 

 

An extract, from a pre-service teacher’s interview, illustrates the use of previous 

knowledge: 

R: Now you’ve learnt a structured programming language, such as Pascal and 
Java is an object-oriented language, now that you are learning Java, do you 
find that you get confused with the two languages? Or is it a problem to shift 
over? 

S3: I work with them separately. But I try to still remember what I did Pascal. I 
don’t want to forget. But when I’m working in this code I only think of what 
will happen in this language. I don’t put them together… It doesn’t work. 

R: Okay. That’s as far as syntax is concerned, but the actual problem solving is 
a little bit different? 

S3: I use the knowledge of the previous language. 
 

 

The above descriptions give an idea of the meanings attached to being enrolled in the 

discipline of programming through past experiences. According to the students, to have 

learnt to program means to have accumulated certain formal formulations and problem 

solving techniques; these can be deployed (with or without understanding) in various 

situations, depending on the demands of the problem tasks. It means being comfortable 

with certain competencies in programming, such as: “The box approach has sorted out this 

difficulty that learners were experiencing”; “Drawing parallels between the two languages 

has made my task easier”; “I find that I can easily relate programming in Java to 

programming in Turbo Pascal.” Past experiences (learning or teaching) seem to provide 

background knowledge necessary for solving problem tasks. 
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(ii) How the students relate the physical context to their personal context 

 

The previous learning or teaching experience is assumed. This experience highlights the 

fundamental nature of enrolment which, in a sense, “precedes” personal context. The 

students draw upon a variety of competencies (such as those mentioned above) and, in very 

few cases, it was found that these have been related to the students’ personal contexts in 

terms of seeking meaning. From the in-service teacher’s quotes below, it emerges that an 

attitude of enjoyment is necessary for successful meaning-making: 

 
This will be my 3rd language so it’s just a case of learning new syntax. I enjoy 
programming very much and I feel anyone who programs needs to enjoy it or else they will 
not progress. Practice is essential. 
 

---------------------------------  
 

The next quote of an in-service teacher, gives an indication of the way previous 

knowledge of programming helps to confirm the notion of enrolment into the 

discipline of programming: 
 
I think that my knowledge from Turbo Pascal is helping me to understand these concepts. 
I also found that having a programming background was an advantage and I am sure that if 
I started without one I would have found things much more difficult. 

 

7.2.4. The setting of the test 
 
In learning to program, tests fulfill the role of assessing knowledge acquisition, which 

includes problem solving. From the point of view of the instructor, tests are perceived to 

provide a setting in which students demonstrate their understanding through the application 

of concepts and principles to the problem tasks given in tests.  According to Laurillard 

(1984), “knowing without the ability to apply is rightly seen as a poor commodity”. In this 

sense, problem solving tasks are regarded as an important part of learning. The students’ 

perceptions of the test setting are significant to this study. Is the test setting perceived as a 

setting conducive for solving computer programming problems? 

 

 

 

 149



(i) How students use the setting of the test  

It would be highly unlikely, in a test setting, that problem tasks are done “for their own 

sake” (Ramsden, 1984); the entire setting is structured in such a way so as to emphasize 

factors that are external to the problem tasks, such as: mark allocation, time limit and the 

stress of “having to pass”. Not all students respond to assessment (test) pressures in the 

same way. But the students all “use” the test setting in the same way. All the students are, 

to some extent, influenced by the formal requirements of the test setting, which will also 

impact on what they do. However, within this formal set of requirements, there is some 

difference between those students who attend to the demands of the task as required by the 

test, and those (very few) who extend their focus beyond these requirements.   

 

(ii)  How the students relate the physical context to their personal context 

The link is explored between successful problem solving (programming) and “repetition” 

during the test. It was earlier pointed out that students generally knew, as a result of the 

lecturer’s “hints” or guidance that the problem tasks were going to appear in the test. The 

way they went about preparing themselves for the test differed. They differed according to 

the intention either to reproduce/memorize or to explore meaningfully. 

 

The test setting: attending to the problem at a test requirement level 

The issue of acquiring a good mark (particularly a pass mark) for the test is emphasized in 

the description below, from a pre-service teacher’s journal:  

  
We’re nervously getting closer to the end of the course and we know how important each 
mark is now.  

 
An extract, from a pre-service teacher’s interview below, confirms this notion: 
 

R: Why are you feeling scared? 
S1: Okay…It was something that not what I expected...it was totally different 

from what I expected. 
R: How was it different from what you expected? 
S1: The way I studied wasn’t what the way it was in the test.  
R: Okay…You said that the problem in the test was different from what you 

expected? 
S1: yes 
R: So what were you expecting for the test? 
S1: The actual problem was very different from what we usually do. 
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  I expected some problems like the ones we did in class. 
R: What kind of problems did you do in class? 
S1: It’s actually the question… the way it was…  
R:       …( completing) worded 
S1: Yeah… it was worded 
R: Did you understand the problem and what was required? 
S1:    Yes I did understand the problem. I had some problems interpreting it 
 

            

For the students who attended to the problem at the requirement level, the ability to transfer 

what they had done in the studying and lecture settings to what they did (or expected to do) 

in the test, is seen as the main issue in relating the physical context to their personal 

contexts.  

 

Even if they might have explored the problem task in one of the preceding settings, their 

“over awareness” (Ramsden, 1984) of the test requirement precluded them from attempting 

a similar exploration during the test. The need to reproduce something that is familiar 

becomes the issue. Therefore this can be seen as limiting the students’ willingness 

meaningfully to engage with the problem task. The students showed confidence in 

repeating the practices to which they had been exposed in previous settings. However, they 

lacked the confidence in their own ability to relate these practices (techniques and 

methods) in such a way so as to make sense of the problems, (if presented slightly 

differently) encountered in the test setting. 

 

The test setting: attending primarily to the content 

The following descriptions illustrate problem solving that is primarily motivated by an 

understanding, or at least an awareness, of the critical aspects underlying the problem 

tasks: 

 

S1: Well …you never say you know…you know …  
R: Until you work the problem (completing the sentence) 
S1: It’s not something that you can work the problem and say you know. You 

really need to… know programming. 
 

---------------- 
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S6: After I understood the problem I decided to have nothing in the main 
method, but my object creation for instance initializing I was going to call 
for the different methods that I needed. In other words, in the class itself I 
had a method for display heading, a method for input request and a 
method for working out. The only thing that was going to be in the main 
method was the output statement and the calling of the methods. So I asked 
him, I can’t remember what I had asked him about, and he came over and 
looked at my program. He said, what are you doing, why are you putting 
the display heading in the class it should be… or shouldn’t be there…  So I 
realized it can be, normally it is in main method.   
I also realized for neatness and my own sake I didn’t mind it being in the 
method because I was calling for the input statements twice I had two 
separate objects. Subsequently I changed that and couldn’t see it run.. 
there wasn’t enough time to make anymore changes? 

 

Even when they focus on the mark (and the authority of the lecturer), the students are still 

guided by the content of the problem tasks (reasonableness of the solution). 

 

For students attending primarily to the content of the problem, problem solving in the test 

setting is seen as an indication of understanding. Emphasis is placed on the concepts that 

underlie the problem tasks. In cases where students ran into difficulty with the problem 

tasks, they were prepared to try to re-evaluate their understanding in a systematic way, 

guided by the problem at hand. Problem solving in the test setting may be perceived as a 

means by which students relate their learning experiences in a meaningful way. 

 

 

7.3  Summary of the institutional settings 
 

An overview of the various settings in which students are exposed to problem solving 

served to provide a contextual framework for how students learn to program (or problem- 

solve). The quotations of students suggest that familiarity with a programming task 

influences their approach to learning and solving problems. The research question on 

factors influencing what students do during programming/problem solving can be seen as 

seeking out those aspects of familiarity1 that affect their problem solving. In other words, 

                                                 
1 From a phenomenographic perspective familiarity should be seen as the principle component of relevance 
structure. Relevance structure relates to what is called for to make sense of things, and to the criteria by 
which some parts of the problem are seen as more (or less) relevant. 
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students’ familiarity with the problem task (acquired across the different settings) appeared 

to influence what they did. 

 

Table 7.1 summarizes the findings of institutional and disciplinary contexts in the form of 

different settings. 

 

Table 7.1 Summary of main findings of research question 3  

Settings of 
programming 

(problem solving) 

How do students use the 
setting? 

How do students relate the 
physical context to their 

personal context? 

Studying • To reproduce material under study 
• To understand material under study

• Repetition related to memorization 
• Repetition related to 

understanding 

Lecture 
• Lecture as form of authority / 

convention for teacher –to-student 
transfer of content 

• Learning to program is associated 
with a total reliance on the lecture 
setting 
• Students’ role in lectures 

perceived as one of passive 
participation  

High-
school/previous 

learning/teaching 
experience 

• To compare the two languages to 
solving problems  
• Previous programming experience 

used with authority in solving 
problems using OO language 

• Identity of being a programmer 
(enrolment) precedes the attitudes 
and intentions of students 
(personal context) 

Test 
• Attending to the problem at the test 

requirement level 
• Attending to the problem at the 

level beyond the test requirements 

• Problem solving is confirming the 
lecturer’s approach 
• Problem solving is interconnecting 

learning experiences in a 
meaningful way 

 

 

7.4  Adding to the context: University lecturers’ perceptions of  
learning and teaching programming 

 

Chapters five and six indicated the diversity in students’ conceptions of learning to 

program; approaches to learning it and implicit attitudes and intentions to learning to 

program. Similarly, there will be diversity among the perspectives of the educators 
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responsible for moulding a course. Teachers are an important part of this network of 

relationships. They influence the perceptions and actions of the students. In turn, teachers’ 

perceptions and behaviour are formed by their own experiences, both their past experiences 

and their current awareness about the students and setting. Teachers’ actions are 

constrained by the conditions surrounding them. Hence, part of understanding student 

learning relates to interpreting the activities of the teachers of programming, as they 

manage their classrooms (see pilot study). 

 

The following extracts, from transcribed interviews, show how two lecturers responsible 

for the pre-service course perceived the setting for teaching and learning programming. I 

shall denote the teachers by T1 and T2. Each was interviewed separately and the interviews 

were semi-structured. A guide to the questions is reproduced in Appendix E. However, as 

far as possible, I allowed the teachers to tell me about their perceptions, with minimal 

interference. Similar themes emerged from the two interviews and I shall report on these 

together for purposes of comparison. 

 

 Interviews with T1 and T2 
 
Both T1 and T2 had clear ideas of the purpose of learning to program. T1 saw learning to 

program as a way of enabling the students to teach programming to a level that would 

prepare students for university computer science. In response to the question,  

“What do you see as the purpose of teaching programming to pre-service teachers?” T1 

said: 

 
Well ultimately, to get people to be able to teach computer studies/programming to such a 
level that the student that comes out with a matric will be capable of going into 
programming at university level, that’s the idea I had, that’s what I did when I was at high 
school. I was able to enter university with a computer studies background. Computer 
science at high school helped me to prepare for the BSc degree with comp sc and maths. 
The computer science was prepared by the high school studies. It’s to enable students to 
reach a level of competency so that they can prepare others to enter university to do 
computer science.  
 

He hoped that what students would get out of the programming course was: 
 

I think, the main thing to me is always to have the right thinking processes. Sometimes 
students in whatever course it might be would focus on the concept of ‘what must I put 
down on the piece of paper to get the right mark’, that’s one of the goals. The other thing is 
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to the thinking behind it, a person knows the concept and understands them as it refers to 
programming from C++ to Java and facet of computer science, if you got the thinking right 
then you can adapt quite easily. 

 

T2 saw computers as an important aspect in our everyday lives and related this idea to the 

future. He said: 

 
In this day and age everything centres around computers and for computers to function 
somebody needs to write a program. Even though everything is made very simple today for 
the user, but it’s the programmer that needs to do the entire problem solving and make the 
application programs work, so that the computer user is not bogged down with issues of 
programming. 
 

T2 then went on to say that he hoped that the problem solving skills will be developed: 
 

Therefore we hope that we will try to sharpen their problem solving skills so that especially 
those from school who want to get into tertiary education institutions, they can then pursue 
computer sc, where programming is taught, programming will enable them to become 
much better thinkers, problem solvers; and I think the bottom line is writing programs that 
are correct. 

 

These teachers were asked how they tried to achieve these educational aims for 

programming in their teaching. Their responses showed that, while practical examples were 

of key importance, their emphasis was slightly different. T1 followed the textbook and 

explained the concepts by drawing on everyday analogies, and T2 encouraged problem- 

solving ability and algorithm development.  

 

T1: You cover the material that’s available in the textbook. When you go through it, you try to 
explain the concepts, where for example we are doing basic introduction to java 
programming with objects. You try to get them to see how it is a more natural way of 
programming paradigm than a procedural paradigm and discuss the advantages of one and 
the advantages of the other. You can decide, depends on the situation show how this way of 
doing it resembles the real world. Try to compare the way real world objects would interact 
with each other then see how they correlate with the PC. Talking about students for instance 
in real life, the student has all these faculties about himself; that is arms, colour of eyes etc. 
For instance, you don’t need to worry about a student sticking out his arm to shake hands, 
he knows he has this arm which comes naturally. They draw on all these attributes. In the 
same way other objects have attributes. In this way I try to get their understanding to that 
level. 
 

  

T2:  It’s the art of teaching computer programming; starting off with simple algorithms. So that 
students are aware of what it means to solve a problem before even going into a 
programming language. So simple problem solving steps, that students need to be familiar 
with, which could even be similar to solving problems in other subjects such as 
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mathematics and physics, the same problem solving skills are required and together with 
the logic that’s required. 

 

There seems to be a fine line between the conceptions of what it means to learn to program 

from the perspective of each lecturer.  This difference emerged more clearly from their 

comments about how a student’s understanding of programming was measured. For 

example, in response to the question, “How do you know if they have understood whatever 

you’ve taught them?” the following comments were made:  

 

T1: This was the hard part for me. The students were not very responsive. For me the small 
class and the interactivity should have been more evident. But that did not happen. You 
explain the concept and ask them if they are okay with it, they were not interacting, I don’t 
know whether they were completely lost and so did not have the confidence to answer. 
Sometimes they may think they know it but when you ask them to go and code it algorithm, 
then you see the problems they have, and that’s when I realized how they struggle. 

 

T2: As long as they are able to apply, again it depends how you are going to test them. When 
you teach a concept as long as they are able to apply… If there’s a problem the student must 
be able to write a program. You check that they applied some basic programming 
principles. 

 

T1 evidently put more emphasis on the programs to be written as a product of learning, 

while T2 emphasized an incremental, conceptual understanding. 

The institutional setting shapes educator’s activities as much as it does students’ 

perceptions and actions. T1 and T2 agreed that a shortage of teaching time for 

programming was a major constraint. 

 

T1:  The three modules of programming are not enough for a teacher in training. If more is 
expected out of them maybe they can adapt to the new way of working. Maybe more prac 
time should be given. When I studied we had 4 lectures and 4 tuts for practical lab time. It 
is difficult to enable the students to get to a level of competency of an educator within this 
time. 

 
In addition to lack of time, T1 felt that the language barrier was a constraint in the process 

of understanding the concepts: 

 
The one thing in a sense that was highlighted for me is the language barrier. One student 
was speaking in slightly broken English. I was trying to understand him. Maybe a first 
language person would be better able to explain to him. Ultimately he may have the skills 
to learn the concept, but he already has a language barrier that set him back. 
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T2 felt that the students were not academically inclined towards this way of thinking: 
 

Well the concern that we experience especially in this faculty of education, we do not 
attract students of a very high academic ability. So they come in,…they have their 
exemption, and when we compare them to those registered for the pure sciences, those 
students probably have a higher academic ability, therefore that’s one of the constraints. 
Because they are training to become teachers we don’t attract very strong academic 
students. 

 
It seemed that the most important factors around which students organize their activities 

are tests and examinations. T1 explained his ideas on the part played by assessments and 

how students respond to them: 

 
Some of the things they had do, like, searching and sorting, when I lectured to them they 
seemed understand it and when I tested them it reinforced the concepts. It was hard to 
assess the programs like they had compiler errors. 
For instance if they were using the for-loop, they did not realize that the loop counter i was 
the same as the i further down that could have been used for the output  directly. Like when 
I was explaining the solution after the test, they wanted an explicit solution. I expected that 
when you explain the solution they would take it down, but they wanted an explicit answer. 
Kind of rote-learning; they are students who are going to become educators in about 4 
years, they should be able to understand and adapt, but for them it’s like wanting to get 
through the examination. 

 
The activity framework developed highlights the need to recognize that the classroom is 

not just a place where instruction is received, but a social structure formed by the actions of 

students and teachers. The interviews with T1 and T2 provide some insights into this 

constitution. 

 

7.5  Conclusion 
 

In this chapter, different types of context, (namely, institutional, disciplinary and personal) 

were considered as influences to learning and approach. Several aspects of institutional 

context were presented in detail, namely the settings of studying, lecture, previous 

knowledge and test. Students’ intentions and conceptions of learning to program and 

problem solving were elicited through an exploration of both the physical and personal 

contexts that constitute the students’ problem solving histories. Two qualitatively distinct 

intentions were seen to underpin the students’ programming strategies (see chapter 6): 

intention to memorize, and intention to understand. Furthermore, the analysis uncovered 
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two qualitatively different conceptions of programming: problem solving as “reproduction” 

and problem solving as “meaning making”.      

 

In this study, a range of categories of description of learning to program emerged. The 

roots of many of these categories, such as meeting the requirements, learning the syntax, or 

understanding and assimilating, can be seen in the descriptions given by the two members 

of the teaching staff. Hence teachers’ views and perceptions are very important elements of 

students’ learning. It is to their lecturers and tutors that students look for guidance in 

interpreting their tasks.  
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 8 
 

 
ANALYSIS OF STUDENTS’ PERFORMANCE IN  

 
EXAMINATION QUESTIONS 

_______________________________________________________ 
 
 

his chapter, presents an enhanced understanding of student learning within the subject 

field, learning to program, by analyzing facets of students’ performance in 

examination questions. Sections 8.1 and 8.2 relate some information about the participants 

in the study: distributions of variables, such as performance in examinations, prior level of 

programming studied, and qualitative differences in performance in different types of 

questions. 

T 

 
Different and complementary methods of data analysis are used to explore the network of 

relationships among the variables of interest. These methods include correlations and 

cluster graphs which illustrate links among variables.  The findings show striking trends 

and interdependencies among the variables, and reveal strong differences in students’ 

experiences. 

 

While the subject matter presented, institution and lecturer were the same for the surveyed 

pre-service students, on the one hand, and in-service students, on the other, students’ 

orientations to learning to program were associated with a complex system of individual, 

social and contextual variables. 

 

Therefore, in the next level of analysis, these interacting variables are considered. The 

dynamics of the students’ activities are explored by looking at relationships between the 

different aspects of their learning and the outcomes. These links and outcomes are 

described qualitatively and, in some cases, are quantified.  
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8.1  Performance in Assessments of In-service teachers 
 

This section looks at the influence of prior programming experience on performance in 

assessment to try to answer the following question: 

 
Is prior programming experience a predictor of success for the new object-oriented 
language? 

     

Descriptive statistics 

There were 315 students who had enrolled for the JAVA course (Introduction to 

programming using JAVA) at UNISA. These teachers were from all provinces in South 

Africa. Of the 315 teachers 155 wrote the examination and 127 returned the background 

questionnaire. A Venn diagram illustrates these statistics. 

 
315 students enrolled for course  

 

            Figure 8.1 Venn diagram illustrating the statistics  

 

Returned 
background 

questionnaire

Wrote the 
exam 85 42

Wrote the exam and 
returned 
questionnaire

70

 160



The background questionnaire (see appendix B) drew responses with respect to previous 

knowledge of programming and programming language used, together with the number of 

years either teaching or using the language. Students were also asked to rate their 

experience of programming with a specific language, as: limited knowledge, know the 

basics and know the language well. Using SPSS, a statistical analysis program, the data of 

students’ raw scores obtained in the examination together with their background 

knowledge (programming experience), were captured. Their previous programming 

knowledge was coded according to the level of experience and number of years teaching or 

using the language. Students’ programming knowledge was, therefore, rated on a scale 

from 0 to 5, according to the following table: 

 
Table 8.1  Students’ programming knowledge 

Know the 
language 

well –
teaching / 

using more 
than 5 years 

Know the 
language 

well – 
teaching/ 

using 1-4 
years 

Know the 
basics –  

teaching/ 

using more 
than 8 years 

Know the 
basics -- 

teaching/ 

using 

1-4 years 

Know the 
basics --
teaching/ 

using 0 
years 

Limited 
knowledg
e of 
Pascal 

 

Limited 
knowledge 
of any other 
language 

none 

5 4 4 3 2 2 1 0 

 

Graphical representation of the raw scores obtained in the examination, and the 

corresponding level of programming background, are illustrated in the graph to follow: 
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              Figure 8.2 A scatterplot of the percentage mark obtained in relation to the level of  
                                programming experience. 
 

On close examination of the graph, it is evident that there are general clusters of 

circles/points. The levels of programming experience rated as 3, 4 and 5 are associated with 

percentage marks above 50% and level of programming experience rated as 0, 1 and 2, are 

associated with percentage marks of below 50%. Representing the results using an 

interactive graph yields a clear picture. The correlation between the level of programming 

experience or exposure, and the average percentage mark, is reflected in the graph to 

follow: 
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          Figure 8.3 An interactive graph of prior programming experience and mean percentage obtained 

 

The mean percentage marks of 27, 39 and 40 correspond to prior level of experiences rated 

as 0, 1 and 2 respectively, while the mean percentage marks of 55, 72 and 75 are associated 

with prior level of experiences rated as 3, 4 and 5 respectively. This result seems to indicate 

that previous programming experience or knowledge is a predictor of success in learning a 

specific new programming language, Java. On the surface, it would appear that shifting 

from a procedural paradigm to an objected-oriented paradigm is achieved with relative 

ease. However, the course was a short intense course for teachers learning through a 

distance learning medium. Those in-service teachers who scored well had an advantage of 

past programming concepts and principles as a kick start to the course. Learning the details 

of programming, such as variables, loops, if…then…else, arithmetic and Boolean operators 

were familiar to them. In this regard, all they needed to get used to was the new syntax. 

This result seems to fly in the face of the general literature that indicates that students with 

a procedural background will take a longer period of time to make a shift to the object-

oriented paradigm. However, a detailed examination of the questions and data reveals more 

than is immediately evident. The problem task indicated breaks up the task into neat little 

 163



units that need to be implemented (see question 7 in exam paper, appendix C) or if asked to 

solve a complete problem (as in the case of question 2) then only a one-class program is 

required. One class, with several static methods, is similar to procedural programming, so 

that procedural1 design rules apply. This certainly favours the students who have had strong 

procedural programming background knowledge. 

 

The following quotation, from one of the journal entries of in-service teachers, indicates 

the dependence on hints and small chunks of code, which they have been using in their 

teaching. Similar characteristics are used in the examining process of the in-service 

teachers.  

 
All pupils prefer, in a test situation, if you break the problem into parts and/or give hints. 
They are more stressed when doing exams/tests than classwork and giving them the 
“starting board” to the solution, reduces the stress for them. 
 I personally don’t give them hints very often (I tend to “help” the Grade 10 students this 
way for the first half of the year) but I do break down the bigger problems into parts – more 
to ensure clarity of the question and to clearly set out the major objectives of the problem. 
(I try by the end of Grade 11 having them read a general scenario and they must do all the 
problem solving themselves. I feel this does develop their logic skills. Unfortunately the 
kids that battle with logic are then very lost, so this is often done in big classwork examples 
rather than exams. I don’t set out the problem so much for them that they don’t need to do 
any thinking themselves, but I do “help” with process of clarifying of the given 
information) 

 

What is pertinent to point out at this stage is that, although the quotations above are from 

in-service teachers studying this course, they are also teachers of the subject matter, albeit 

of a procedural language. There is a strong possibility that they will carry this mode of 

teaching and assessment into their classrooms. The students are still programming in the 

small. It is not clear whether or not they have mastered the true OO design principles and 

characteristics of OOP. It is reasonable to assume, therefore, that prior programming 

experience is helpful for programming in the “small”. 

 

Students who did not score well (below 60), and who are associated with low levels of 

prior programming experience, had to make an enormous effort in order to pass. In addition 

to learning the basic programming structures (looping, if ….then…else, variables, etc), 

they had to learn the concepts of objects, classes, inheritance, constructors etc. In a short 
                                                 
1 Procedural is used interchangeably with imperative. 
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space of time, the novice learners needed to go through a steep learning curve. Given this 

novel way of thinking in programming, and the problems associated with distance learning, 

as well as being full-time teachers, it is understandably so. Possibly, given a longer period 

to follow, these students may show different results.  To answer the question posed above 

(Is prior programming experience a predictor of success for the new object-oriented 

language?) yes, prior procedural programming experience is a predictor of success for 

object-oriented language; however, no, prior procedural programming experience is not 

necessarily a predictor of success for object-oriented programming.  This result suggests 

that the introductory course concentrates on the procedural aspects of programming in Java 

and the OO aspects are to a large extent neglected. Hence students’ experience of the 

introductory course is procedural, rather than object-oriented. Their “history” (previous 

learning) of programming experience certainly has an influence on their learning, as 

indicated in chapter 7. 

 

8.2        Secondary analysis of the performance in specific questions 
 
8.2.1 Qualitative analysis of selected solutions of In-service teachers 
 
This section considers the qualitative difference in performance in different questions to try 

to answer the following question: 

 
How do students differ in their ability to answer comprehension (tracing) type questions 
and generation of code type of questions? 

 

On inspection of the in-service teachers’ examination, key observations which relate 

directly to one or more categories of conceptions (see chapter 5), were made. Questions 2 

and 5 were specifically analysed because they relate to the generation type and 

comprehension type question respectively. The mark obtained for questions 2 and 5 and the 

total score for the examination have been extracted from the data. 

The following table, Table 8.2, summarizes the means and standard deviations of the 

surveyed students on the two questions, and on the final mark in programming. All marks 

are unscaled (raw) and are expressed as percentages. 
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                     Table 8.2 Descriptive statistics for surveyed students’ performances on  
                                      assessment tasks 

 Variable Mean 
(%) 

Standard Deviation 
(%) 

Cases(N) 

Q2 86 24 155 
Q5 53 33 155 
Final score 64 24 155 

 

Positive correlations were found between students’ marks obtained in question 2 and the 

final mark. The Pearson’s correlation matrix is shown below in Table 8.3. All correlations 

are statistically significant (p<0.01). 

 
    Table 8.3: Pearson’s correlation coefficients for assessment in     
                      programming questions 

  2 5 Total 
2 1   
5 0.584003 1  

Total 0.759031 0.900337 1
 

There was a strong correlation of 0.75 (p<0.01) between students’ total scores in 

programming, and their mark in question 2; however, while there is a positive correlation 

between Q2 and Q5, it is not as strong as that between Q2 and the total score. What does 

this tell us? Firstly, comprehension of the answers and hence explanations required to 

substantiate them, is not strong enough. Question 5 required students to use “variable box 

diagrams and arrows” (memory diagrams1) to explain the problem in the given code. 

Hence, a thorough understanding of object-oriented concepts such as message passing, 

static methods and variables, inheritance and memory allocation of objects is necessary. 

The lack of adequate ability to use these memory diagrams is suggestive of a poor 

understanding of the concepts. In effect, it was a debugging exercise. While literature (see 

section 2.5) suggests that it might be easier to comprehend (explain, edit or modify) 

existing code, in this particular instance, contrary to the implication in the literature, 

students performed better at generation of code (Q2) than in the comprehension of code 

                                                 
1 A memory diagram represents the state of objects in memory at a particular point in the execution of a 
program. 
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(Q5). The mean scores of Q2 and Q5 in Table 8.2 reflect this scenario. However, on 

examining the question in detail, it suggests that question (Q2) was a simple, “common” 

calculation which required a one-class program. It was simply an exercise and not a 

problem to be solved. This traditional examination question (Q2) does not test conceptual 

understanding of object-oriented programming (or problem solving for that matter), in that 

a perfectly acceptable program can be written with no more than the syntactic 

understanding.  For convenience I will reproduce part of the questions here:  

 

  Question 2 
  The Zoo charges the following entrance fees: 

•    Entrance fee per adult = R8.50 
•    Entrance fee per child = R4.50 
2.1 Write a program that asks the user to enter the number of adults and the 
number of children. Your program should then calculate and print the total 
entrance fee. Marks will be given for showing planning in the form of comments in 
your program. 
 

              Question 5 
5.1 Explain why the program is not working as it should and what can be done to 

fix the problem. 
5.2 Describe in detail how you could use variable box diagrams and arrows (if 

need be) to explain this problem to a class of learners. Your diagram must be 
accompanied by a textual description. Explained what happens with and 
without the change as described.    

 
The memory diagrams are certainly useful for understanding object references in a code 

fragment. Even the in-service teachers, who have had sufficient experience with learning 

and teaching procedural programming, have found the memory diagrams very useful. This 

is indicated by the following quotations from the in-service teachers’ journal entries: 

 
In my experience of teaching variables I found that learners have extreme difficulty in 
understanding the concepts of a variable, that is, how variables are kept in memory. I think 
using variable box diagrams to teach the concept of a variable is very effective. The 
variable box diagram is a very fresh, novel and interesting way of introducing variables to 
learners. When I taught the concept of a variable to my learners in the conventional way at 
the beginning of the year many learners grappled with the understanding of how variables 
are stored in memory especially when a variable takes on a new value i.e. how one value 
replaces another in memory. The box approach has sorted out this difficulty that learners 
were experiencing. I can therefore report that from this experience the variable box 
approach is excellent and very effective. 

 
------------------------------------ 
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The novice programmer generally struggles with the concept of variables. However if 
introduced correctly, the foundation is set firmly & the learner soon overcomes this hurdle. 

 
------------------------------- 

It is also similar to tracing through programs which helps learners see exactly what is 
happening at each statement and understand how the program works together with seeing 
the exact output. 
 

While the above quotations are with respect to procedural programming, they certainly are 

true for object-oriented programming as well, in which more abstract references are 

required. Memory diagrams, with respect to object references, still continue to be 

problematic, which concurs with the reviewed literature in chapter 2 (section 2.6).  

 

8.2.2 Qualitative analysis of selected solutions of Pre-service teachers  
 
In order to better understand some of the outcomes and results in the previous section, a 

similar analysis of the solutions of the pre-service teachers was performed. Questions 4 and 

6 were chosen for similar reasons stated in the previous section. The marks obtained for 

questions 4 and 6, and the total score for the examination, have been extracted from the 

data of the pre-service teachers’ examination. The following table, Table 8.4, summarizes 

the means and standard deviations of the surveyed students on the two questions and on the 

final mark in programming. All marks are unscaled (raw) and are expressed as percentages: 

 

              Table 8.4 Descriptive Statistics 

 N Mean Std. Deviation 
Q4% 12 46.58 29.944 
Q6% 12 68.58 31.064 
TOTAL 12 59.08 21.360 
Valid N (listwise) 12   

 
A pattern similar to that of the in-service teachers has emerged. Students performed better 

in the question that required solving a problem, rather than the comprehension required of 

question 4. Students seem to find the reading and understanding of code more difficult, as 

opposed to writing a complete program. A possible explanation for this result could be that 

students were given this problem before (possibly as a class exercise), which would make it 
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an exercise to do rather than a problem to be solved. Another possible explanation is that 

marks are given for method, even if the problem was not solved completely.  

The Pearson’s correlation matrix is shown below, in Table 8.5.  

 

    Table 8.5 Pearson’s correlation 

  Q4% Q6% Total 
Q4% 1   
Q6% 0.01172 1  
Total 0.557502 0.811264 1

     

For the above statistical test the null hypothesis is: 

H0:  A student doing well in Q4 (comprehension type question) does not have a positive 

correlation with the student doing well in Q6 (writing a program to solve a problem).  

The alternative hypothesis is: 

 

Ha : A student doing well in Q4 does have a positive correlation with the student doing well 

in Q6.  

 

From table 8.5, it is clear that the null hypothesis is accepted. 

The outcome space (see chapter 5) suggests that reading and understanding programming 

code and problem solving are complementary categories of conceptions, which seems to 

reject the null hypothesis. Possible explanations of the differences in performances in 

questions 4 and 6 are: (1) Students may have been facing a learning problem, and (2) the 

instructor had given the students an example to study or solve, which was a complete 

solution to a similar problem to Q6 (as was done in the preparation for tests; see interviews 

in Appendix D). It is also possible for a student with a partial understanding to be able to 

write correct code up to a certain level, without completely understanding the code. Marks 

are, therefore, accumulated as they are allocated for method. Therefore, it would appear 

that an assessment that involves generating a program may not be a true reflection of 

students’ competence in programming, if students were exposed to the problem before, or 

if assessment techniques used, encouraged accumulation of marks for method.  
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8.3   Summary 
 

In this chapter, the performance in certain questions of the assessment has been examined 

in depth. Important trends were found. Firstly, in-service teachers with prior programming 

experience performed better than those without prior programming experience. This is an 

obvious notion. However, the examination of the data revealed that the questions were 

procedurally posed and, hence, those with prior programming experience had a head start 

to programming development. Secondly, questions that required an understanding of the 

program execution (Q5) were more poorly answered than those that required writing a 

simple one-class program (Q2) (procedural by nature). The implication of this is that 

understanding of memory diagrams, or rather representation of programs in memory for the 

object-oriented programs, were low and writing a simple one-class program that is 

procedural in nature, is more easily accomplished. Similarly, it was found that for, pre-

service teachers, questions involving understanding and tracing code (Q4) were more 

poorly answered than those that required solving a problem (Q6; generating code). This 

result has similar implications as the result for the in-service teachers. Moreover, 

familiarity of problem tasks allows one to perform better in assessments. 

These findings and those of chapters 5, 6 and 7 have implications for teaching, which will 

be discussed in the next chapter. 
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 9 
 

SYNTHESIZING THE STUDY: INSIGHTS, DISCUSSION 
AND REVIEW 

 
_______________________________________________________ 
 
 

his chapter focuses on relating the findings to the research questions and sub-

conclusions.  T 
The goals in this research have been twofold. The first goal was to raise issues about 

learning and teaching programming, in particular, object-oriented programming education 

at university and high school. As explained in chapter two, there is considerable research 

on teaching programming internationally. This reflects concerns in the community of 

programming educators about setting objectives for introductory programming education 

and implementing these objectives in appropriate ways. In this study, the focus has been on 

the other side of the coin: students’ actions, experiences and their awareness of their 

actions and experiences in learning to program. This focus is necessary in order to see if 

objectives of programming education are being met. Secondly, a major contribution of any 

research is the transferable theory that emerges from it (Miles & Huberman, 1984). 

Research cannot be prescriptive, but the explanatory power of a theory is useful. In this 

study, some of the important ideas of Vygotsky and Leont’ev have been applied and 

extended (Vygotsky, 1962; 1978; Leont’ev, 1978, 1981). The phenomenographic method is 

applied extensively; and the theory developed to understand a system of activity (Leont’ev, 

1981; Engeström, 1993) encompassing teaching and learning programming within the 

social, cultural and historical environment of a traditional (both face-to-face and distance 

learning) university have been employed.  

 
Section 9.1 summarizes and illustrates the theoretical ideas developed in this thesis. A 

simplified representation of an activity system is presented in section 9.1.1, which 

discusses aspects of the activity system, keeping in mind the dynamic and interactive 
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dimensions and transformations of learning programming. In section 9.1.2, teaching and 

learning programming is viewed in the light of the theoretical framework developed.  

Section 9.2 is a discussion of the results and methodology and an exploration of issues 

arising from these, which suggest directions for further research. Firstly, some important 

findings that emerged from the analysis are summarized in section 9.2.1. In 9.2.2, the 

insights provided by the research methods are reviewed. In 9.3 some important, broad 

issues and implications concerning programming education, in general, and teaching 

practice, are considered.  Some limitations with respect to the methods and 

recommendations for further study are discussed in sections 9.4 and 9.5 respectively. In 

section 9.6, I review the research. That is, the research is analysed in terms of the dual aims 

described above. I conclude by raising questions as to what programming activities are 

appropriate in teacher education. 

 

9.1  Overview of the research framework 
 

The research framework presented in this investigation uses phenomeography to determine 

the categories of description of the phenomenon, learning to program, and activity theory 

was used to inform the decision to investigate the interactions between the learners and the 

learning context, a component of the activity system. Several settings within the 

institutional context were then identified on the basis of my teaching experience. Having 

selected these settings, a phenomenographic approach was then used to analyse the 

influence of the settings and the relations between the personal and physical contexts on 

learning to program for each setting.   

 

In the study a diverse set of research methods were used to try and reveal the worlds of the 

students. The combination of qualitative description, phenomenographic analysis, elements 

of activity theory and quantitative summaries, provided different lenses with which to view 

the findings. The aims were: 

•  to explore patterns in the data as a whole, as well as to investigate collective 

perceptions and experiences.  
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•  to view the data systemically, as is consistent with the theoretical framework building 

on the work of Vygotsky (1978) and Leont’ev (1981). For this reason, teachers as well 

as students were interviewed. This also involved paying attention to the dynamics of 

the relationship between individuals and context. In much research on programming 

education, the context, taken as the background (unchanging and uniform) is ignored. 

•  to use research methods acceptable to the research community, while acknowledging 

the role of my own beliefs, interpretations and values. Hence, the findings represent 

my interpretations of the data, rather than the output of a computer or an “objective 

reality”. I concur with Anderberg (1973, p. 21) that: 
 

The analyst’s research objectives permeate the entire investigation. They motivate the enterprise 
and effectively shape the evaluation of observations and explanation of facts as perceived.  

 

The value of the methods of analysis is justified by its appropriateness for exploring the 

data, and by the value of the results brought out. The different methods and research tools 

used led to the discovery of different aspects of the phenomenon under investigation and 

suggested further avenues for exploration.  

 

9.1.1 The activity system 
 
The use of phenomenography is “extended from focusing mainly on the variations in the 

relations between the student and the object of his/her studies (in this case learning to 

program), to include also the variations in relations between the students and phenomena 

contextual to the study object” (Berglund, 2002b). While phenomenographic analysis 

allows the identification of aspects of the understanding of the phenomenon, from the 

students’ perspective (thus helping educators to introduce students to new experiences of 

learning to program) elements from activity theory are used to guide the researcher’s 

understanding of the learning situation. 

 

A simplified representation of this system (adapted from Gordon, 1998) is shown on page 

175 in Figure 9.1. This summarises the ideas raised throughout this study. The dynamic 

component of the system is the student’s activity, that is, how he/she engages with the 

learning task. Activity is shaped by how a student orients him/herself with respect to the 
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learning task, his/her goals and needs and the tools and constraints accompanying the task. 

It also reforms these anew as the student’s actions, with his/her ensuing outcomes, unfold. 

On one plane, a student’s actions relate to his/her purposes and to the resources available, 

as well as to the constraints of the task. In this way, through activity, goals are linked to 

specific conditions. On another plane, through activity, orientations are connected to 

outcomes. For example, a pre-service student, S6 expressed a positive orientation to 

learning to program, indicated by the following quotation: 

 

R: What do you understand by the term programming? What do you perceive 
programming to be? 

S6: The first thing that comes to my mind… is the idea of a problem and 
programming is the way in which we go about solving a particular 
problem…We use lots and lots of tools.. use various tools to do that.   

R: Can you write a program that works? 
S6: Yes I can. 
R: How do you know? 
S6: Very often we were given exercises to do on a regular basis. Lot of the 

work we do is on our own and (pause) so I do know that I can write 
because the exercises we do are similar. 

R: Can you write a good program? 
S6: I’d like to think so.  
R: How do you know it’s a good program? 
S6: I suppose just looking back to where I’ve come from with other programs 

to now doing program which will work out various times that different 
vehicles will take to reach a particular destination.  I suppose just looking 
at that it’s a big step. 

R: How do you see your current ability to program? 
S6: I’m quite optimistic I suppose, especially considering the fact that we 

moving into a different style of programming. So whereas there are quite a 
few similarities there are few concepts I’m just starting to come to terms 
with. 

 
 
S6 achieved success both in subjective terms (personal triumph at overcoming difficulties) 

and by the criterion of performance in assessments. Activity is regulated within social and 

cultural contexts and also contributes to the transformations of these learning contexts. 

These links, between acting individuals and the world surrounding them, are organised 

through interactions, including verbal communication with other people, such as colleagues 

and teachers, and through objects, such as books and computers. Contextual elements are 

relatively stable aspects of the activity system, compared to individual actions. 
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Institutionalised practices, such as the writing of examinations at universities, seem to 

reproduce similar actions and outcomes in a persistent and seemingly unchanging practice. 

 

 

 
Learning to program 

 
Culture Interactions 

                                        Goals  
  
 Orientations                          Activity                     Outcomes 

  
                               
                                  Tools and constraints              

 
Learning context Communications  

 

 

                    Figure 9.1 An activity system with the student who is learning to program as the focus 

                                  
 

Only a frame or snapshot of the activity system can be diagrammatically represented. 

Figure 9.1 depicts relationships among orientations, activity, goals, tools and constraints, 

outcomes and contextual aspects. These contextual aspects include personal interactions 

and communications, the institutional setting, the surrounding culture and the task of 

learning to program itself. The relationships among all these elements are mobile and 

undergo transformations leading to the next phase of the activity system. The activity 

system encompassing teaching and learning to program is a complex and fluid formation. It 

may be transformed by the actions of individual lecturers or by groups of students, for 

example, acting through a class representative. It is transformed by new resources, such as 

the availability of technology, or by changes in departmental or institutional practices, or 

by new national education policies, such as the introduction of a new programming 

language. Further, it is both dependent on, and transforms, other activity systems in the 

social sphere. For example, the curriculum, teaching methods and assessment for 

programming are shaped by, and also shape, the activity system revolving around new 

demands and the new language. 
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9.1.2 The activity of Teaching and Learning to program 
 
The specifics of one activity system are now considered: the system incorporating the 

teaching and learning of programming. Some perspectives on teaching and learning to 

program, suggested by the theoretical framework, are provided.  

 

In teaching programming at university, traditional methods take for granted that students 

should learn certain topics at a specified level using prescribed techniques without 

questioning the framework within which this learning takes place. The student’s attention, 

it is assumed, is focused on the content to be learned, rather than the learning situation. 

This study, drawing on aspects of activity theory, shows that, contrary to these 

suppositions, students’ orientations to learning are mediated by their evaluations of the 

context and personal sense (Leont’ev, 1978) of the educational practices in which they take 

part. Further, the outcome of these evaluations may not concur with the objective of 

university education which is, surely, high quality learning.  

Two fundamental principles of activity theory are relevant in addressing these issues. 

Firstly, each individual has a history of learning experiences which will influence how each 

learner acts in a given learning situation. Secondly, the learning task is situated in the 

university setting, with its own particular traditions and practices. The problems individuals 

have to solve are structured within the bounds of this setting; individuals become socialised 

as they act within this arena.  

 

The evidence from this investigation suggests that some students behave in ways which 

educators do not value, but which are functions of practices in higher education. Students 

have diverse needs and constraints which both form, and are transformed, by their 

perceptions of the learning task and their actions in carrying out that task. 

To many of the participants in the study, learning to program was evidently about 

accumulating knowledge for examination purposes (meeting the requirement) irrelevant to 

their personal interests and concerns. As lecturer T2 said: 
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Like when I was explaining the solution, they wanted an explicit solution. I expected that 
when you explain the solution they would take it down, but they wanted an explicit answer. 
Kind of rote-learning, they are students who are going to become educators in about 4 
years, they should be able to understand and adapt, but for them it is like wanting to get 
through the examination. They seem to have a short term goal. 

 

Within this context, learning to program is reduced to performance on assessment tasks. 

These assessment tasks are generally imposed on the students with little or no room for 

negotiation. 

 

Nevertheless, for some of the participants, experiencing learning to program as indicated 

by the categories of description, understanding and assimilation, and problem solving, 

appeared to be overwhelmingly concerned with mastering concepts, techniques and skills. 

For these participants grappling with the task of learning to program led to increased 

confidence, enhanced insight into scientific thinking and personal empowerment (see 

section 5.2).  

 

If, as the activity framework suggests, understanding is constituted through personal 

actions, then the quality of a student’s programming understanding is related to the nature 

of these actions and the goals directing them. The activity framework suggests that the 

process of learning is important in defining whether that learning will have a lasting impact 

on the students’ views of the world. Assessments of the sort written by these students, 

however, measure a product, what students “know” as indicated by written tests and 

examinations. This knowledge product, furthermore, may not reflect a student’s ability to 

communicate the knowledge, apply it in different situations or even remember it the 

following year. Activity theory therefore provides useful concepts to understand better the 

dynamics of students’ learning and, hence, it provides directions for the improvement of 

teaching. From the perspective of activity theory, the role of the teacher is to establish an 

environment appropriate for educational activities. In this framework, teaching 

programming, rather than being the process of transferring a body of syntactical 

knowledge, is the guiding of students to view their learning as relevant and meaningful. For 

this guidance to be effective, the implicit assumptions underlying the content, presentation 

and evaluation of the course need to be examined. More specifically, the assessment 
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methods and tasks serve as an indication of what is expected of the students from the 

educator. However, while the intention of the educator may be to ensure that a deep 

interpretation of the material is achieved by most students, this intention may not 

necessarily be the same for students. Hence careful scrutiny of the assessment from the 

perspective of the student is needed to achieve this difficult aim. 

 

Those currently organising and reforming, or teaching the programming curriculum, have 

inherited practices from their predecessors. Such practices are not lightly tossed aside. The 

research shows that most of us who teach continue to use tried-and-true methods. (The 

adage, “old habits die hard” applies in this case). Many teachers (in-service) and lecturers 

at higher educational institutions believe that because they learned procedural 

programming before they learned object-oriented programming that is the way in which 

everyone must learn it, as that is the way in which concepts are structured. Educators may 

also act in accordance with an academic system which does not always match their 

personal planes (Semenov, 1978), i.e. their evaluations of the meaning of teaching and 

learning programming. 

 

9.2  Discussion 
 

The discussion will focus on two aspects:  a summary and discussion of the key findings, 

and insights provided by the research tools. 

 

9.2.1 Summary and Discussion of the Key Findings 
 
The research framework, which integrates phenomenographic methods and principles of 

activity theory, developed in this study, explains that students bring to a learning task 

perceptions, assumptions and strategies that are grounded in their previous experiences. In 

particular, prior programming experience provides the basis for learning a new language.  

In chapters 5 and 6, the variation in the ways in which students experience learning to 

program and programming (problem solving) were described. The results of the 

experiences of learning to program were presented in an outcome space. Chapter 7 dealt 
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with aspects of the learning context (institutional, personal and teacher perceptions) that 

influence student learning, while chapter 8 shed light on some important issues (prior 

programming knowledge, performance in examination questions and nature of 

assessments), bearing in mind that learning an object-oriented language formed the 

backdrop to this entire study.  In the overall investigation, it was found that there was no 

clear distinction between in-service and pre-service teachers; however, a clear distinction 

emerged between those who had previous programming knowledge and those without it. A 

summary of the findings is explicated below. 

 

Finding #1 

There are a “limited number of qualitatively different ways” (Marton & Marton, 1997) in 

which students experience learning to program.  

These different ways of experiencing learning to program, which are referred to as 

categories of description, that were constituted through an “iteration” process can be 

regarded as a discovery and are unique in a number of ways. Firstly, the descriptions from 

the interview data and journal entries were obtained from a unique population of pre-

service and in-service teachers in KwaZulu-Natal and South Africa respectively. Secondly, 

the results are unique in that they contribute to filling a gap in the research literature 

regarding students’ conceptions of learning to program and programming using an object-

oriented language. 

 

Finding #2 

There appeared to be a bigger difference between those with prior programming knowledge 

and those without than between pre- and in-service teachers, which was not expected. This 

was identified in investigating the effect of the setting of previous knowledge on learning 

to program as revealed in section 7.2.1. Hence, the limited number of ways of experiencing 

learning to program can be further distinguished between students with prior programming 

experience (in most cases in-service teachers), and those without prior programming 

experience (in most cases pre-service students) as indicated below:  
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Students with prior experience: Meeting the requirements, learning by comparison, 

understanding and assimilating, problem solving and programming in the large. 

Students without prior experience: Meeting the requirements, learning the syntax, 

understanding and assimilating, problem solving and programming in the large (see table 

5.1).   

 

Finding #3 

The set of categories of description constituted for the phenomenon, learning to program, 

formed an “outcome space” (see figure 5.2). This outcome space reflects an evolving 

awareness of learning to program. If students experienced programming at the lowest level 

(meeting the requirements) of the outcome space, it is hoped that they will move quickly to 

higher levels of experience, in particular the problem solving category. 

Each category of description is associated with a deep or surface approach (see table 5.1). 

However, it must be stated that a student may not be classified as using either of the 

approaches exclusively. The research only describes the relative prominence of each 

approach in each category and in studying a student.   

 

Finding #4 

Programming is perceived by most students as a problem to be solved (even if they do not 

experience learning to program in the problem solving category of description, at the 

beginning of their learning paths). The literature concurs with this perception and suggests 

that programming inherently involves problem solving. 

 

Finding #5 

There are two ways in which students experience programming, namely approach A, which  

involves scanning, planning, translating and reinterpretation and approach B, which 

involves scanning and translating. 

Approach A is characteristic of a deep approach to learning, while approach B is 

characteristic of a surface approach to learning (refer to table 3.1 for the characteristics of 
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deep and surface learning). However, Biggs (1993) asserts that what is specifically meant 

by deep and surface approaches in any instance depends on the context, the task and the 

individual’s encoding of both. His line of reasoning is related to the association of rote 

learning with surface approach. In this respect, he distinguishes between the students’ 

resolve to “reproduce without understanding” and the resolve to “ensure accurate recall of 

already understood information” (Biggs, 1993, p.7). While the former resolve is associated 

with the surface approach, the latter, depending on the context, could represent a deep 

approach. The approach A and approach B also exhibit features of expert and novice 

learners, as indicated in table 2.1.  

 

The results of the analyses from chapters 5 and 6 confirmed that students experienced the 

phenomena of learning to program and solving problems in a limited number of 

qualitatively different ways (a fundamental assumption in phenomenography). 

However, it must be noted that the set of variation in ways of experiencing the phenomena 

is “finite, but not closed” and that other studies could reveal further new variations. 

Nevertheless, previous phenomenographic studies show that such new variations are not 

likely to be extensive in any way (Marton & Booth, 1997).     

 

Finding #6 

The planning by students with prior procedural programming experience indicates a 

procedural way of solving a problem. The throwback to the procedural way of thinking 

influences their planning stages. This can have serious implications for teaching. The 

planning by those without prior programming experience indicates (even if at an inaccurate 

level) identification of objects and classes. 

 

Finding #7 

The learning context (institutional, personal and teacher perceptions) influences what 

students do when learning to program and solving problems. Their intentions and 

conceptions, as well as the various settings (such as study, lecture, previous experience, 

and testing) influence their learning processes.    
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In phenomenography, the categories of description are typically lifted out of their contexts. 

However, the learning context, in particular the settings of the learning situation are 

important if the categories of description are going to be meaningful to teachers and 

students. Therefore in order to extend the theory developed using phenomenography, 

which does not consider the learning context, activity theory was used to enable me to 

investigate the influence of the learning context.  The way in which students use the 

learning context (institutional and personal) reflects their enrolment in the discipline. These 

intentions and conceptions, in turn, influence their processes of learning and solving 

problems. 

 

Finding #8 

Prior procedural programming experience is a predictor of success for learning the syntax 

and rules of an object-oriented language; however, it is not necessarily a predictor of 

success for programming in an object-oriented way. A possible explanation for this result 

may be that students’ problem solving experience of the introductory course in Java was 

procedural, rather than object-oriented.    

 

Finding #9 

Creating a program is more easily achieved than comprehension (tracing or correcting a 

program) only if the program is a one-class program.  This is significant because, 

throughout the study, it has emerged that most teachers perceived that writing a program is 

synonymous to solving a problem, which seems to pose the most difficulty. This is 

consistent with the research on programming and solving problems (outlined in sections 

2.8 and 2.9). A simple calculation that does not require the creation of objects is not really 

a problem but a classroom exercise.  

 

The patterns that have emerged from the study are consistent with previous research. They 

may also match the intuition of some educators. However, one should be cautious in 

generalizing the results from the particular participants and setting.  

 

 182



9.2.2 Some Insights Provided by the Research Strategies 
 
9.2.2.1 The Application of Phenomenographic Methods 

Traditional phenomenography, in Marton’s (1986) terms, has the aim of constructing 

categories of conception (explained in section 3.1). The questions asked required not only 

developing the categories themselves, but also finding dimensions of variation within each 

category, such as learning approach, programming language and learning motivation. This 

extension of phenomenographic methods led to interesting results. The findings showed a 

relationship between the categories of conception and themes, such as generating a 

program, comprehension of programs and prior programming experience (as highlighted in 

chapter 8). This suggested a link between conceptions of learning to program and 

approaches to learning it, a powerful result not available through direct observation.  

 

Opportunities for finding and validating alternative and deeper explanations were also 

provided by quantitative analyses. This will be discussed below. 

 
9.2.2.2 Interpretation of quantitative Results 

Important quantitative data have been reported in this study, for example, the distributions 

of students’ prior programming experiences and their performance in assessments, and 

descriptive statistics, such as means on the assessments of and relationships among 

variables. Analyses of these data are tools for suggestion and discovery of other results. 

They have added to the understanding of students’ orientations to learn to program and 

their ways of experiencing it. In other words, I consider that the quantitative data 

complement the qualitative data in forming the hypotheses and heuristics on which the 

interpretations and explanations were founded. These techniques allowed for different 

planes of interpretation, rather than producing more absolute or definitive conclusions. For 

example, the cluster analysis suggested that there were different dimensions, such as prior 

programming experience and performance on assessment tasks.  

 
9.2.2.3 Interviews and Conversations 

I conducted a number of interviews with participants in this research. In each case I tried to 

establish a rapport with the person being interviewed, in order to get close to them which 
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would allow me to interpret correctly what they were saying to me. Nevertheless, not all 

interviews were on the same level. Some students were eager to express their perceptions. 

Conversations with lecturing staff also contributed to my understanding of their 

background. 

 

9.3  Implication for teaching practice 
 

The results of this study suggest several pedagogical issues to consider when teaching 

programming to novices. Programming, as suggested in the literature and observed in this 

study, is indeed what Dijkstra (1989) refers to as an “educational novelty” in which the 

students’ tried and tested learning styles do not work when applied to programming 

(Jenkins, 2002).  Dijkstra argues that learning is a gradual process of transforming the 

“novel into the familiar”. An important feature of programming, one that reinforces 

Dijkstra’s point, is that it is problem solving intensive and precision intensive, in that it 

requires a significant amount of effort for a small outcome (see discussion in section 2.8).  

 

An important implication of the study of learning and teaching programming is that 

instructors must learn to see teaching as a process aimed at changing student conceptions. 

In order for this to happen, teachers must be aware of the different conceptions (categories 

of description) that students may have. This means that the approach to teaching must 

change. However, changing an approach to teaching requires firstly the knowledge that 

other approaches are possible and secondly, it requires reflective practitioners, i.e. an 

acknowledgement of the less useful strategies and a willingness to change from old habits. 

 

Knowing that teachers teach as they were taught (even at a subconscious level), it became 

clear that if the object-oriented approach to programming is not infused in instruction 

during their practicum experiences, pre-service teachers will not graduate with the ability 

to create true object-oriented programs in the learning environment; and this cycle of 

teaching the way one was taught will be perpetuated. Invariably, the approach to 

programming in introductory courses is dependent on, and influenced by, the instructor’s 

approach and the instructor, in turn, is influenced by his past programming and learning 
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experience. If the goal is to learn OOP then teachers should use appropriate teaching 

strategies to teach OOP (i.e. emphasis should be on identifying and creating classes and 

objects first) and avoid using a procedural approach to teach programming, even if students 

undergo a longer learning curve before they become competent programmers. 

 

Distance education students (in-service teachers), in particular, often have problems as the 

difficulty of the course content is compounded by the problems of isolation from other 

students and their tutors. Hence, the teaching of distance students in introductory 

programming courses presents a special challenge. The reduced number of opportunities 

for support (both verbal and visual) for distance education students, as opposed to those 

receiving face-to-face instruction, makes it difficult for students to develop programming-

specific problem solving skills. While the syntax of a language can be learnt from books 

and sample programs, the design (problem solving) skills are more difficult to acquire from 

written materials. There is strong evidence in the data to support face-to-face interaction 

when learning to program.  This is an area that needs to be researched further. 

  

The desirable categories of description of learning to program that should be developed, 

would surely be those that appear in the higher levels represented in the outcome space, i.e. 

those that encourage a deep approach to learning.  Educators must make students aware of 

the different categories available to them and help them expand their horizons. The 

individual categories of description raise particular implications for teaching and learning. 

A few possibilities will be discussed. 

 

Category 1- meeting the requirements 

The way marks are allocated throughout the course may have an influence on student 

performance. Frequent and smaller assessment units may encourage students to learn and 

move from this conception to one that is more desirable. However, this movement is 

dependent on the nature of the assessment tasks. The assessment plays an important role in 

shaping the curriculum and methods of instruction. “The spirit and style of student 

assessment defines the de facto curriculum”, (Rowntree, 1987). Ironically, the assessment 

is generally in the teacher’s control and he/ she can ensure that this aspect of the learning 
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context points students clearly in the direction of the kind of changes in learning that are 

demanded. If object-oriented programming is the goal, then the assessment must reflect this 

goal. 

 

Category 2 learning the syntax/ learning by comparison 

It frequently happens that students see learning the syntax of a language as learning to 

program, which can be harmful. The teaching staff must encourage students to see the 

learning of syntax as only one component of the bigger picture, which is solving problems 

using the language. 

In the case of the in-service teachers who had prior programming experience, learning by 

comparison is only effective up to a point. The limitation of this category (approach) 

became evident when solving problems in an OO way. Instructors can help by giving 

problems that are appropriate for OOP, so that identifying objects and making use of 

classes become the main focus.  

 

Category 3 understanding and assimilating 

This way of experiencing learning to program is a desirable way, one that provides a solid 

grounding in programming, which is really a prerequisite to solving problems using the 

language. Visual tools, such as memory diagrams, are invaluable aids in helping students 

grasp the meaning and execution of a program. This is clearly evidenced in the discussion 

in section 8.3. Reading code and understanding the execution of a program is surely an 

important technique to inculcate, even before the ability to write a good program. Many 

programming courses are taught in a way such that students start writing code without first 

(or, worst still without ever) reading any code. This parallels the teaching of writing before 

reading in preschoolers, or asking students to write essays without their ever having read 

one. Students will do well in studying programs written by others. It is important, however, 

that all examples students read are well-written and are worth being copied for style and 

cues.  
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Category 4 problem solving 

When students see learning to program in this way, teachers need to develop the 

sequencing of topics according to problems given. Stated differently, a problem should be 

posed, discussed in order to clarify the problem, and students should be shown how the 

current programming constructs may be inadequate and then introduce new programming 

constructs to meet the need. This is in keeping with the pedagogic model (problem solving) 

suggested by Kaasbøll (1998) (see section 2.9), and is strongly supported by Rogalski and 

Samurcay (1990). In short, problem tasks should therefore be designed (or chosen) so that 

students progressively learn new constructs.  

 

Category 5 programming in the large 

To encourage this kind of experience of learning to program, teachers must create 

opportunities for students to create programs that are of value, possibly, to a school, 

computer science department, or to an individual’s business. Bearing in mind that these 

students are introductory students, they will have to reach a certain level of maturity in 

programming in order to engage in production programming1 and extreme programming 

(which might be ideal).  

 

Given the many different experiences and learning styles that students adopt, enormous 

pressure is placed on the instructor, for effective teaching to take place. This study, which 

dealt with in-service and pre-service teachers, is particularly pertinent, because of the 

pedagogical implications it has. The content knowledge, which, in the discipline of 

programming, generally refers to the reasoning involved, problem solving and syntax, are 

only part of the picture for the in-service and pre-service teachers. Computer science (in 

particular programming), by its very nature, is less about facts, theorems, or theories, than 

about reasoning. The heart of the discipline, programming, therefore, amounts to 

modelling, structuring, and solving problems. These skills are difficult to teach and to 

learn. While it is common practice to make pre and in-service teachers aware of common 

and effective teaching strategies, referred to as pedagogical knowledge, it is still not 

                                                 
1 Production programming involves creating or modifying a software product to meet the needs of real 
customers. To teach such a course a methodology called extreme programming is used to develop an open 
source project with real customers 
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enough. Shulman explains another kind of knowledge that is needed, pedagogical content 

knowledge, in the quotation below: 
 

Pedagogical content knowledge also includes an understanding of what makes the learning of 
specific topics easy or difficult: the conceptions and preconceptions that students of different ages 
and backgrounds bring with them to the learning of those most frequently taught topics and lessons. 
If preconceptions are misconceptions, which they so often are, teachers need knowledge of the 
strategies most likely to be fruitful in reorganizing the understanding of learners, because those 
learners are unlikely to appear before as blank slates. (Shulman, 1986) 

 

 

9.4  Limitations of the study  
 

Limitations of the methods used were identified. As for any qualitative interpretation, 

analysis of data was extremely painstaking and time-consuming. Moreover, this method 

assumes that students understand the questions and are able, and willing, to express their 

thoughts in writing. Some students gave too little information for their responses to be 

classified. Further, students may not have responded sincerely. 

 

Diverse perceptions, evaluations and actions taken were evident in the journal entries of the 

students. However, the complex relationships among individual students’ histories, needs, 

goals and actions, all of which are socioculturally embedded, were not captured directly. 

Hence, corresponding results in tests and examinations could not be followed for individual 

students. These limitations were unavoidable under the conditions in which the research 

was carried out and with the resources available to me. 

 

Within the activity of learning and teaching programming, student activities, with their 

accompanying goals unfold continuously over time. The study, however, could only 

capture students’ perceptions and actions at particular points in time. In particular, the 

study was a snapshot of an activity system and so cannot capture the movement and 

transformations that undoubtedly took place for individuals. I am therefore unable to assess 

the directions of these transformations.  
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9.5  Recommendations for further study 
 

The motivation for this research was to determine and understand the ways that students 

experience learning introductory, object-oriented programming, given the major difficulties 

that students experience in learning to program in general (see chapter 1 and 2).  The 

following points represent some of the key areas for potential future research.  

• Conducting a longitudinal study by following the same cohort as they undertake    

successive units, and seeing how students change over time in their approach to   

programming, and how the outcomes of learning to program impinge on their 

practice as in-service teachers. 

• Conducting pilot studies in secondary schools to investigate the teaching of 

programming using an object-oriented language. 

• Investigating the variation in ways in which high school Information Technology 

(the new subject name for secondary schools) students experience learning to 

program.  

 

9.6  Conclusion 
 

The findings from this study were summarized in section 9.2. From the findings, it is 

apparent that most of the students, whether pre- or in-service teachers find programming 

difficult at the introductory level, which is consistent with the literature. Their style and 

approach to learning to program is a function of how they experience it. Prior programming 

knowledge, in particular of the procedural kind affects their learning true, object-oriented 

programming. The paradox is that the instructors themselves have had a difficult time 

teaching the new paradigm. This is possibly so because many instructors transfer to 

teaching Java from teaching procedural languages, such as Pascal. Their procedural 

background may have a negative influence on their teaching an OO language. This 

influence has been suggested in the results found in chapter 6. The implication of this 

influence is that the introductory module to programming in Java has a strong procedural 

slant. The transition to the object-oriented paradigm has been difficult, and continues to be 
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difficult for many instructors, because it is driven by a language choice and not by an 

understanding of problem solving with object-orientation (differences outlined in chapter 2, 

section 2.1). It may be that the distributed nature of OO programs and emphasis on 

abstraction places great demands on novices. Therefore, more time may need to be allotted 

for novices to reach a level of skill comparable to procedural novices. 

 

It is natural that the teaching of object-oriented programming will be perceived as more 

difficult, because there is still a lack of experience with teaching OO to introductory 

students. However, teacher educators must realize that using Java implies adopting a 

different programming paradigm from what they have been used to. This aspect needs to be 

stressed in our teaching approach. Support materials, methodology and appropriate 

problems for OO are less mature than the equivalent for procedural programs. 

Development of suitable problems for OO and methods for teaching an objects–first 

approach need to be further researched.  

 

From a pragmatic point of view, this research shifts the task of the programming instructor 

from a preoccupation with how best to present information to focusing on what students are 

actually doing and how their goals and conceptions relate to their actions. The investigation 

raises questions about the central premises behind teaching and learning to program at 

schools and university. That is, what aspects of programming should be taught and how are 

they experienced by students? The research has shown that studying students’ experiences 

of learning to program and integrating the results with their personal and physical contexts 

may contribute to gaining a greater degree of clarity and conceptual understanding of 

learning to program. Educators may, therefore, be able to improve students’ performance 

by explicitly teaching them techniques in the object-oriented approach to programming, 

and by helping them to learn the semantic constructs of the language. Stated differently, the 

emphasis in this study is the recognition that teachers must develop objected-oriented 

programming knowledge for teaching as well. 

 

The main theoretical implication of this study lies in its blending of the perspectives of 

phenomenography and activity theory within the naturalistic paradigm. The emphasis of 
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phenomenography on the variation of the experience of learning has clear benefits, to the 

extent that it has enabled educational research to move beyond the psychology of the 

individual learner.   

 

Activity theory shares with phenomenography its view of spatio-temporal distribution of 

knowing, but its systems of activity and interaction with the learning context are 

particularly useful in studies (such as the present one) concerned with the influence of the 

learning context. In this study, elements of activity theory have been used to complement 

phenomenography by overcoming phenomenography’s exclusion of contextual factors, a 

perspective that has value for other similar studies.  

 

Finally, learning and learning to teach OOP has been shown to be a complex task. The 

challenge, therefore for programming educators is to understand student conceptions of 

learning to program and problem solving, and the learning context as described in the study 

in order to develop pedagogical content knowledge for OOP. The importance of 

recognizing typical paths of student learning in designing instructional strategies cannot be 

over-emphasized. If we are to be successful in promoting greater conceptual understanding 

in our students, we must utilize the best ideas from research-based teaching strategies.  

 

A common but important pedagogical philosophy is the more we know about what students 

know, the better we can teach them. 
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APPENDICES 
 
_______________________________________________________ 

 
 

Appendix A1 
Back ground questionnaire 

 (confidential) 
Please complete this form in full marking the relevant choice with a tick. 
 
Date: ____________________          name:_____________________ 
 
--------------------------------------------------------------------------------------------------------------------- 
1. Your gender:   

Male � Female � 
2. How old will you be on 31.12.2004? 

18     �     19         �     20        �   
21     �     22-25    �                    26 -30  � 
30-39�     40+      � 

3. Your racial background? 
African    �     Asian   � 
Coloured �         White    � 

4. Is English your mother tongue? 
Yes �  No � 

    
If not, state your mother tongue: ______________________________   
                                                                      
5. In what year did you complete high school? 

2004 � 2003 �  2002 � 
2001 � 2000 �  Prior to 2000 � 

6. Have you ever been employed before? 
Yes � No � 

7. Should your answer to question 6 be yes, state your profession/occupation: 
    
     ______________________________________________________ 
 
8. Highest academic qualification  

Matric Diploma Other 
                                                                         
    If other state qualification and institution obtained from. 
 
 
    _________________________________________________________________ 
 
9. Do you have a PC at your disposal to work on away from campus? 

 
Yes �       No �  

 
10. Did you learn computer programming before? ___________________. 

If yes, what programming language did you use _______________. 
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11. What was your average grade during the final matric examination? 
A �  B �  C � 
D �    E �  F � 

 
12. Do you have any other computing knowledge prior to registering at this university? 
           

Yes �       No �   
 
13.  How would you rate yourself as a computer user? 
 
 Advanced �   Competent �  Struggling � 
14. Did you obtain a matric exemption? 

Yes           �             No              � 
 
15. From what kind of high school did you graduate? 

Private               �   Former model C  �   Former Indian �  
Former African �            Former Coloured �         Home School  � 
 

16. Indicate the symbol and grade (HG/SG) you obtained for the following subjects:  
English                              Afrikaans              Zulu   
Mathematics                     Physical Science  Business Eco  
Geography/History           Accounting  Biology  
Computer Studies  
  

17. Which phase of schooling are you studying towards? 
Foundation �                  Intermediate �  FET � 

 
18. When deciding on a career, was teaching your? 

First choice �   Second choice � Third choice � 
19. Any comments you want to make pertaining to any question or in general regarding the     
      computer science education/ information Technology? 
______________________________________________________________________________ 
______________________________________________________________________________ 
 
______________________________________________________________________________                                                  
 
20. What are your views/feelings regarding computer programming. 
______________________________________________________________________________ 
 
______________________________________________________________________________ 
 
______________________________________________________________________________ 
 
______________________________________________________________________________ 
21. What aspect(s) of programming, if any, do you find difficult? Explain fully. 
 
______________________________________________________________________________ 
 
______________________________________________________________________________ 
 
 
I agree for the above information to be used for academic research purposes. 
Yes     No 
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Appendix A2 
Analysing the problem worked with 

 
Complete with full explanations. 
1. What concepts, formulas, and rules did I apply? _____________________________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
2. What methods did I use?_______________________________________________________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________ 
 
3. How did I begin?_____________________________________________________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 
 
4.  Have I seen this problem before?_________________________________________________________ 
________________________________________________________________________________________ 
5. Is it similar or dissimilar to other problems I’ve done?________________________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 
 
6.  How does my solution compare with the examples from the book and class?______________________ 
________________________________________________________________________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 
 
7. Could this problem be worked another way? Can I simplify what I did?_____________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 
 
8. Next to each problem solving step, explain what you did and why.______________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 
________________________________________________________________________________________ 
9. What is the most difficult part of solving the problem?__________________________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 
________________________________________________________________________________________
________________________________________________________________________________________ 

 207



Problem 1 (given to Pre-service teachers during the pilot study) 
 
Write a Delphi program that reads an amount deposited into a savings account that pays 
5% interest. The deposit amount may not exceed R15000.00. If R1 000.00 is withdrawn 
every year and nothing more is deposited, the program must calculate how many years 
it will take for the account to be depleted. 

 
 
   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Problem 2 (given to grade 12 students) 
 
Write a program that would generate a 2-D square array (4 x 4) and find the sum of the 
inner square of the array. The original array, the inner array and the sum of the inner 
array should be displayed 
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Appendix A3 
Problem solving in computer programming 

 
Name of  teacher ______________ Name of class_______ Name of subject 
________ 
The word "problem" is used in these statements. It refers here to those computer program 
problems, and exercises you did this year and last year in class, for homework and in tests 
(including examples and worked problems done by the teacher). 
 
Please circle the number which best represents your response to the statement 
Strongly agree  1,   agree 2,   undecided  3,   disagree  4,  strongly disagree   5 
 
  

STATEMENT 
RESPONSE 

Strongly agree 1              
Agree 2              Undecided 3       
Disagree 4 Strongly disagree 5 

  
How do you learn to solve problems? 

 

1  Reading and studying the worked examples in my notes or text book helps 
me to successfully solve problems. 

1     2     3     4        5 

2 I find that discussing how to solve a computer program problem with a 
friend is valuable. 

1     2     3     4       5 

3 I find that watching the teacher "go over" or "work out" a problem solution 
is valuable and I learn a lot. 

1     2     3     4       5 

4 I learn "off-by-heart" how to solve particular types of problems expected in 
the tests and examinations. 

1     2     3     4       5 

5  For me solving problems mostly involves matching previously done problem 
solutions with the current problem I have to solve. 

1     2     3    4       5 

6 I find that the most effective way to learn how to solve problems is to 
practise on many similar problems. 

1     2     3    4       5 

  
What types of problem are you given? 

 

7  I am given a variety of interesting problems to solve. 1     2     3     4      5 

8 Most problems I do have only one correct answer. 1     2     3     4      5 

9  Most problems are numerical and require me to use formulae and equations 
to solve them. 

1     2     3     4       5 

10  Most problems I do, only have one acceptable method of solving them.   1     2     3     4       5 

11 The problems I am given to do are about situations in  life e.g. finding 
interest on account, determining the lowest and highest scores etc. 

1      2     3       4       5 

12 I find most of the programming problems difficult to solve 1      2     3       4       5 
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STATEMENT 

RESPONSE 
Strongly  agree 1       Agree 2      
Undecided 3         Disagree  4 
Strongly disagree 5 

  
How does problem solving help you learn computer programming? 

 

13  If I can solve the problems, I think this indicates that I understand the 
programming. 

1      2      3      4       5 

14  Solving problems uncovers my misunderstandings of  content i.e. theory, 
rules, concepts, principles etc. 

1      2      3      4       5 

15 Solving problems helps me to think logically  i.e. understanding of theory, 
concepts, laws and principles etc. 

1      2      3      4       5 

16 I can only solve the problems successfully if I understand the    knowledge 
involved i.e. theory, principles or concepts. 

1      2      3      4       5 

17 I have been taught general strategies (plans) for solving new problems e.g. 
what to do when I get stuck on a difficult problem 

1      2      3     4        5 

18 I have been taught a number of specific procedures to solve particular types 
of problems e.g. a method to solve sorting, searching, fibonac problems 

1      2      3     4       5 

  
How relevant and useful are the problems? 

 

19  Computer programming helps me to recognise how to solve problems   in 
real-life situations. 

1       2      3      4      5 

20 I find the problems I have to solve in Computer Studies relevant and useful. 1        2      3      4      5 

21 Solving computer programs improves my problem solving skills in other 
subjects I take at school. 

1        2      3      4      5 

22 The problems I do give me skills which I can use now to solve problems that 
I encounter in my life outside school. 

1        2      3      4      5 

23 I think that what I have learnt from doing computer programming will assist 
me in my future everyday life. 

1        2      3      4      5 

24 My ability to solve these problems will be valuable for further study e.g.  
University, and technikon. 

1        2      3      4      5 

 
Any comments you would like to make about your experience of solving problems, using the computer. 
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Appendix B 

 
Background questionnaire for in-service teachers 

 
Centre for the Improvement of Mathematics, Science and Technology Education:  

Computing for Teachers Ib (Java 2004) 
 
Please complete this form in full when you receive your material. Return the form either by enclosing it with 
your first assignment that you post to UNISA or by faxing it to us (Fax: (012) 429 8690).   
  
   Student and School Information

      Student number:  …………………………..……. Location: (urban/peri-urban/rural): ……….…… 

     Surname:   …………………………………..…… Private or government: …………………….…… 

     Gender:  ………………………..……….……..… Subjects currently teaching: ……….……..…….     

     Race:  ………….……………..……….……..… Province: …………….……………..……….… 
      School:   …………………….…………………. 

 
Education received   

 
 
 
 
 
 
 
 

Programming experience (List the programming languages in which you have some experience, if 
any):   

 
 

 

Programming 
Language 

Knowledge of the language (tick 
one) 

How did you learn 
the language? 

Number of years you have 
been teaching/using the 
language 

I have very limited knowledge   
I know the basics    
I know the language well  

  

I have very limited knowledge  
I know the basics    
I know the language well  

  

I have very limited knowledge  
I know the basics      
Type of 
Education 

Courses completed, if any (indicate Secondary or 
Tertiary level and Institution) 

Qualifications (if any) 

Computing   

Mathematics   

Education   

Other   
I know the language well  

211



Appendix C 
Examination questions 

 
Extract from the examination paper for the in-service course, Computing for teachers 1b. 
 
  Question 2 (12marks) 
 
The Zoo charges the following entrance fees: 
• Entrance fee per adult = R 8.50 
• Entrance fee per child = R 4.50 
 
2.1 Write a program that asks the user to enter the number of adults and the number of 

children.  Your program should then calculate and print the total entrance fee. Marks 
will be given for showing planning in the form of comments in your program.      (8)  

2.2  Give test data in the form of normal, extreme and erroneous cases for testing your 
program above. Give at least one normal case, two extreme cases and one erroneous 
test case. You are not required to provide expected output values.         (4) 

 
 

Question 5 (16 marks) 
 
Consider the following class Date and class UseDate written by a student: 
 
public class Date 
{ 
  private int year; 
  private int month; 
  private int day; 
   
  public Date (int y, int m, int d) 
  { 
    year = y; 
    month = m; 
    day = d; 
  } 
   
  public boolean isLeap() 
  { 
    int year = 2004; 
    if (year % 4 == 0) 
      return true; 
    else 
      return false; 
  } 
} 
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import java.awt.*; 
import hsa.Console ; 
 
public class UseDate 
{ 
   static Console c;            // The output console 
   public static void main (String [] args) 
   { 
     c = new Console (); 
     c.print ("Enter year, month, day (separated by spaces) :"); 
     int year = c.readInt(); 
     int month = c.readInt(); 
     int day = c.readInt(); 
     Date userDate = new Date (year, month, day); 
     if (userDate.isLeap()) 
       c.println("Is leap year"); 
      else 
       c.println("Is not leap year"); 
   } // main method 
}     // The "UseDate" class.   
 
Depending on the year entered by the user, the program should display “Is leap year” or “Is not a leap year”. 
The problem is that no matter what the user types in, the program always displays “Is leap year”. 
 
5.1 Explain why the program is not working as it should and what can be done to fix the problem. 

                  (2) 
5.2 Describe in detail how you could use variable box diagrams and arrows (if need be) to explain this 

problem to a class of learners. Your diagram must be accompanied by a textual description. Explain 
what happens with and without the change as described in 5.1.                    (8) 

5.3 Write a second constructor for the Date class which takes a single parameter of type String: a date in 
the the form dd/mm/yyyy (for example, “24/09/1998”). Your constructor should extract the day, 
month and year parts from this string parameter and use them to initialise the data members of the 
Date class. You are not required to do any checking for invalid values. (Hint: to convert a String to 
an integer, use the method Integer.parseInt, see Appendix B).                                  (6) 

 
---------------------------------- 

 
Extract from the examination paper for the pre-service course. 
 

Question 4 
 
public class LineTestExam 
{ 
          private int size = 3; 
        private char pattern = ‘*’; 
 
public void setSize (int s) 
{ 
            If (s>=0) 
             Size = s; 
} 
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Public void setPattern (char p) 
{ 
           for (int i = 1; i<= size; i++) 
             { 
                 for (int x =1; x<= i; x++) 
                     System.out.print(pattern); 
             System.out.println( ); 
              } 
 } 
} 
 
import Utilities.*; 
public class LineTestE 
{ 
Public static void main (String [] args) 
{ 
     LineTestExam  line1 = new LineTestExam(); 
     Line1.draw( ); 
   
     System.out.println (“Enter the size of line you want”); 
     Int num = Keyboard.getInt( ); 
     System.out.println(“Enter the pattern of line you want”); 
     Char pat = Keyboard.getChar( ); 
     Line1.setSize (num); 
     Line1.setPattern(pat); 
     Line1.draw( ); 
     LineTestExam line2 = new LineTestExam ( ); 
     Line2.setSize(5); 
     Line2.draw ( ); 
     Line1.draw( ); 
  } 
} 
 
4.1  Trace through the program above and give the exact output when the main method is executed. Use 

as input; 4 for variable num and “%” for variable pat.                
  [8] 

4.2 If the line “private int size =3” was changed to “private static int size = 3;” what would the output 
be, given the same input as 10.1, and why?  [4] 

4.3 If the line “public void draw( )” was changed to “private void draw( )”, will the main method 
compile successfully? Explain your answer.   [4] 

 
Question 6

 
For the following program you must make use of classes, constructors, objects and methods. Write a Java 
program that will calculate the distance between 2 points on the Cartesian plane and determine the 
equation of the line y=mx + c that passes through those 2 points. 
 
The points (x1, y1) and (x2, y2) are input via the keyboard. 

Distance = 22 )12()12( yyxx −+−  
 

Gradient  m = 
12
12

xx
yy

−
−

 

           [40] 
And the constant c = y1-m*x1 
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Appendix D 
 

Interview with students about programming 
 
Interviews with pre-service students learning JAVA 
 
 
R: Is it the first time you are studying programming since you’ve come to university?  
S1: I started programming at university. 
R: Were you exposed to computers before? 
S1: NO, Yes, using computers. 
R:   What do you understand by programming? 
S1:  Well I wouldn’t say too much. Actually what programming is about?... I think it’s the   way things are 

made simpler and implemented …To find easier ways to do things. 
R: Can you write a program that works? 
S1: Yes. I have 
R: How do you know? 
S1: Yes I have written one 
 R: Can you write a good program? 
S1:   I wouldn’t say my program is a good program...but I’ve seen it work. 
R: Why do you say it is not good? 
S1: Well since I ‘m not very experienced in the field and I have been reading books… and I’ve come across 

books that say… even an experienced programmer does not write a good program sometimes. So I 
wouldn’t feel that my program is perfect. 

R: How do you see your current ability to program?  
S1: I think it’s stable but I need to work hard 
R: Can you describe the process you go through when you write a program? What do you do first?  
S1: Okay I think of a program generally. Like, how would I solve this problem. Just put it down roughly. 

Okay… If this happens its gona be because of this, so I got to do this because of this. Have a reason for 
everything that I do. Break the program down. Make sure it makes sense and then write it.  

R: In other words do you write a psuedocode? 
S1: Yes, I write an algorithm to solve it and then when I see that it makes sense I try to code it. 
R: How have you learnt to program? How did you go about learning to program? 
S1: I practiced a lot. And I just thought of a program generally. I try to solve the problem generally. For 

instance the car problem that we’ve been doing, just make sense of it generally and come up with a 
pseudocode ... I mean a program. I think of the problem generally. 

R: But before you could come to the point of solving the problem how did you learn this language, was it 
purely by lectures, or notes or reading? 

S1: My learning experience is mainly by lectures. I assisted my self a little bit. 
R: How did it take place? How were you taught the subject programming, the language? Did you learn the 

syntax, or the objects? 
S1: I was taught the syntax first that’s what I came to grips with first…  
R: Have you learnt about objects and classes yet? 
S1: I have started but not confident yet about classes and object. 
R: What would you say is the demanding or difficult aspect of programming in your experience? 
S1: Actually programming itself and coming up with the sequence of steps to solve the problem. 
R: Do you enjoy programming? 
S1: Yes I do because it demands a lot of thinking and when you’ve thought of something and solved the 

problem you feel good about yourself. You feel that you’re a great thinker. 
R: So that’s what makes it enjoyable? 
S1: Yes 
R: Is there anything else you’d like to say with regard to programming in general or objects? 
S1: It is an interesting module and ... that is far as I can say… 
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                                               ----------------------------- 
R: Is this the first time you started to learn programming since you came to this university? 
S2: Yes I only started programming last semester. 
R: Have you done anything with regards to computers? 
S2: I used the computer at school in literacy. 
R: Were you competent in the use of the computer before you could come to university? 
S2: Yes 
R: In your own words what do you understand by the term programming to be, what comes to your mind? 
S2: Basically its problem solving. 
R:    Can you write a program that works? 
S2: Yes structured programming, yes I can. 
R: Why do you say structured programming? 
S2: Because last semester we learnt structured programming and this semester we learnt how to create 

objects and I have some difficulty with objects. 
R: How do you know that you can write a program that works? 
S2: I think if I can execute it and it works 
R: Can you write a good program 
S2:  I’m not too confident, but with time I think I can.   
R: What would you say is a good program? 
S2: I think a program that does not have errors, a program that can be understood by other programmers. 
R: How do you see your current ability to program? 
S2: Well at this point I’m not too confident about myself but as time goes I keep on learning 
R: Can you describe the process when you write the program 
S2: First I look for the keywords in the problem see what’s required the calculations etc. 
R: What are the keywords you are talking about? Give an example. 
S2: Like if they say write a program to calculate the average of a student then the average is one of the 

keywords, the other values would be the marks of the students so maybe the values as well.. 
R: How did you learn to program, is it from lectures, from the web, from textbooks? 
S2:  In my case it’s been mostly from lectures. Last semester the more I practiced the more I understood. 
R: What is the most demanding or difficult aspect of programming? 
S2: Basically it’s solving a complicated program, because it makes you think. 
R: Do you enjoy programming? 
S2: Yes I do 
R: What makes it enjoyable? 
S2:  It’s challenging, it tackles your mind, it makes you think. The fact that your program is running, makes 

you feel good it makes you think that you can do something, therefore I feel challenged. 
R: Do you understand objects, classes and how to program using objects and classes? 
S2: As I said I have difficulty with objects and classes now. I don’t understand them completely.  
R:  But you are confident that you will get the hang of it. 
S2: Yes, before the semester is over. 
 

------------------------- 
 
R: Have you done programming before? 
S3: Yes 
R: At school? 
S3: Yes at grade 10, 11 and 12. 
R: What language have you learnt? 
S3: Turbo Pascal 
R: How would you classify turbo Pascal? 
S3: I don’t know 
R: How is TP similar or different to Java? 
S3: We just started with Java. We did one semester of Java They are more or less similar. We are just 

working on the difference that is objects now. I can’t actually say much. 
R: How do you see programming? 
S3: It’s a solution to a problem. 
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R: Can you write a program that works? 
S3: Yes 
R: How do you know? 
S3: Well I‘ve done it before. 
R: That’s good. When you say that, are you referring to Pascal, Java or both? 
S3: Both 
R: Can you write a good program? 
S3:   I can write a good program in Pascal but Java… I’m not that good. Basic programs 
R: What would you say is a good program? 
S3: It must contain a bit of graphics, sound..that’s in Pascal..solves the problem without any errors. 
R: How do you see your current ability to program? 
S3: Fairly good 
R: Can you describe the process you go through when you write a program? 
S3: First you got to plan your algorithm or flowchart. Then code 
R:    Remember I’m not talking about theoretically what must be done, I referring how do you proceed? 
S3: That’s how I do it. 
R: How did you learn to program? Was it purely by the teacher teaching you, through lectures, or the web, 

textbooks, supplementary reading? 
S3: Trial and error. The teacher teaches certain topic, and I go home and work on it 
 Make mistakes, and get the solutions, see why certain things happen  
R: But it’s first initiated by the teacher or lecture before you experiment with it 
S3: Yes. In Pascal I use to do my learning, but now I wait for the lecture, because it’s a bit different. 
R: What is the most demanding or difficult aspect of programming? 
S3: You have to first find out exactly what they want from you in the question and that sometime is a bit 

difficult. 
R: So it’s interpreting the question? 
S3: Yes. To find out what variable you need to declare. 
R: In object –oriented programming are you able to identify what the objects will be immediately, the 

classes? 
S3: Now that’s more of a problem now. 
R: Now you’ve learnt a structured programming language, such as Pascal and Java is an object-oriented 

language, now that you are learning Java, do you find that you get confused with the two languages? Or 
is it a problem to shift over? 

S3: I work with them separately. But I try to still remember what I did Pascal. I don’t want to forget. But 
when I’m working in this code I only think of what will happen in this language. I don’t put them 
together… It doesn’t work. 

R: Okay. That’s as far as syntax is concerned, but the actual problem solving is a little bit different? 
S3: I use the knowledge of the previous language. 
R: Do you enjoy programming? 
S3: yes 
R: What makes it enjoyable? 
S3: It’s nice to have a problem and work it out that do something 
R: What is difference between Pascal and Java, A quick review, what strikes you as different? 
S3: The names sometimes are different, like Procedures and functions are called methods in Java. The way 

you start a program. In Pascal you give the programs name, but here you start with public classes and 
methods. 

 
------------------------ 

R: What do you understand by the term programming? 
S4: Programming to me is just solving problems…and using different programs, programming languages 
R: You see programming as problem solving? 
S4: Yes, for me its just problem solving. 
R: Can you write a program that works? 
S4: Yes 
R: How do you know? 
S4: Because I tried it. I run the program and it works. 
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R: Do you get the results you wanted or does it work the first time round? 
S4: No, I got to keep trying until I get the result. 
R: Can you write a good program? 
S4: Yes 
R: How do you know? What makes you think that it is a good program as opposed to lets say a not so good 

program? 
S4: I think when I run it I get ...compared to...like in my class...compared to the other students I get the 

results that I want, the output that I want. 
R: When we think of good programs, do you think of the type of structures that are used or the efficiency of 

memory allocation that is used? Does that come to mind or just that because you get the results you feel 
it is a good program? 

S4: No I think a good programmer solves the problem properly. I don’t think a good programmer is 
someone wasting his time writing comments and all in the program…As long as they can solve the 
problem. 

R: Okay. How do you see your current ability to program? 
S4: Good 
R: If you had to rate it on a scale from one to 5, what would you say were? 
S4: I would say …er 3.5 maybe. 
R: Can you describe the process you follow when you are given a problem to write a program? Think back 

of the steps you follow.  
S4: Like what I start with? 
R: Yes. 
S4: I always write an algorithm first, then I write the program 
R: How did you learn to program? 
S4: In school from grade 10 to 12   and then now at university 
R: Did you have to read up textbooks or did you get material from the teacher or lecturer? 
S4: I think also of the material I got from high school. When I was at school I went for tuition. 
R: What language did you study at school? 
S4: Turbo Pascal 
R: What would you consider is the most demanding or difficult aspect of programming? 
S4: I think the syntax. Like now we are doing Java I can’t remember some of the syntax ...not everything is 

on the data sheet provided and I can’t remember that. But solving problems, I love solving problems, 
only if I can’t solve it, then maybe... But I don’t think it is difficult just… I just find that writing out the 
program using the proper language I think that’s just ...(pause) irritating. 

R: That’s irritating. 
S4: Yes 
R: But would you say that that’s the most demanding and difficult aspect, the syntax? 
S4: Ja maybe 
R: Do you enjoy programming? 
S4: Yes 
R: What makes it enjoyable? 
S4: Solving the problems and getting it right. My favourite… I like working out sequences. Like when we get 

a number like 4, 16 , you work out the 12 in the sequence of  numbers 
R: You mean the pattern in a series of numbers? 
S4: Yes.  
 

------------------------------- 
 
R: Can you tell me what do you understand by programming? 
S5: Programming is… a for example you got a question and you need to have a program in which you can 

get answer for the question…ja 
R: So that is how you perceive programming, an answer to a problem 
S5: Ja in which somebody can use it 
R: Can you write a program that works? 
S5: Yes I can. 
R: How do you know that? 
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S5: When I write a program it does exactly what I want it to do? 
R: Can you write good program? 
S5: Ja, I think I can. 
R: How would you know it’s a good program? 
S5: Because the style in which I write it and the languages and many other things 
R: How do you see your current ability to program? 
S5: Its good but as far I know for now ...but as time goes on I think it will improve. But its good for the time 

being with the information I know. 
R: Did you do computers/programming before? 
S5: I didn’t do programming before we started last semester. 
R: Have you been exposed to computers before? 
S5: Yes but not in programming 
R: How have you learned to program? Through lectures, web, textbooks? 
S5: Only through lectures. 
R: Have you not supplemented this learning with any other material? 
S5: No 
R: Just by attending lectures and listening you were able to come to this point of programming? 
S5: Yes 
R: What is the most demanding or difficult aspect of programming? 
S5: Right now its methods and passing of parameters, the only thing I’m trying to get now… 
R: Objects and classes do you understand the terminology?  
S5: Yes 
R: Can you describe the process you follow when you are given a problem to write a program? Think back 

of the steps you follow. 
S5: I sit and look at the question and find out what I really need to do and then I find out the steps in which I 

need to get to the answer. And then I write an algorithm most of the time, not always and then I start 
programming. 

R: You find that it works 
S5: Yes 
R: Do you enjoy programming? 
S5: I do at times if I get to the answer then I’m happy but if I don’t You get so confused if you don’t get to 

the answer, because you don’t know really where the problem is. You find that always you think your 
answer is right and if it doesn’t run you get so confused.  

R: Does it not motivate you to get down and find out what went wrong? 
S5: Yes it does. Because for instance when we were doing the corrections its like oh I went wrong there and 

you can correct it for the next time. 
R: What makes it enjoyable? You say you do enjoy it. 
S5: It’s challenging and it gets you to think...I don’t know how to put it...to think .at that time this thing you 

want to do now. 
 

-------------------------------- 
 
R: What do you understand by the term programming? What do you perceive programming to be? 
S6: The first thing that comes to my mind… is the idea of a problem and programming is the way in which 

we go about solving a particular problem…We use lots and lots of tools.. use various tools to do that.   
R: Can you write a program that works? 
S6: Yes I can. 
R: How do you know? 
S6: Very often we were given exercises to do on a regular basis. Lot of the work we do is on our own and er 

so I do know that I can write because the exercises we do are similar. 
R: Can you write a good program? 
S6: I’d like to think so.  
R: How do you know it’s a good program? 
S6: I suppose just looking back to where I’ve come from with other programs to now doing program which 

will work out various times that different vehicles will take to reach a particular destination.  I suppose 
just looking at that it’s a big step. 
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R: How do you see your current ability to program? 
S6: I’m quite optimistic I suppose, especially considering the fact that we moving into a different style of 

programming. So whereas there are quite a few similarities there are  few concepts I’m just starting to 
come to terms with. 

R: What are those concepts? 
S6: Quite a few concepts with regard to objects…object- oriented programming and just getting my head 

around looking at a particular (end of tape) 
R: You were trying to orient your thinking to objects and classes. 
S6: Yes and just the whole idea that each object has the same characteristics of that particular class and the 

whole idea that you can have many, many objects and they basically all draw on the same memory 
location as the classes. 

R: How have you learned to program? Through lectures, internet, textbooks? 
S6: It was exclusively from lectures. I came into this course without very much...knowledge, without any 

knowledge as far as programming was concerned. So everything was new to me. 
R:  So you had not done this subject at school? 
S6: No. 
R: But were exposed to computers but not programming? 
S6: Yes, in fact all the work I did on computers before that was on my own. 
R: Can you describe the process you follow when you are given a problem to write a program? Think back 

of the steps you follow. 
S6: Thankfully its been indoctrinated into my mind that the first thing I need to do is to understand the 

problem itself and …follow the formal steps which is to write an algorithm ….do some tests to see if it 
works on paper and the next step would be to ..once you figure it out how you can solve the problem 
then you could sort of outline your program and go from there. Do simple tests, run simple tests data.. 

R: What is most demanding or difficult part of programming? 
S6: For me It’s most definitely the language and the syntax. I won’t say I’m struggling but I find it hard to 

come to terms with some of..well that particular aspect.   
R: So actually solving the problem is not the problem? 
S6: No In fact I like to think that I have a very.. logical mind. 
R: Do you do Mathematics? 
S6: No.. 
R: Do you enjoy programming? 
S6: I do..I do, the most enjoyable part is to see it the program run 
R: So that’s what makes it enjoyable? 
S6: It’s when you click on the compiler, you hold your breadth for a couple of seconds  
R: What made you choose this course? What motivated you? 
S6: From the onset and I did speak to Mr…, I did not have the grades to do this course and no mathematics. 

I had to write a motivational letter. All because I wanted to do computer science education because the 
way things are going technologically speaking. Its going to be a must for kids to come. Somewhere 
along the line its changed now. We’ve become a little bit of a family now, those guys that made it from 
first to second year. Although it is a primary motivation, I keep going each day and each lesson  and 
also I don’t want to let the guys down or Mr … down, myself down. 

 
------------------------------------ 

 
R: Why did you choose to do this course computer science education?  
S7: Honestly I had,..I was short of credits. And I needed  to make up credits it was the most appealing 

subject left for me to do. 
R: Presently, can you write a program that works? 
S7: Yes 
R: How do you know that? 
S7: Because I can, it runs and I can credit my self given a problem, you can code it, execute it and it runs.  
R: Can you write a good program? 
S7: I don’t know.. (laughs).. I hope so. 
R: What would you consider to be a good program? 
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S7: One that is efficient and does not have too much information that is not needed, a program that is 
orderly and lacks and calls for things at the right places... 

R: Okay. How do you see your current ability to program? 
S7: I.. as I was saying to Mr… I was so fine with last years work and I was getting to know it properly. But 

now we started this object-oriented, I’m a bit lost with that. I don’t...But I was like that at the beginning 
with the other one, so at the moment I’m a bit unstable…like ooh! Like I don’t know what I’m doing, but 
I’ll get there.      

R: Do you enjoy programming? 
S7: Yes, very much. I could have dropped it this year I have too many credits as it is but I decided to keep it.  
R: Do you see it as a challenge? 
S7: Yes, I enjoy it. 
R: How did you go about learning to program? 
S7: First we started with the theory of programming and then we started on flowchart and flow diagrams 

and how to pass information and we just given programs to type and we got used to the syntax. Then we 
started problem solving. And then coding 

R: What do you use as your main resource? Is it just attendance at lectures, additional material from the 
web, from textbooks or just talking with others? 

S7: I think I learnt most obviously in my lectures. Mr… does a lot with us in the lectures. If we miss any 
lecture we do miss a lot. My textbook is very helpful; it’s got a lot of more theory than actual programs. 
But I think it has a lot to do with doing it by yourself and working through the problem and you know 
trying to do it properly. 

R: Have you got Computer science or programming background? 
S7: No, nothing. 
R: So you are just computer literate? 
S7: Yes, I did the ICDL at UNISA and that was as far as it went.   
R: When we talk of programming, what comes to your mind as you are learning? How do see programming 

or learning to program? 
S7: I feel that It’s finding a niche, like a market in a programming atmosphere where somebody hasn’t 

already developed a program to do a certain thing and that you will fill that...that gap and maybe design 
a program to do something that somebody needs; or even upgrading programs to make them… you 
know further with technology.      

R: Do you think it has anything to do with problem solving? 
S7: Oh sure, definitely, because you have to first, have a problem to solve it and then program it. 
R: Is there anything you would like to tell me with regard to programming, Java how you see it 
S7: Not really, I feel maybe the other students may have more of a programming back.. not background, but 

they have had more programming languages, no like various different languages maybe, because 
they’ve done Java, now they are doing Java this year and they did Delphi and I know that Mr … is 
trying to teach us principles that will fit over each programming language but I don’t know what I will 
do given a program in Pascal. I feel unsure about that.      

 
 
 

Interview of students after writing a test in programming 
 
 
R: So Thami you’ve just written this test. How do you feel? 
S1: Very scared 
R: Very scared…(confirming) 
S1: Very scared  
R: Those are your feelings about the test? 
S1: Yes  
R: Why are you feeling scared? 
S1: Okay…It was something that not what I expected...it was totally different from what I expected. 
R: How was it different from what you expected? 
S1: The way I studied wasn’t what the way it was in the test.  
R: Okay…You said that the problem in the test was different from what you expected? 
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S1: yes 
R: So what were you expecting for the test? 
S1: The actual problem was very different from what we usually do. 
S1: I expected some problems like the ones we did in class. 
R: What kind of problems did you do in class? 
S1: It’s actually the question… the way it was…  
R: worded (completing the sentence) 
S1: Yeah… it was worded 
R: Did you understand the problem and what was required? 
S1: Yes I did understand the problem. I had some problems interpreting it 
R: Now that you say you had a few problems interpreting it. 

Which part or aspect do you think you misinterpreted or had a problem with? Was it making use of 
classes, objects, designing the methods? 

S1: Creating the objects… creating the objects actually. 
R: That’s where you had a problem. 
S1: Yes. 
R: Do you understand what an object is in programming? 
S1: I do have an understanding of what it is but not the entire thing  
R: Were you able to write the method in order to calculate the interest?   
S1: Yes I did write the method    
R: How did you go about solving the problem? Can you trace back your steps as soon as you got the test? 
S1: Okay I thought about the methods that needed to be in the class and the input values that should be in 

the constructor and … I just laid it out I just made an outline of the...(inaudible)   
R: So did your program work, run?  
S1: The first one had two variables in the class and the main class…mm 
R: You could not follow the logic? 
R: What was the most difficult or challenging part of the problem? 
S1: Creating the objects and calling the methods. 
R: That seems to be the problem? 
S1: Yes… 
R: Is there anything else you’d like to say about programming or solving the problems? 
S1: Well …you never say you know…you know …  
R: Until you work the problem (completing the sentence) 
S1: It’s not something that you can work the problem and say you know. You really need to… know 

programming. 
R: So you need to develop your problem solving skills on a regular basis. 
S1: Yes… 
 

-------------------------------- 
 
R: What are your feelings about the test? 
S2: I have mixed feelings about it 
R: mixed feelings? Why? 
S2: I think I was able to achieve some things and not able to achieve some other things. 
R: When you say you achieved some things, can you be more specific and tell me what things were you able 

to achieve in this problem solving? 
S2: problem solving I was able to apply my knowledge and there were other parts where I got stuck, I did 

not know what to do.  
R: How did you prepare for the test? 
S2: I did about 3 programs. I went over them,… the structure,… all of them were different problems. 
R: You say you went over, you did 3 programs, did you actually solve, design them and key the program 

yourself or did you just look through the solution? 
S2: Normally, I must confess, I never...don’t type on the computer I just write it down in my book then 

maybe the following day when Mr… discusses it with us as he discusses then I correct my errors. 
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R: For the test you say you worked on 3 programs, when you say worked did you solve the problems using 
the computer or did you just look at the solution you got and went through the solution and say this is 
how it’s done? 

  
S2: Well I compared   
R: So you did not actually sit and redo it on your own? You had a solution already 
S2: Yes I looked at the solution. 
R:  How did you interpret the problem calculating the compound interest? 
S2: Well you mean the way I did it?  
R: What did you think about first as soon as you got the problem/test? 
S2: First I read through and then after I finished I had an idea of what to do. 
R: Did you plan it on paper 
S2: First I designed two classes, then I decided to use one class. Different methods for the two interests 
R: Did you use 2 different methods to calculate the compound interest? 
S2: Yes the problem wanted an output for the two different interests. 
R: What is the method? Isn’t it to calculate the interest? So whether you use 15000 or 10000 the 

calculation should be the same method should calculate the interest? 
R: Why did you use two different methods? 
S2: That’s how I solved it. 
R: That’s how you interpreted it. 
S2: Yes 
R: How many objects did you create? 
S2: I tried to use two objects in the main method, but I couldn’t 
R: So you don’t know whether the program worked? 
S2: No 
R: What is the most difficult or trying part to work out this problem? 
S2: Trying to figure which was the better interest. That’s where I spent most my time.  
R: In general what do you think about programming and problem solving?  
S2: It’s not easy, but its challenging the more you do it the more learn. 
 

-------------------------------- 
 
R: You’ve just written a test. What did you think about the test? 
S3: It was nice 
R: What do you mean by nice? 
S3: We covered the work in class. 
R: How did you learn for the test? 
S3: I looked at other examples from what we worked and got an idea of how to do it.…like specific order 

which you do, like what’s needed 
R: You mean the structure 
S3: Yes 
R: Was the problem anything like you did in the lectures. Was it similar? 
S3: Similar, He took little bits of different questions and put them together. 
R: How did you interpret the problem? 
S3: I managed to interpret it. 
R: Think back and trace back your steps. What was the first thing you did when you saw the problem? 
S3: I read the question and saw what needed to be inputted, what’s needed first what processes were needed 

and what will be the output. 
R: Were you able to create the objects? 
S3: Yes 
R: And the constructor? 
S3: Yes 
R: Did your program work? 
S3:  I don’t know, it had utility problems…So I couldn’t say.   
R: So you didn’t run your program 
S3:  No didn’t run ...., I ran it, but there were other problems 
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R: Logical problems? 
S3: Yes 
R: So you are pretty confident that what you did was right? 
S3: I simply tried 
R: When you say there were other problems, what problems were they?  
S3: I don’t know, t couldn’t locate the utilities that means it was telling me keyboard class error. I didn’t 

actually see the output 
R: So you didn’t see your output, but you know what you did was right? 
S3: I know what I did. 
R: What was the most difficult or challenging part of the question that you had to think really about here. 
S3: The formula, and the other part was the output. I wasn’t too sure about the … to get which one is higher 

from the two, the two objects 
R:  Were you able to determine the last part 
S3: I think I was able to …(inaudible)  
R: But if you think about it you got invest1 and invest2, you had to find the interest1 and interest2 and then 

compare them 
S3: Yes, I found the interest for both but didn’t do the comparing part, I ‘m not sure of that part. 
 

------------------------------------ 
 
R: What were your feelings about the test? 
S4: Okay 
R: Just okay? Is there more that you can tell me? 
S4: I expected something harder. Only one example came out. It’s the only example I did from the learning. 
R: Do you mean he gave you a list of examples to go through and this was one of  
 them? 
S4: Yes 
R: How did you prepare for the test? 
S4: Just looked at the examples and wrote out the solution 
R: How did you interpret this particular problem? 
S4: What do you mean? 
R: What’s the first thing you did when you saw this question that you needed to solve? Can you trace back 

your steps that you did? 
S4: Okay, first I wrote down the… that calculating the interest part first. First I wrote how you write it in 

Java, and then I started the main program input, then call for all methods, and output, then I just started 
typing.  

R: Did you make use of objects? 
S4: Yes 
R: So you did not have a problem of calling methods using the objects 
S4: No, everything worked. 
R: Everything worked out? So you ran the program.  
R: Was there anything you found challenging, difficult, confusing that just bogged you for a little while. 
S4: mm…I made lot mistakes, the only thing  
R: Mistakes in which respect? 
S4: Like missed out semicolons and brackets. The other thing was for the display, when we output it I think it 

was supposed to be static, I’m not sure, because not each object is not going to be output separately; we 
output in one so I made that method static, so I don’t know if  its right that’s what I had problems with. 

R: But it still worked? 
S4: Yes it still works  
R: What does static mean? 
S4: Static is… the method does not belong to the object, it belongs to the class; in that  
 problem you have two objects, but in the output you give which is the better of  
 the two. That’s why I choose the static method. 
 

----------------------------------------- 
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R: Can you tell me what your feelings are about the test? 
S5: It wasn’t that surprising but often I did get a problem with parameter passing. 
R: How did you prepare for the test?  
S5: I worked on examples, previous examples and examples the lecturer had given us 

And… 
R: Mostly just examples the lecturer had given you…? 
S5: Yeah 
R: Was it similar to what you had in the test? 
S5: Yes it was similar 
R: Do you think if you were given a completely different problem from what you‘ve  
 been going through, would you be able solve it?  
S5: I would try but not certain it would work.   
R: How did you interpret this problem? Did you understand all aspects of what was required?  
S5: I did because it was… compound interest. Ja...and it was quite logical 
R: What steps you followed in order to solve the problem? Think back.  
S5: I made my class and I was thinking of what type of methods I use for my objects,   
 And I created those 
R: Did your program work, run? 
S5: It did run even though... I don’t know how. 
R: Did it give you the desired output? 
S5: I think so 
R: You think so?  
R: So you were able to compare the two investments? 
S5: Yes I was 
R: Why are you not confident, you say that you think you did?  
S5: Because I did a constructor first but I the constructor did not pass the values...(inaudible)  
R: How did you get around it? 
S5: I put two parameters on both I initialize a new object and the actual method  
R: What was the most difficult part or was there any difficult part? 
S5: There wasn’t but I don’t know why it did not work out, I think there was something to do with the 

constructor. 
R: So you think the constructor was the problem. Did you check the number of parameters, the type and the 

order? 
S5: yes 
 

--------------------------------------- 
 
R: Good morning… You’ve written this test 2 days ago. I want you to cast your mind back and try to 

visualize what happened when you wrote the test.What were your feelings about the test? 
S6: When I saw it I was surprised but happily surprised because we... it wasn’t the same type of 

question…the examples we were going over last week,...that was good and... 
R: Are you saying the test had similar examples to what you had gone over? 
S6: No... it,  that was a good thing it wasn’t the same, the idea was the same.Luckily over the weekend I got 

the idea in my head, the concept, how this OOP system works. The good thing is it wasn’t the exact 
same… or similar program as what we were doing last week ...but the idea was obviously the same. It 
was still an object-oriented program. 

R: How did you prepare for the test? 
S6: Well I went over 3 specific examples that we had done last week that Mr … had gone over with us as 

well. I broke it down over the weekend. I printed them all out and looked for similarities between the 
three. I managed to break down each of the programs into their structure. By doing that it finally clicked 
in my head how this whole object-oriented programming works. 

R: What kind of problems did you go over? Can you recall? 
S6: Yes. There were three. One was the split minutes and where we had to receive an input in minutes or 

seconds and then convert it into days, hours and minutes. 
R: You receive one input from the user, like a date and time?  
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S6: You receive just one input from the user, either in minutes or seconds and from that break it down using 
methods. 

R: And the other examples? 
S6: The others were average where we received3 inputs, a test mark, an assignment mark and exam mark 

from the user and from that we had to determine whether the student passes or fails   
R: Were you able to, how did you interpret the problem? 
S6: Mmm,…The nice thing was even after speaking to Kirsti as well, I put all the programs out, after 

printing the programs out,  I looked at them, wrote on them and looked at the structure of each program.  
In the class for eg. We initiated the class, and we then had a constructor, followed by each receiving 
method… and then in the main class we created the objects and passed our variables to the class and 
after that we called for each method that made sense to me. 

R: Why did you follow this method? 
S6: Because, well I tried everything. After trying everything… after speaking to the tutor and Mr…on 

numerous occasions, it just wasn’t sinking in,… it really wasn’t helping me , my grades wasn’t good as 
well for the last few tests and somehow or the other after speaking to Kirsti and trying this new system 
out, it seemed to make sense.. 

R: Did your program run? 
S6: No unfortunately and this is thanks to or no thanks to Mr …  

After I understood the problem I decided to have nothing in the main method, but my object creation for 
instance initializing I was going to call for the different methods that I needed. In other words, in the 
class itself I had a method for display heading, a method for input request and a method for working out. 
The only thing that was going to be in the main method was the output statement and the calling of the 
methods. So I asked him, I can’t remember what I had asked him about, and he came over and looked at 
my program. He said, what are you doing, why are you putting the display heading in the class it should 
be… or shouldn’t be there..  So I realized it can be, normally it is in main method.   
I also realized for neatness and my own sake I didn’t mind it being in the method because I was calling 
for the input statements twice I had two separate objects. Subsequently I changed that and couldn’t see 
it run… there wasn’t enough time to make anymore changes? 

R: So you didn’t have enough time to see it through. Al right, now that you are going to go through the test 
with Mr… you will be able to see where you went wrong. 

S6: Yes.   
 
 

--------------------------------- 
 
R: What were your feelings about the test?  
S7: hmm… I was a bit confused with my objects, but… I didn’t think it was too bad. 

It wasn’t a complicated program that he set for us to write.  
R: How did you prepare for the test? 
S7: Just did questions that Mr …suggested that …we did programs  
 that he suggested we try to do. We went over the ones that he done with us  in  
 class. 
R: Was it anything similar to what you’ve done in the test?  
S7: I hadn’t done that one. 
R: But the similar kind? 
S7: Yes. Creating objects 
R: How did you interpret the problem? How did you go about solving the problem? 
S7: Oh well, I first figured out what kind of methods I needed, I needed to create two objects, then broke 

down the methods then just programmed it. 
R: So you mean you did planning on the paper first. 
S7: Yes. 
R: Were you able to grasp the formula for compound interest? Did you understand  
 how that works?  
S7: Oh Yeh, because we did compound interest last year in one of our programs. 
R: Why did you go about solving it the way you did? Is there any particular way or is it the only way? 
S7:  No, Yes it’s what makes sense to me, it’s what I did 
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R: I just heard that you could not actually get it to run. 
S7: I couldn’t get to run. I could not use the object to call one of the methods; it said  
 that my syntax was wrong. So I’m not sure… something was wrong there. 
R: So you couldn’t actually solve that aspect. But you know how to call a method using an object.  
S7: Ja, I just didn’t have the syntax right. I don’t know what I did wrong there. 
R: You couldn’t figure it out. 
S7: No. 
 

------------------------------- 
 

Interviews from the Pilot studies 
 
S8: My biggest problem was... it says here it pays 5% interest whether it was 5% per annum or monthly? It 

just says it pays 5% interest. I just read it as is but later I asked Marcian and he said you should have 
used a repeat statement or whatever…but I did not understand what the question asked for. That’s my 
biggest problem. 

R: Do you find that that being a general problem when solving other problems or is it just in this particular 
situation?  

S8: Well you know…I just been introduced to programming and I’m understanding what they asking for but 
a lot of the examples that are given to us I don’t quite know what its asking…so I just feel if I do it this 
way is that going to get me the desired result and that’s the basic thing. I’m not sure if I’m going in the 
right steps. I’m hesitant to start off because I’m not sure exactly what‘s required. 

R: So you think the problem is reading the problem and understanding it, interpreting the problem, that’s 
your main problem? 

S8: Yes 
R: But once you’ve interpreted the problem do you think you could actually solve it. You think you could 

actually implement it in Delphi code? 
S8: Yes, I think I can. I’ve been working on it. I know I’m a little bit behind to what we are doing in class. 

I’m sure I can work this out. I thought I’d done this perfect,…and then I found out it was countdown that 
was because I did not understand what it was asking for. 

R: But I think you have, according to what you’ve done in the test you’ve actually did what was required. It 
is this portion here where you had to say that if thousand rand is withdrawn every year, according to 
you you’ve divided by a thousand rand. 

S8: You take off a thousand rand 
R: But do you divide or subtract? 
S8: Take that amount, you divide it by that. 
R: Every year you are withdrawing? 
S8: Yes, no I understand that but I was saying that in 15 ...you’ve got R15000 
R: And at the end of the year you want to withdraw R1000, what will you do? 
S8: You subtract it off, yes sure off-course, but the way I worked it out was I said okay, I‘ve got R15000, you 

take 15 divided by how much you take out every month and you get how many months you have. Look, I 
realize I’ve done it wrong, but… 

R: Okay,...What I’m saying generally have to go step by step to test and you’ve got to analyse the problem. 
S8: Yes.  
 

----------------------- 
 
 
R: We are referring to this problem of calculating the number of years until the balance becomes zero. 

What is the major difficulty you had in solving the problem? 
S9: I guess applying the rules of fixed deposit interest to get the… I understood the concept of finding the 

value until the sum was 0. But at first I was doing a fixed deposit and then I realized it needed compound 
interest. Because, yes I was confused 

 
R: Do you think there was confusion with interpreting the problem or the problem wasn’t clear enough? 
S9: Oh the question? 
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R: Yes 
S9: Can I read the question? 
R: Yes 
S9: I did say it was ambiguous because it doesn’t say whether the 5% increases annually or monthly, but the 

thing is if you look at the diagram if anything has to tie in, it has to tie in with the number of years; that 
was crucial. 

R: Would you say that whenever we talk of interest in everyday situations do they give you interest per 
month or is it by default interest per annum? 

S9: I guess its interest per year. 
R: Yes, per annum. Basically that was a little bit of confusion  
S9: Yes, they should have added that in the question. Otherwise I thought the question R: was straight 

forward. 
 

------------------------ 
 

R: The purpose of this interview is to determine what problem you encountered in solving the problem and 
how did you go about solving the problem? Were there any major difficulty? 

S10: The problem itself was pretty basic. But I…where I found it hard was I felt under pressure. I looked at 
the format where you had a real number and I was trying to figure out how to get …how to use a real 
number and that caused me to leave out things like using the if… then… statement to make sure that the 
input they put in is less than 15000. So in the end I still could not figure it out, so I left it as an integer. 
Other than that it was okay. 

R: So you were able to solve the problem to an extent? 
S10: Yes to an extent 
R: You understood what was required? 
S10: Yes 
R: Is there any other aspects you have in general with regard to problem solving computer problems? 
S10: No not really, in fact I enjoy it. 
 

------------------------- 
 

 
R: The purpose of this interview is to determine what problem you encountered in solving the problem and 

how did you go about solving the problem? 
 You had to calculate the number of years before the bank balance becomes 0. 

You didn’t seem to get it right completely. 
S11: According to what the question says, the mathematical aspect of 5% of the deposit 
R: You mean you didn’t understand what that 5% meant? 
S11: Yes I didn’t understand. 
R: The 5% means that every year you will earn interest on the amount of money you have in the bank. They 

will have to calculate a certain rate of that amount. So in this case they will have to calculate 5% of this 
amount  

S11: Every year? 
R: Yes, every year. What did you interpret it to be? What did you think the 5% was? 
S11:  I thought the 5% was just once, not every year, just once. 
R: So that’s what you did? Do you realize, it says here how many years, because nowhere in your program 

code have you got something to say count, because the question says: “Write a program that reads an 
amount deposited into a savings account that pays 5% interest. And then you have to calculate,… the 
program must calculate how many years it will take for the account to be depleted. Because every year 
they are also withdrawing R1000. Did you not see that part of the question or you just didn’t 
understand? 

S11: Mainly I didn’t understand. 
R: Okay, so it’s mainly reading and understanding the problem is the major difficulty for you before you 

can actually implement it in or rather code it? 
S11: Yes.  
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----------------------- 
 
R: The purpose of this interview is to determine what problem you encountered in solving the problem and 

how did you go about solving the problem? 
 
S12: Basically the problem was not clear 
R: What aspect was not clear? 
S12: Like the way we should be working and the final output or the runtime what should happen? 

…(inaudible…) 
R: You mean you have no idea of what is required here? 
S12: I see what is required but the way the question is worded  
R: Okay, do you know what the input was supposed to be? 
S12: The amount 
R: Do you know what the output should be? 
S12: I think it should be the number of years. 
R: So you seem to know what input and the output are required, did but the processing is the problem? 
S12: Yes I didn’t know how to calculate the interest.  
R: And how to get the new amount? 
S12: Yes  
R: What did you do? 
S12: I used the spinedit, then I tried to multiply by the percent 5% and subtracted the actual amount. I 

couldn’t go any further. 
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Appendix E 

 
Guide to interview questions for teachers/lecturers in the 

study 
 
How did you get involved with teaching programming? 
 
How long have you been teaching it? 
 
What o you see as the purpose of teaching programming to these students? 
 
What do you hope the pre-service students will gain from this programming course? 
 
How do you know if they have understood aspects of programming or programming in 

general? Can you give some concrete examples? 
 
Do you see differences in the groups you teach? 
 
Are there any constraints on you? In other words is everything ideal or are things done 

because of various constraints? 
 
How much control do you have over the way the course is presented? 
 
How do the assessments affect the learning? 
 
What do you see as the different goals of the students you teach? 
I’m interested in how this relates to what students think the programming course is about. 
 
How do you feel about teaching programming?  
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